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INVESTIGATION OF HYDROLOGIC AND SEDIMENT TRANSPORT
PROCESSES ON RIPARIAN HILLSLOPES
by
Shreeram P. Inamdar
Theo A. Dillaha, Chairman
Biological Systems Engineering
(ABSTRACT)

Riparian zones are increasingly being adopted as best management practices (BMPs) to
control nonpoint source pollution. The effectiveness of these zones in mitigating pollution is a
function of the distribution, nature, and rate of water and sediment movement through these zones.
The intent of this research was to investigate the influence of site conditions on the hydrologic and
sediment transport response of riparian zones/hillslopes.

Research investigations were focused in two major areas: field investigations of riparian
hillslopes and development of a riparian hillslope model. The objective of the field investigations
was to characterize and quantify geomorphic features of riparian slopes that can be used to
quantify flow concentration on hillslopes. The riparian hillslope model was used to investigate
the dynamics of hydrologic and sediment transport processes.

Field investigations revealed that riparian hillslopes were dissected into distinct
convergent, divergent, or straight slope segments. In profile, these segments were either concave,
straight, or convex. It was hypothesized that the size of such segments reflects the “representative
hillslope scale”. Probability distributions of catchment area showed that catchment area decreases
with slope gradient. Distributions of catchment shape revealed that catchment shape elongates
with increasing gradient. Distributions of drainage channel cross-sectional shape data showed a
decreasing trend in width to depth ratio with increasing slope gradient. These results indicate that
geomorphic features characterizing flow concentration vary with slope gradient and should not be
neglected when simulating riparian hillslopes.

Model simulations revealed that site conditions such as slope gradient, slope shape, flow
concentration, and soil horizon thickness and characteristics play a significant role in shaping the
hydrologic and sediment phenomena on these hillslopes. These results underscore the need for

evaluation of riparian zones considering specific site conditions. Interflow was the dominant



hillslope runoff mechanism. A large fraction of the interflow occurred via macropores.

Macropore flow was orders of magnitude quicker than soil matrix flow. Overland flow was found
to occur primarily due to saturation excess or return flow. Simulations showed that thinning of
soil layers and/or concave-convergent slope shapes provide favorable conditions for generation of
saturation excess or return flow. Sediment delivery down the slope increased with increasing flow

concentration.
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1 INTRODUCTION

Riparian zones can be defined as zones of vegetation adjacent to drainage channels,
streams or rivers. This vegetation can be either grasses, shrubs or trees. Previous research has
indicated that riparian zones are effective in filtering and sequestering pollutants from upland
runoff and thus act as natural buffers for streams and drainage channels (Peterjohn and Correll,
1984; Lowrance et al., 1983, 84; Fail et al., 1986; Dillaha et al., 1987, 88, 89). Pollutants trapped
include sediment, nitrogen, and phosphorous. This “buffering ability”of riparian zones has been
primarily attributed to their topographic location, the unique nature of site and soil conditions, and
the vegetation. This effectiveness has led to their adoption as a Best Management Practice (BMP)
to reduce and mitigate nonpoint source pollution.

Welsch (1991) proposed a three-zone approach to management and establishment of
riparian buffer zones (see Figure 1.1). This management approach has now been adopted as an
“Interim Standard and Specification” for the eastern region of the US by the South and Northeast
National Technical Centers of the Natural Resources Conservation Service (NRCS) (Sweeney,
1992). Though the three-zone approach provides an excellent description of management
guidelines for various component zones, a number of key issues remain unresolved. Some of these

issues include:

. What length of riparian buffer should be used to achieve a desired level of pollutant
reduction?
. How does pollutant trapping within riparian zones vary with site conditions or how do site

conditions such as slope angle, slope shape, flow concentration, soil type and condition
and vegetation influence water and pollutant movement?
. How is water/pollutant movement influenced by antecedent storm conditions and storm
event loadings?
To utilize riparian zones as BMPs to their full potential, these issues must be resolved. To
determine the size of riparian buffers, an estimate of the pollutant trapping within the zone is
required. Prior to estimating pollutant trapping, an accurate understanding of the pathways and

dynamics of water and sediment movement is essential. This research attempts to take the initial

Introduction 1



steps toward answering some of these key issues by investigating in detail the hydrologic and
sediment transport phenomena occurring in riparian zones. It is expected that the detailed
information on hydrology and sediment transport generated through this research will provide a
sound basis for a future “design model” required to estimate pollutant trapping within riparian
buffers.

First order streams/drainage channels are believed to occupy a major portion of the stream
miles within a watershed. It is thus expected that the riparian zones located adjacent to such first
order streams/drainage channels will have the greatest impact on mitigating nonpoint source
pollution. Considering these facts, this research was targeted towards investigating the hydrologic
and sediment phenomena in riparian zones located adjacent to first order streams/drainage
channels. This investigation into hydrologic and sediment transport processes included:

. Field investigation into riparian slopes to determine the appropriate scale and
geomorphologic attributes required to represent flow on riparian hillslopes.

. Development of a detailed hydrologic and sediment transport model to test specific
process hypotheses and provide insight into the dynamics of water and sediment
movement on these slopes.

Specific objectives and hypotheses under these two major research areas are described in the

following chapter.

Introduction



Croplang | Grassfiter | Managed forest |//ndisturbec
zone zone forest Stream
zone
:i:"”m in Reduction in nutrients | Stream temp- )
- N&P- eratur t-
Ss::‘m °f& increased rol © con
iment
nutrients roughness plant uptake ,
enhanced infiltra- | genitrification Wood debris
tion
Habitat
Sediment depos-
tion 3!

Figure 1.1: Managed riparian buffer with three distinct vegetation zones (Welsch, 1991).
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2 RESEARCH OBJECTIVES

Research was focussed in two major areas - (I) field investigations of riparian hillslopes,

and, (I) development of a hydrologic and sediment transport model. Specific objectives under

each focus area are listed below.

D Field investigations
. Identify the “representative hillslope scale” for simulating riparian hillslopes.
. Characterize and quantify geomorphologic features of riparian slopes that can provide an

estimate of flow concentration on these hillslopes. Specifically this involved:

Determining probability distributions for contributing area size for “representative
hillslope units” across a range of slope gradients.

Determining distributions for contributing area shapes (expressed as length to area
ratio of the catchment) across a range of slope gradients.

Determining distributions for drainage channel shapes for different slope

categories.

The null and alternate hypotheses behind these specific objectives were:

Catchment area size does not decrease with increasing slope gradient.

Catchment area size decreases with increasing slope gradient.

Catchment area length to area ratio does not increase with increasing slope

gradient.

Catchment area length to area ratio increases with increasing slope gradient.

Drainage channel width to depth ratio does not decrease with increase in slope

gradient.

Drainage channel width to depth ratio decreases with increase in slope gradient.

Research Objectives



The assumption behind the objectives and hypotheses is that slope gradient is the primary and

overriding determinant of flow concentration on riparian hillslopes.

) Model development

. Develop a detailed hillslope scale, continuous simulation model for predicting water and

sediment movement on riparian hillslopes.

. Test the model using measured riparian hillslope data and express model predictions with

associated “confidence bounds”.

. Perform sensitivity analysis on model components.

. Evaluate model predictions by determining if the model simulates process phenomena

unique to riparian hillslopes. The process phenomena that were considered were:

For riparian hillslopes with a subsurface restricting soil layer, subsurface lateral
flow is the major runoff contributor.

Time to initiation of lateral subsurface flow is controlled by the depth of the
unsaturated zone.

Under saturated conditions, macropore flow is orders of magnitude greater than
soil matrix flow. '
Concave-convergent slopes provide more favorable conditions for build up of the
saturation wedge compared to straight or convex slopes.

Sediment delivery increases with increasing runoff concentration.
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3 LITERATURE REVIEW

The literature review presented below is divided into five major sections. The first part
discusses the role of riparian buffers in trapping and sequestering pollutants and the mechanisms
that are responsible for their effectiveness. Knowledge of these mechanisms will help better target
simulation efforts. The second part provides a brief background on scale issues and hillslope
forms pertinent to riparian hillslopes. The third and fourth sections review the present state of
knowledge of hydrologic and sediment transport processes. The final section provides a review of
the approaches used to evaluate models. Though the primary emphasis is to describe the basic
dynamics of each of the hydrologic and sediment transport process, an effort is made to illustrate

the nature of each of the processes under forested and grassland conditions.
3.1 Riparian buffer zones: Mechanisms responsible for their effectiveness

As defined in Chapter I, managed riparian zones may be composed of grass and/or
forested vegetation. Each of the vegetation types have unique functional attributes that lead to
pollutants being trapped in the riparian zone. The following section discusses mechanisms that are

responsible for trapping of sediment and nutrients in grass and forested zones.
3.1.1 Trapping in riparian grass filters

Most of the previous research in grass filters has concentrated on determining the
effectiveness of grass filters in removing sediment from upland runoff. Detailed studies of
trapping mechanisms in grass filter strips were conducted at the University of Kentucky (Barfield
et al., 1977; Kao and Barfield, 1978; Tollner et al., 1976, 1978, 1982; Hayes et al., 1979, 1984).
Observations from this research were:

] As runoff enters grass filters its velocity is reduced which leads to reduction in its
sediment transport capacity and thus deposition of excess sediment in the upslope edge of

the filter. This also leads to the removal of chemicals adsorbed on the active phase of the
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sediment.

° Infiltration in grass filters is enhanced due to the presence of macropores created as a
result of grass root activity. This infiltration leads to the trapping of fine sediment and
dissolved chemicals in the soil matrix.

] Chemicals trapped in the soil surface are lost with time as a result of biological and
chemical transformations and plant uptake.

° Vegetal media retards the surface flow and provides an opportunity for chemicals to be
adsorbed to vegetation, litter, or the surface layer of the soil.

° Coarser sediment fractions are trapped near the upslope edge of the filter, whereas finer

particles are trapped within the filter.

Following these studies, research by Tollner et al. (1976) led to the formulation of design
equations for determining sediment trapping in grass filters, which, were then used to develop an
event based model (GRASFIL, Barfield et al., 1979). Sediment trapped in the grass filters was
found to be a function of the mean flow velocity, flow depth, particle fall velocity, filter length,
and spacing hydraulic radius of the grass media.

Long-term effectiveness of grass filters or vegetated filter strips (VFS) was investigated by
Hayes and Hairston (1983) and Dillaha et al. (1986,1989). Dillaha et al. observed that as sediment
was trapped at the filter edge, berms formed that forced inflows from subsequent storms to flow
parallel to the filters until channels were encountered that allowed flow to cross the VFS as
concentrated flow. This channelization of flow led to reduction in effectiveness of the grass filter.
Recent studies have attempted to model this phenomenon (Inamdar, 1993).

Though grass filters have been proven effective in controlling sediment and sediment
bound pollutants (particulate phosphorous, ammonium) over the short term, they have not been as
successful in controlling dissolved nutrients such as nitrate. Magette et al. (1989) and Dillaha et
al. (1989) investigated the effectiveness of 4.6 and 9.2 m long grass filters in removing nutrients
and sediment from agricultural runoff. Nutrient removal efficiency of the filters decreased as the
number of runoff events increased. Lee et al. (1989) developed an event based model, GRAPH
(GRAss-PHosphorous), to simulate surface P transport in vegetative filter strips by incorporating

chemical transport submodels into the grass filter model (GRASFIL). A similar approach is being
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developed for nitrogen transport in surface runoff (Delgado et al., 1992). Table 3.1 provides a

summary of results from selected studies of grass filters.

Table 3.1: Summary of results of selected grass filter studies

Reference Filter description Trapping Efficiency or %
reduction*
Sediment | Nitrogen | Phosphor
ous
Dillaha et al., 1989 Orchardgrass (5-16% slope) | 70 - 91 61 75 87
Magette et al.,, 1989 | Fescue (varying slope) 52-75 (-15)-35 | 6-20
Hayes & Hairston Fescue (3% slope) >90 -- -
1983
Parsons et al., 1991 Bermuda & Crab grass 70 - -
Young et al., 1980 Corn-Oats orchardgrass - 84 - 87 81 -88
(4%), Sorghum Sudangrass
(4%)
Thompson et al., Orchardgrass (4%) - 45 - 69 55-61
1978
Neibling and Bluegrass Sod (7%) >90 - -
Alberts, 1979
Hayes et al., 1984 Fescue (3 - 20%) slope 87-99 -- -
Dillaha et al., 1988 Orchardgrass (5-16%) - 43-52 39-52

* indicates range of trapping observed

3.1.2 Role of riparian forest buffers

Similar to research on sediment removal in grass filters, research in riparian forests has
been primarily targeted towards determining their nutrient removal (specifically nitrogen and

phosphorous) ability. Past studies have indicated that riparian forest buffers are effective nutrient
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sinks, removing and sequestering nitrogen and phosphorous from upland runoff (Lowrance et al.,
1983, 1985; Yates and Sheridan, 1983; Brinson et al., 1984; Jacobs and Gilliam, 1985; Peterjohn
and Correll, 1984; Fail et al., 1986). A detailed investigation of a S0 m wide riparian forest in the
Maryland Coastal Plain (Peterjohn and Correll, 1984) reported that plant uptake and possibly
denitrification were the two major pathways of nitrate loss. Their study indicated that subsurface
flow was responsible for most of the N movement in forest buffer zones and that 89% of the
incoming N was retained in the riparian forest. Phosphorous trapping, however, was primarily
due to trapping of sediment-bound P carried by surface runoff. Uptake and consequent long-term
storage of N and P in riparian vegetation were estimated to be 15 and 2.1 kg/ha, respectively.

Studies in the North Carolina Coastal Plain (Cooper and Gilliam, 1987) indicated that P
retention in riparian forests was the result of two mechanisms, adsorption, and deposition of
enriched sediment. They observed that P concentrations in the sediment near streams and
floodplains were higher than that in the parent upland soils. They found a direct correlation
between P and the clay content of riparian buffer soils. They concluded that riparian buffers had a
finite capacity to trap and store P that depended on the deposition of fresh sediment and continual
nutrient uptake by vegetation.

Other recent studies have indicated that mechanisms of N loss such as plant uptake and
denitrification are site specific and seasonal. Jacobs and Gilliam (1985), investigating forested
buffers with poorly drained soils in the North Carolina Coastal Plain, attributed most nitrate loss
in forested buffers to denitrification (9.9 to 54.9 kg/ha) . A high water table and high soil organic
content seem to provide optimum denitrifying conditions. Similar observations have also been
reported by Hendrickson (1981) and Herrick (1981). In contrast, studies on well drained
agricultural upland soils (Fail et al., 1986) have indicated that plant uptake is the dominant N sink.
Fail et al. (1986) compared plant production rates, tissue nutrient concentrations and nutrient
accretion rates of woody plants adjacent to a hog production facility and cropland. They observed
higher uptake rates with higher nutrient loadings. The N uptake rate of the riparian forests
adjacent to the hog production facility and cropland were 97.6 and 36 kg/ha, respectively. Other
studies have confirmed the importance of riparian zones as sinks for nutrients (Pinay and
Decamps, 1988; Jordan et al., 1993; Lowrance, 1992; Simmons et al., 1992; Groffman et al.,

1992). These studies provided results similar to those above, but emphasized the variability of
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nutrient retention mechanisms with changing site, vegetative and soil conditions. Table 3.2

provides a summary of results from selected riparian forest studies.

Table 3.2: Summary of results of selected forest buffer studies

Reference Forest % Reduction *
width (m)
Surface Subsurface

N P N P
Peterjohn & Corell, 19 - 74 93 33
1984
Peterjohn & Corell, 50 79 85 99 -114
1984
Jacobs & Gilliam, 1985 16 - - 93 -
Lowrance et al., 1984 25 - - 68 -
Pinay & Decamps, 1988 30 - - 100 -
Doyle et al., 1977 30 98 -- - --
Cooper & Gilliam, 1987 16 - 50 - -

* indicates % reduction in surface and subsurface flows

Some important observations and conclusions that can be derived (or that need to be

repeated) from the multitude of studies described above are:

° Riparian forest buffers act as effective nutrient sinks only when - [a] surface runoff (if

present) is not excessively channelized; [b] there exists an impeding layer at a shallow

depth that forces most of the subsurface flow to pass through the root zone; [c] the riparian

forest vegetation is in a state of continuous growth; or [d] riparian soils are sufficiently

moist and anaerobic to ensure denitrification loss.

] Surface runoff in riparian buffers is rarely observed. The predominant mechanism of

water flux is subsurface flow - either in form of matrix flow or pipeflow.

[ Total P is predominantly trapped as a result of sediment deposition in the forest zone and
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grass filter.

] Nitrate (and total N) from upland runoff is primarily removed via plant uptake or
denitrification.
° Riparian forests have typically been observed to have higher growth/uptake rates than

neighboring upland forests.
° Presence of moisture, a carbon source (from the forest litter) and anaerobic microsites in
riparian soils provide an optimum environment for denitrification to occur.

] Over a long period, riparian buffers can be expected to become nutrient saturated.

3.1.3 Conclusions from literature

As can be seen from the information presented above, grass filters and forest buffers have
been found effective in trapping and sequestering sediment and nutrients. However, one needs to
note that these zones may not be equally effective at all sites. The effectiveness of these buffers is
highly dependent on site conditions such as site slope, soil type, soil layers and their depths,
vegetation, surface characteristics, and moisture status. Sites conditions directly influence
important pollutant sequestration processes such as sediment deposition, nutrient uptake, and
denitrification. Thus, any model that attempts to simulate riparian buffer performance should have
the ability to consider this site to site variability and thereafter adjust the buffer zone processes
accordingly.

For simulation purposes the above studies indicate that:

] Grass filters can be expected to be effective in controlling sediment bound pollutants
traveling with surface runoff. Their effects on subsurface flow are unknown. Hence
while simulating riparian buffer zone behavior, effects of grass filters on surface runoff
and sediment transport need to be considered.

° Major phenomena by which grass filters influence surface runoff include reduction in
surface flow velocity due to increased surface roughness provided by dense grass
vegetation; and enhanced infiltration due to porous nature of the grassland soils. While
simulating grass filter performance these two characteristics namely, increased surface

roughness and enhanced infiltration, need to be represented.
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L Channelization of flow can significantly reduce filter effectiveness (this is also true for
forest buffers). The riparian zone model should be able to represent the dynamic nature of
these channel networks and their influence on surface runoff and sediment trapping.

° Enhanced infiltration and shallow subsurface flows (if an impeding layer exists) are the
predominant hydrologic phenomena that occur in the forest zone. If a restricting soil layer
is not present most of the subsurface flows might be lost to deeper groundwater flows. A
riparian forest zone model should be able to simulate these two contrasting scenarios (i.e,
presence or absence of shallow subsurface flow depending on the presence/absence of an
impeding layer). Subsurface flows might occur via matrix flow or pipeflow. These two
distinct flow types should be represented.

o Fine sediment and other suspended particulate matter can be expected to be trapped in the
forest zone, primarily due to loss of surface runoff to infiltration and by resistance offered
by the thick litter layer. Simulation approaches need to be developed to represent these

phenomena.
3.2 Scale and hillslope forms
3.2.1 Concept of “representative scale”

The increasing use of models to simulate field, hillslope, catchment hydrology has resulted
in greater attention and scrutiny of the concept of scale in hydrology. Recent reviews have
identified the “scale problem” as a major unresolved problem in hydrology (e.g., NRC, 1991).

The most relevant publications on this issue include Dooge (1982; 1986), Klemes (1983), Wood et
al. (1988, 1990), Beven (1991) and a host of recent publications presented at the recent Robertson
Workshop on “Scale Problems in Hydrology” (Sivapalan and Kalma, 1995).

The scale issue is especially critical for models that simulate hydrologic processes whose
response is influenced by spatial variability. Almost all runoff production models fall in this
category. Wood et al. (1988) described the representative scale as “representative elementary
area” (REA). They defined REA as the critical area that is large enough to sample a sufficient

population of the parameter values such that the variability in parameter values can be expressed in
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terms of a probability distribution. The salient observations made by Wood et al. (1988) include:
(a) the representative elementary area (REA) does exist in the context of the runoff generation
response of catchments, and (b) REA is strongly influenced by the topography, through the sizes
and shapes of subcatchments and its role in hydrologic response.

Though there is an increasing interest in investigating scale issues with respect to
modeling, research is still in the initial stages. Information is lacking regarding the representative

scales for hillslope and catchment investigations.

3.2.2 Hillslope drainage attributes

Past research has indicated that, in general, drainage areas tend to decrease with increasing
slope gradients (Leopold and Miller, 1956; Hack, 1957). Recently, research has been directed
towards determining the relation between slope gradients and source areas up slope of channel
heads (Dietrich et al., 1986; Kirkby, 1987; Montgomery and Dietrich, 1988, 92). There are two
quantitative and contrasting theories that exist with respect to the drainage/source area and slope
gradient relationship. Research by Dietrich et al. (1986) indicated that for steep hillslopes where
subsurface flow predominates, and where the terrain is subjected to landsliding or subsurface
forces of erosion, drainage areas decrease with increasing slope gradient. In contrast, the other
theory (Kirkby, 1987) predicted that for low gradient areas where overland flow predominates
(saturation excess or infiltration excess), drainage areas are positively correlated to the slope
gradient. Recent research by Montgomery and Dietrich (1988) on hillslopes in grass covered
humid catchments revealed a distinct inverse trend between slope gradient and source areas up
slope of channel heads. Despite all this information, conclusive results are still lacking. This is
complicated by the fact that most hillslopes have moderate slopes where runoff generation is

typically a combination of subsurface and overland flow mechanisms.

3.2.3 Hillslope forms

Research has revealed that hillslope hydrologic responses are strongly influenced by

hillslope topography and shape (Freeze, 1972; Anderson and Burt, 1978, O’Loughlin, 1986;
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Beven et al., 1988). Zaslavsky and Sinai (1981) in particular found slope curvature to be the most
important parameter. Nieber (1979) indicated that hillslopes are dissected into valley basins and
interbasins. Valley basins were defined as segments with concave slopes and concave contours
whereas interbasins had convex slopes and convex contours. Tsukamato and Ohta (1988)
described nine possible forms that hillslope segments can possess (Figure 3.1). They emphasized
that results obtained on a single hillslope segment cannot represent runoff processes for the entire
hillslope because an actual hillslope is composed of several hillslope segments with different
topographic attributes. Kirkby (1986) suggests that a majority of hillslopes in humid temperate
landscapes tend to have the convex profile. This is attributed to the stability convex forms possess

over concave shapes in landscapes subjected to fluvial erosion (Kirkby 1986).
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Figure 3.1: Hillslope topographic forms (Tsukamoto and Ohta, 1988)
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3.3 Hydrologic processes

The following sections provide a review of hydrologic processes and approaches that can
be used to simulate these processes. A majority of the information regarding these processes is
available from studies performed on agricultural lands, grass filters, and hillslope forests rather
than riparian forests per se, but most of the principles developed in these studies are also

applicable and can be extended to describe and simulate riparian grass and forested situations.

3.3.1 Interception, stemflow and throughfall

3.3.1.1 Process description

Interception is considered a combination of processes which determine the amount of
water storage on tree foliage, branches and stems. The change in water storage on foliage,
branches, and stems is the sum of [a] intercepted precipitation, minus [b] drainage from canopy
and stem drip, [c] stemflow to the ground, and [d] evaporation from vegetation surfaces. On an
annual basis interception losses have been shown to account for 10 to 35% of the precipitation
(Kittredge, 1948; Zinke, 1967). The actual amount of water intercepted may be a function of
surface tension forces of water molecules and surfaces, surface area of the intercepting surfaces,
configuration and texture of these surfaces, amount and intensity of precipitation, velocity of wind,
humidity, evaporation rate, and antecedent moisture condition of the intercepting surfaces. The
intercepting surface area of the vegetation is generally related to the type, density and age of the
forest, density of the undergrowth, thickness and consistency of the surface litter and the season of
the year (Kittredge, 1948). Direct effects of wind velocity and humidity are generally neglected
while simulating interception due to their variable nature. Evaporation of intercepted water is a
significant pathway of water loss and should be considered (Kittredge, 1948). Interception studies
for grasses and herbs were conducted by Clark (1940). Clark (1940) found that interception for
grasses and herbs was considerably higher than that for other vegetation types. But since Clark
(1940) did not consider stemflow, in reality the net interception could be much lower than
observed. Zinke (1967) provides a good review of the interception process and the approaches

that can used for simulation. Zinke (1967) also summarized the major observations by various
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researchers, some of which are listed below:

Studies by Horton (1919) indicated that -

o In general, interception storage for trees varies from 0.5 to 9mm.
] Interception evaporative loss during storms is less in forests than for isolated trees.
° Percent interception loss is greater for storms with small amounts of precipitation, ranging

from 100 percent to about 25 percent as an average constant rate for most trees

° Most hardwood trees have similar interception loss during the growing season

o Stemflow is a relatively small percentage, ranging from 1 to 5 percent of the total
precipitation, being zero in small storms

o Interception loss from needle-leaved trees is greater than from broad-leaved trees, both as

regards interception storage and evaporation during rain

Chapman (1948) conducted studies on the effects of precipitation on throughfall (precipitation that
is not intercepted and which reaches the soil surface through the gaps in the canopy) and found
that:
° Median drop size of rain reaching the ground in the forest is always higher than in the
open, and more constant than drop size in the open.
An important component of the total interception process is the interception by the litter layer
present below the vegetation canopy (and on the soil surface). The magnitude of litter interception
depends on litter storage capacity (via its depth and water retention characteristics) and on the
frequency of wetting and the rate of drying (Helvey and Patric, 1965). Although the storage
capacity of the litter can be high (typically around 10mm: Mader and Lull, 1968), the energy
available (for evaporative purposes) below the vegetation is low. Hence, the absolute amount of
litter evaporation is usually small, between 1% and 5% of the gross rainfall, but may constitute a
significant (10-15%) portion of the total interception loss (Helvey, 1964; 1967; Helvey and Patric,
1965; Rutter, 1966).

3.3.1.2 Modeling approaches

Empirical models

Early attempts to simulate interception led to generation of regression equations that related

Literature Review 16



interception to precipitation via a linear function given by

I = a+bP 3.1

where I is interception , P is precipitation amount, and a and b are regression parameters. The
major limitation of this approach is that in reality, interception is rarely a linear process. Horton
(1919) proposed a relationship which computed interception as a linear function of the

precipitation per shower and which is given by

-5, KET

P, 3.2

S

where I is intercepted depth, S is interception storage (0.3 to 1.3mm), K is the ratio of evaporating
leaf surface area to the protectional area, E is the evaporation rate in depth per hour during a rain,
T is the storm duration in hrs, P, is the amount of precipitation over the watershed divided by the
number of showers for the months when the trees were in leaf. Merriam (1960) extended Horton's

equation considering an exponential relationship between precipitation and interception, which is

given by

33

where I is interception in inches, S is storage capacity of vegetation in inches, R is the ratio of
vegetation surface to the projected area of the canopy, and P is the storm precipitation in inches.

Equation 3.3 has been calibrated for various forest types.

Rutter et al. (1971, 1975) framework for interception

Rutter et al. proposed a detailed framework for interception computations which is
illustrated in Figure 3.2. The model calculates a running water balance for the canopy and trunks
of the forest stand using inputs of hourly rainfall and the meteorological parameters necessary to
estimate evaporation. It computes the rate of evaporation of the intercepted water, and also the

amount of water reaching the ground directly or in the form of drips from the canopy (‘throughfall)
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and down the trunks of the trees (‘'stemflow'). Evaporation (E,) in the model is computed using the
Penman-Monteith equation applicable under wet conditions. Other parameters required include: S
the canopy capacity, p the throughfall coefficient, S, the trunk capacity, C, the depth of water on
the trunks, p, the proportion of the rain which is diverted to stemflow, e a trunk evaporation factor,
and D, and b which are used to describe drip from the canopy. Later, Gash (1979) used the Rutter

et al. approach along with regression relationships defining the parameters to develop an analytical

model.

RAINFALL INPUT
P
EVAPORATION EVAPORATION
FROM CANOPY FROM TRUNKS
=Ex &
E- Ep S
Cf:lrwopy Free 'l_’runk Cy
E=E, input throughfail input E=Ep(§
(1-p-p)P PP Py P
Epl =@ Ep
.C<S c2s
CiaSt Cy<Sy
Drainage
D=0 expMb(C-5)] }_—L

THROUGHFALL STEMFLOW

Figure 3.2: Rutter et al. model for interception
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Thomas and Beasley (1986) model
Thomas and Beasley (1986) modified Merriam's (1960) equation to calculate interception

RAIN

(-—==)
INT = PIT-[I e 7 34

‘PER

where INT is the interception volume, PIT is the potential interception storage volume under

maximum cover, RAIN is the rainfall volume during the period, PER is the percentage maximum

canopy cover.
3.3.2 Evapotranspiration

3.3.2.1 Process description

Evapotranspiration is a combination of two distinct processes: evaporation and
transpiration. Evaporation is the net rate of water transfer from the liquid to the gaseous phase.
Transpiration is the transfer of water vapor by the plants through their stomatal system to the
atmosphere. The importance of evapotranspiration can be underlined by the fact that
approximately two-thirds of all rain falling in the continental United States is returned to the
atmosphere by evapotranspiration processes. The amount of evapotranspiration at a site is
generally influenced by the energy input and the moisture status. Other than the energy and
moisture status the extent of evapotranspiration may be influenced by plant characteristics such as
species type, canopy cover, plant height and density; soil characteristics such as soil type and soil
cover; topographic features such as slope and aspect; and weather parameters such as wind speed
and humidity.

Experimental evapotranspiration studies conducted on forested and grassed surfaces
indicate a distinct difference (Metz and Douglass, 1959; Marston, 1962; Rowe and Reimann,
1961). These studies indicated that forest vegetation consistently used more water and from
deeper depths than shallow rooted grass. The difference in water use between forest and grass was

primarily attributed to the differences in rooting depth. Other factors such as differences in
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vegetation growth period, density and height could also play a significant role. Studies by Patric
(1961), Rowe (1963) and Rowe and Reimann (1961) suggest that early maturing of grass is
another factor that could account for the evaporation difference between forest and grass cover.
Studies targeted towards evaluating evapotranspiration differences within forest species
(coniferous and hardwood) indicate that well stocked forests appear to use the same amount of
water regardless of species (Lull and Axley, 1958; Metz and Douglass, 1959; Moyle and Zahner,
1954; Patric, 1961). There is some evidence that evapotranspiration increases with stand height in
humid regions, possibly because of greater utilization of radiant energy and advective heat and

increased air turbulence with increasing stand height (Patric, 1962).

3.3.2.2 Modeling approaches
Evapotranspiration computations are generally performed considering three sets of

variables (Saxton and McGuiness, 1982): [a] variables related to the determination of potential

ET; [b] variables related to plant and soil-water interaction; and [c] variables related to soil water

characteristics. Potential ET (PET) is defined as the amount of water lost when moisture is not

limiting and is a function of meteorological factors only. Methods to compute potential ET are
generally classified into three major categories:

° Aerodynamic equations: involving measured temperatures, vapor pressure, etc.

o Energy-budget equations: including terms involving solar radiation, transfer of sensible
heat, transfer of latent heat, in an attempt to calculate the total amount of energy available
for evapotranspiration

L] Combination methods: involving the use of both the above approaches.

Approaches commonly used in modeling crop and forest scenarios are discussed below.

Potential ET

Pan Evaporation

Pan evaporation approach uses coefficients that correlate evaporation for different

vegetation to measured evaporation from standardized pans. The PET can be expressed as

PET = CPE 35

Literature Review 20



where C; is the pan coefficient which is used to adjust for the higher exposure and lower

reflectance of a free evaporating surface compared to a well wetted vegetated surface.

Turc's equation
Turc's (1961) equation is based on the energy-balance method. PET is computed using

the relationship given by

R +50
PET = 040T - = 3.6
T+15

where PET is evapotranspiration in mm/month, T is mean monthly air temperature (°C), and R, is
solar radiation in langleys. Thomas and Beasley (1986) used Turc's equation in computing

evapotranspiration from forested surfaces.

Penman equation
The Penman equation (1948, 1956) is an example of the combination approach in

estimating PET. PET is related to temperature, humidity, wind velocity, vapor pressure, and solar

radiation. The equation is expressed by

KLd u,

(AR, +—————

z,-d ,
[In(—)] 3.7

— zO
1+(A/y)
where
2

K - Pk%e 3.8

where E is the potential evaporation rate (cm/day), A is the slope of psychometric saturation line
(mbars/°C), v is the psychometric constant (mbars/°C), R, is the net radiation flux (cal/cm?%day), L

is the latent heat of vaporization (cal/g), d, is the saturation vapor pressure deficit of air (mbars), u,
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is the wind speed at elevation z, (m/day), z, is the anemometer height above soil (cm), d is the
wind profile displacement height (cm), z, is the wind profile roughness height (cm), p is the air
density (g/cm®), K is the von Karman coefficient (0.41), € is the water/air molecular ratio (0.622),
and p is the ambient air pressure (mbars). Penman's equation has been observed to give good
results for evapotranspiration from surfaces completely covered by short green crops under
temperate conditions, where the supply of moisture is not limiting. Difficulties arise when
estimates are to be made for conditions of sub-optimum moisture supply to soil and plant surfaces

(Van Bavel, 1966).

Actual ET:

Actual evapotranspiration is calculated considering the effects of the other two variables
(plant-water characteristics and soil-water characteristics) along with the estimates of potential ET.
Actual soil evaporation and plant transpiration are generally computed separately. Ritchie's
approach (1972) is the most popular method and has been used in a multitude of hydrologic
models. In Ritchie's approach, soil evaporation is computed in two stages and plant transpiration

is related to the leaf area index (LAI). Potential evaporation is given by

0.0504 H A
it 3.9

° 0.68+A

where E, is the potential evapotranspiration (cm), H, is the net solar radiation (langleys) and A is

the slope of the saturation vapor pressure curve at the mean air temperature given by

A = 2304 | @uss-s30am

where T is the daily temperature in Kelvin.
As described earlier potential soil evaporation is simulated in two phases. In the first

phase the evaporation rate is energy limited and is given by
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E_ = E_ e44) 3.11

where E_, is the potential soil evaporation (cm), and LAI is the leaf area index. Soil evaporation is

assumed to occur at this rate until an upper limit U which is given by

U = 09(a,-3.00% 3.12

where U is the first stage upper limit (cm) and «, is a soil evaporation parameter (cm/day®). The

second phase is considered moisture limited with the evaporation given by

E = a(*-(-1)*) 3.13

where E; is the soil evaporation rate for day t (cm/day) and t is the number of days since stage 2
evaporation started (days).
Potential plant transpiration in the model is computed in proportion to the LAI and is

given by

E LAI
E, = —"—— 0 < LAI <3.0
° 3 3.14

E_ =F-F LAI>3.0

and if soil moisture is a limiting factor the plant transpiration is further reduced to

E SW
P 0.25FC

SW < 025 FC 3.15

where E; is the plant transpiration (cm), SW is the current soil water in the root zone (cm) and FC

is field capacity (cm).
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3.3.3 Infiltration

3.3.3.1 Process description

Most of the previous studies conducted in riparian and upland forests have found high
infiltration rates (Lowrance et al., 1984; Rawls et al., 1976; Harr, 1977; Bonell et al., 1983).
These high infiltrations rates have been primarily attributed to conditions encountered in forest
soils such as porous channels due to root and animal activity, incorporated organic matter in the
surface layers and possible accumulations of organic debris on the soil surface.

Due to the transmissive nature of the forest soil surface and the inherent variability
involved in the occurrence of macropores, determining and simulating infiltration in forest soils
has proved difficult. Existing process based infiltration models such as Green-Ampt (1911) are
based on the "ponded infiltration theory" and "ideal soil" assumptions which rarely occur in forest
soils. Other empirical models such as Holtan's (1961) and Horton's (1939, 1940) equations have
generally been applied to upland soils and have not been tested for forested situations. Though
Weirda et al. (1989) applied Mein and Larson's (1973) extension of the Green-Ampt model with
reasonable success to forest soils, they encountered problems owing to an irregular wetting front
from flow instability, and non-uniformity of soil porosity with depth arising from biological
activity associated with the surface horizons of forest soils. Another problem that may be
encountered while applying models like Green-Ampt to forest soils is the existence of lateral
subsurface stormflow, which is significant on steep slopes with an impeding layer, and which
violates the model's one dimensional flow assumption. Other attempts to use existing empirical
models include the use of Holtan's equation to simulate infiltration in forested watersheds (Thomas
and Beasley, 1986). Their (Thomas and Beasley, 1986) approach was more representative of a

forest situation since they combined infiltration calculations with macropore and subsurface flow.
3.3.3.2 Modeling approaches

Green-Ampt equation

The Green-Ampt equation (1911) is a process based equation based on Darcy's Law,
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which assumes a homogeneous soil profile with uniform soil moisture distribution throughout the
soil profile. The infiltration process is seen as a saturation wetting front moving vertically through
the soil profile, with soil moisture behind the wetting front at saturation and that ahead at the

antecedent soil moisture. In its original form, infiltration with a ponded surface is given by

F

Kt = F—Nsln[hF 3.16

S

where K| is saturated hydraulic conductivity (cm/hr), t is time (hr), F is cumulative infiltration (cm)
and N; is effective matrix potential (cm). The infiltration rate is determined by differentiating the

above equation with respect to time, which leads to

3.17
F

{N
f=K|1+—=

where f represents the infiltration rate (cm/hr). Mein and Larson (1971) modified the above
approach to consider infiltration as a two stage process - infiltration prior to ponding and
infiltration after ponding. Prior to ponding the infiltration was assumed to be equal to the rainfall

rate, and after ponding was computed using the above stated equations.

Holtan's equation

Holtan's equation (Holtan, 1961) in its modified form (Overton, 1965) is given by

P
FMAX = FC + A| PV 3.18
P

where FMAX is the infiltration capacity with surface inundated (cm/hr), FC is the steady state
infiltration capacity (cm/hr), A is the maximum infiltration capacity in excess of FC (cm/hr), TP is

the total porosity within the control depth (cm), PIV is the air volume remaining in the control
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depth prior to saturation (cm), and P is an empirical coefficient. Parameters that need to be
defined for each soil include: total porosity, field capacity, control zone depth, steady state
infiltration rate, and the two coefficients A and P. The major drawback of this equation is the
difficulty in determining the parameters A and P and specifying the control zone depth. The
control zone depth is used to regulate the infiltration rate and in the ANSWERS model (Huggins
and Monke, 1968), which utilized the Holtan's equation, was considered equal to the depth of the
A horizon. Thomas and Beasley (1986) used Holtan's equation to determine infiltration in forest
soils but assumed the control zone depth to be determined by an impeding soil layer or a layer of
lower permeability. ANSWERS uses a drainage function to release water from the control zone,
which indirectly influences infiltration, and is given by

3
DR = Fc| 1- PV 3.19
GWC

where DR is the drainage rate of water from the control zone (cm/hr) and GWC is the gravitational

water capacity of the control zone (cm).

Horton's equation
Horton's equation (Horton, 1940) is also an empirically based equation given by

f =40, f)e™ 3.20

where { is the infiltration rate (cm/hr), £, is the final infiltration rate (cm/hr), £, is the initial

infiltration rate (cm/hr) and K is a constant dependent on soil type and soil moisture content.
3.3.4 Depression storage and surface detention

3.3.4.1 Process description
Depression storage can be defined as that amount of water that is held in the surface
depressions, none of which runs off (Horton, 1933), but which may be subsequently evaporated or

infiltrated. Surface detention is that part of the rain which remains on the ground surface during
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the storm, gradually moving downslope by overland flow, and either runs off or is absorbed by
infiltration after the rain ends (Horton, 1933; 1937). Depression storage can represent a significant
loss of water on grassed or forested slopes. Horton (1935) estimated that on moderate or gentle
slopes, surface depressions can hold the equivalent of 5 to 13mm of water, and significantly more
for meadow or forest land. The character of depression storage as well as its magnitude depends
largely on the surface characteristics that can be generally related to the land use. The primary
factors determining depression storage are surface character, roughness and slope. An accurate
estimation of depression storage is difficult, thus in most hydrological models depression storage is
lumped together with the interception storage.

Horton's work on surface detention arose primarily from his concern with the hydraulics of
overland flow. He estimated that surface detention commonly ranges from 3 to 20mm for flat

areas and somewhere between 12 to 38mm for cultivated fields and natural grassland or forests

(Horton, 1935).

3.3.4.2 Modeling approaches
Beasley and Huggins (1982) developed a relationship describing the surface storage
potential (depression and surface retention combined) as a function of water depth in the zone of

micro-relief. This equation was based on data collected from several field surfaces and is given by

H /ROUGH
DEP = HU - ROUGH - (m) 3.21

where DEP is the volume of stored water, H is the height above the datum, HU is the height of
maximum micro-relief and ROUGH is a surface characteristic parameter. Values for each of these
parameters corresponding to different surface conditions were provided by Beasley and Huggins
(1982). Thomas and Beasley (1986) used the same approach to simulate forested surfaces, though
they adjusted the values for HU and ROUGH to better represent the surface.

3.3.5 Interflow or lateral subsurface flow

3.3.5.1 Process description
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Subsurface flow seems to be the predominant pathway of water flux through riparian
forests having an underlying impeding layer (Jordan et al., 1993; Peterjohn and Correll, 1984;
Lowrance et al., 1983,84; Lowrance, 1992; Fail et al., 1986; Jacobs and Gilliam, 1985). Lateral
subsurface flow has also been observed on hillslope forests, where most of the studies have been
conducted (Lowdermilk, 1930; Hursh and Brater, 1941; Kirkby and Chorley, 1967; Calver et al.,
1972). At the start of a storm, flow may occur in the vertical direction until it reaches an impeding
layer. When percolation reaches a less-permeable layer (or impeding layer), which will not accept
the full percolation flow, the less-permeable layer will become saturated from its surface and a
saturated wetting front will slowly penetrate the less permeable layer. Simultaneously a saturated
layer will develop above the interface, which will initiate lateral downslope movement of the soil
moisture (Whipkey and Kirkby, 1980). This water movement is called interflow or subsurface
stormflow or shallow subsurface flow. Field observations have revealed that a large portion of the
runoff response from a hillslope is as a result of interflow contributions (Hursh and Brater, 1941;
Roessel, 1950; Hewlett and Hibbert, 1963, 67; Mosley, 1979; Weymour, 1970, 73; Troendle and
Hohfmeyer, 1978; Anderson and Burt, 1978). On forested hillslopes, interflow typically occurs
via the soil micropores (soil matrix) or larger cavities or pores termed as macropores or soil pipes.
Though interflow occurs as a combination of soil matrix flow and macropore/pipe flow, most field
investigations indicate that macropore flow contributions are orders of magnitude larger than soil
matrix contributions (Tsukamoto, 1961; Whipkey, 1965, 67; Aubertin, 1971; Chamberlin, 1972;
Feller and Kimmins, 1979; DeVries and Chow, 1975; Jones, 1971, 78; Weyman, 1974; Arnett,
1974; Beasley, 1977; Pilgrim et al, 1978; Mosley, 1979, 82; Beven, 1978). Large flow
contributions from macropores have been attributed to the turbulent nature of flow in these pores
and the high flow velocities typically associated with flow (Mosley, 1979, 82; Aubertin, 1971;
Beven, 1980; Pilgrim et al., 1978). Table 3.3 provides an estimate on the flow velocities typically
observed in macropores. Though a majority of studies predict macropore flow contributions under
saturated soil conditions, a small number of hillslope investigations indicate that vertical or lateral
macropore flow may also occur under unsaturated soil conditions (Bouma and Dekker, 1978;
Beasley, 1977; Aubertin, 1971; Bouma et al., 1977; Mosley, 1979, 82). Figure 3.3 illustrates the

diverse nature of runoff mechanisms on forested hillslopes.
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Table 3.3: Recorded macropore flow velocities (m/s) (from Beven and Germann, 1982)

Reference Mode of determination | Max. Mean Min.
Mosley, 1982 flow observation 0.0-0.0208 | 0.0-
0.0098

Aubertin, 1971 flow observation 0.00508
Beven, 1980 tracer experiment 0.005
Pilgrim et al., 1978 flow observation 0.00025
Beasley, 1977 from lag time of 0.00925

hydrograph
Whipkey, 1965 flow observation 0.00085
Newson and Harrison, 1978 Tracer experiments 0.06-0.2
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Figure 3.3: Subsurface flow types occurring on forested hillslopes (Whipkey and Kirkby, 1980)
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In conditions where the soil horizon depth decreases, or where upslope contributions are
sufficiently large the saturated layer building up over the impeding horizon may reach the surface.
In such conditions any additional rainfall falling on the soil surface cannot be accepted by the
saturated soil mass and runs off as overland flow. This runoff is called saturation overland flow
(Dunne and Black, 1970a,b; Dunne et al., 1975; Beven, 1978; Bonell and Gilmour, 1978;
O’Loughlin, 1986). In addition, it is also possible for upslope subsurface flow contributions
which cannot be discharged via the saturated soil depth to be released to the surface. This
phenomenon is called exfiltration (as opposing infiltration) or return flow (Hewlett, 1974; Dunne
and Black, 1970a, b). Similar to interflow, return flow to the surface can occur either via the soil
matrix or macropores. The hillslope areas where saturation overland flow occurs and where return
flow emerges have been termed “variable source areas”. The term “variable” being based on the
fact that in plan these areas expand or contract as the subsurface saturated layer rises and falls. In
addition to the subsurface saturated soil layer reaching the surface, generation of “variably
saturated areas” has also been attributed to the presence of capillary fringe above shallow water
tables. This mechanism is described as “groundwater ridging” (Ragan, 1968; Skalsh and
Farvolden, 1979; Abdul and Gillham, 1984; Gillham, 1984). Despite some field evidence, further
experimentation is needed to verify the generality of this mechanism.

In addition to soil features, favorable conditions for the generation of saturation overland
flow or return flow may also be created by hillslope topography and form. Research has
demonstrated that concave-convergent hillslopes provide ideal conditions for generation of
saturation overland flow and return flow (Kirkby and Chorley, 1967; Burt, 1986; O’ Loughlin,
1981, 86. This has been attributed to (a) the progressively decreasing soil cross section that is
available at the base of the convergent hillslope, and (b) the decrease in the hydraulic gradient
caused by the decrease in slope towards the base of the concave hillslope. It is very unlikely that
“variable source areas” that are created at the base of the hillslope are distributed uniformly across
the width. On most hillslopes these areas are widest at the base of the hillslope and slowly
decrease in width as they extend upslope. This is because subsurface saturated layers first reach

the surface at the lowest points or topographic depressions and then slowly expand around these

depressions.
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3.3.5.2 Macropore characteristics and their occurrence

Origin of macropores in soils can be attributed to soil fauna (Omoti and Wild, 1979;
Ehlers, 1975; Green and Askew, 1965), plant roots (Gaiser, 1952; Aubertin, 1971), and/or to the
erosive action of subsurface water (Zaslavsky and Kassif, 1965; Jones, 1971; Gilman and Newson,
1980). Though a number of field studies have supported the occurrence of macropores in
structured soils, accurate quantification has been elusive. Determination of size and distribution of
macropores has generally been accomplished using direct physical methods or indirect procedures.
Direct physical methods include exposing and vacuuming horizontal soil planes (Edwards et al.,
1988); insitu pore counts (Ehlers et al., 1983); image analysis of photographic slides of soil planes
lighted to darken pores (Edwards et al., 1988); and marking outlines of macropores on plastic
sheets (Logsdon et al., 1990). Indirect methods have inferred macropore diameters by measuring
flow rates through soil cross sections and related macropore diameters to these flow rates. Watson
and Luxmoore (1986) estimated vertical infiltration rates using tension infiltrometers and then
related flow rates at different tensions to macropore diameters. The relation was based on the
assumption that flow in macropores can be described using the laminar Poiseuille equation. The
drawback of such procedures is that most of them are conducted on a small scale and thus do not
provide an estimate of macroporosity at field or hillslope scale. Most of these procedures have
yielded different macropore size definitions, some of which are reproduced in Table 3.4.

Only a fraction of the total macroporosity within a soil horizon is generally available to
conduct water. This fraction is termed as the “hydrologically active” macroporosity (Wilson and
Luxmoore, 1988). Procedures that associate flow rates to macropore diameters are essentially
estimating the “hydrologically active” macroporosity rather than the total macroporosity. Using
one such procedure Watson and Luxmoore (1986) found that macropore diameters tend to be
lognormally distributed. This was inferred from the fact that infiltration rates measured using the
tension infiltrometer in this study were lognormally distributed. Thus, the lognormal distribution
generated in this study is applicable only to the “hydrologically active” fraction of the macropores
and cannot possibly be extended to describe the complete macropore distribution constituting the

total macroporosity.
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Table 3.4: Macropore size estimates (modified from Beven and Germann, 1982)

Reference Equivalent diameter (x« m)
Luxmoore (1981) > 1000
Beven and Germann, 1981 > 3000
Reeves (1980)
enlarged macrofissures 2000 - 10,000
macrofissures 200 - 2000
Bullock and Thomasson (1979) 60
Brewer (1964) ’
€Ooarse macropores 5000
medium macropores 2000 - 5000
fine macropores 1000 - 5000
very fine macropores 75 - 1000

3.3.5.3 Soil piping and its occurrence

Soil pipes can essentially be considered a subclass of macropores. Soil pipes are

essentially macropores which are larger in size and are continuous for longer lengths. Jones

(1981) has provided the most comprehensive review to date regarding soil piping, and the

conditions that are necessary and favorable for pipeflow to occur. Jones (1981) lists a number of

factors that influence the development of pipes which include climate, geomorphology, biotic

influences, and soil type. Important observations that can be derived from this review are:

° Pipes are often found in soils subject to climate variability - alternate dry and wet periods

encourage soils to desiccate and crack up.

] Perpetually saturated soils (eg., wetland soils) may not be conducive to pipe formation.

] Pipe formation is most probable to occur in undisturbed forested hillslopes with an

underlying impeding/restricting layer that encourages lateral subsurface flow.

o Baillie (1975) listed the main conditions for piping as:

o a permeability contrast between upper (A horizon) and lower layers
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° sufficient gradient on the impermeable layer to drain
. soil material clastic enough for particle or aggregate detachment but cohesive
enough to prevent premature collapse
° Influence of soil texture: Soil piping typically occurs in soils with a moderate to high silt
clay content. Piping is aided by decreasing grain size and the presence of humus and
mycelia.
] Highly susceptible soils (based on existing studies) are yellow podzolic group, grey brown

podzols and yellow solodics (susceptibility in high to low order).

3.3.5.4 Modeling Approaches
3.3.5.4.1 Models simulating interflow

The following discussion provides a review of hillslope models that have simulated the

occurrence of interflow.

Sloan and Moore’s (1984) comparison of models

Sloan and Moore (1984) provided an excellent comparison of five subsurface flow models
of varying complexity by comparing their predictions to hillslope runoff measurements made by
Hewlett and Hibbert (1963). These five models were - a two dimensional finite element model
(Neiber, 1979; Neiber and Walter, 1981) and a one dimensional finite element model (Nieber,
1982), both based on Richard’s equation; a kinematic wave subsurface flow model (Beven, 1981,
82); and two simple storage discharge models termed the kinematic storage model (based on the
kinematic approximation) and Boussinesq storage model (uses the Boussinesq assumption) (Sloan
et al., 1983). The following sections provide a brief description of each of the models followed by

the results of model comparisons performed by Sloan and Moore.

Neiber’s two and one dimensional finite element models

Both models are based on Richard’s equation for flow in saturated and unsaturated porous

media, which in two dimensional form is given as

36 oH _ 8 SH| . & OH
== = C(h)=— = —|K(h)=—| + —|K(h)=—
5, - (% = 5K )m] { ()azJ 3.22

0z

Literature Review 33



where H is the total hydraulic head (= h+e), h is the soil water pressure head, e is the gravity head,
6 is the volumetric water content, C(h) is the specific water capacity, K(h) is the unsaturated
hydraulic conductivity defined by Verma and Brutsaert (1971), and x and z are the distances in the
horizontal and vertical directions. The above equation is reduced to one dimension by considering
flow in the direction of the slope gradient and assuming hydrostatic conditions normal to this

gradient. The resulting one dimensional form of the equation is given by

SH _ & . OH
pcw = 2k Deoste O
)5 w[() O

+ 1 3.23

where D is the vertical soil depth, «is the angle of the impermeable to the horizontal, and i is the
rate of water input to the saturated zone from the unsaturated zone normal to the surface.

A finite element approach is applied to the space domain of both models and is solved
using a fully implicit backward finite difference scheme. Discretization of the flow regime is
accomplished using triangular and linear elements in the two dimensional and one dimensional

models, respectively.

Kinematic Wave Model

The kinematic assumptions used in the models that (a) flow lines in the saturated zone

above the impermeable layer are parallel to the layer and that the hydraulic gradient equals the

slope of the bed. Using these assumptions gives

q = KH sinc.
6H OH
C—2X = -Ksina —= + i 3.24
5t $ Ox

where q is the discharge per unit width, H, is the thickness of the saturated zone, and i is the rate
of water input to the saturated layer. The specific water capacity at saturation C, is equivalent to
Beven’s (1981) effective storage coefficient. This model was assumed to be applicable in

conditions where A< 0.75, where
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3 = 4i coso

K sin’a 3.25

Sloan et al., 1983 simple storage models

The two simple storage models developed by Sloan et al. are based on water balance and
consider the complete hillslope segment as the control volume. The idealized hillslope segment
was considered to have an impermeable boundary at its bottom with slope « and length L, and a
soil profile of thickness D. The kinematic storage model assumes that the water table has a
constant slope between upslope and downslope boundaries, and that the hydraulic gradient equals

the slope of the impermeable bed. The drainable volume of water stored in the saturated zone is
given by

H®
= azdL 3.26

S

where H, is the saturated thickness normal to the hillslope at the outlet, and 6,is the drainable
porosity. The exiting flow rate at the base is given by q = H,v, where v = K| sin a.

The Boussinesq storage model is based on the assumption that the water table has a
constant slope and that the hydraulic gradient is equal to this slope. Under these conditions the

exiting velocity is given by

v = K sinf 3.27

where fis the angle of the water table to the horizontal. The exiting flow rate is the product of this

velocity and the saturation depth. The drainable volume of water stored in the saturated zone of

the hillslope is given by

D70,
S = ——— tan(e-P) < D/L 3.28
2tan(a-PB)

or
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S =18, [D —%tan(a-ﬁ)} tan(e.-f) > D/L 3.29

The two simple storage models, the one dimensional finite model, and the kinematic wave
models were solved by coupling each one of them with a model that simulated vertical water

movement from the unsaturated zone to the saturated zone.

Conclusions and results from model comparisons
Results from model application to an Appalachian hillslope study (Hewlett and Hibbert,

1963) indicated that, overall, the two simple storage models performed better than the more
sophisticated finite element and the kinematic wave models. It was expected that runoff from the
forested hillslope was a combination of macropore and soil matrix flow. It is expected that for
forested hillslopes where porous soil conditions exist, finite element models based on the
Richard’s equation would be expected to perform poorly because the diffusion type flow
assumptions inherent in the models are violated. These results confirmed that field verification is
essential because the complex models may not be very good standards for testing and validating

other models.

3.3.5.4.2 Modeling approaches for macropore flow

A majority of the macropore flow models developed to date have simulated vertical
macropore flow on a plot scale. There have been only a few attempts to simulate macropore flow
at the field or hillslope scale. Most of the macropore flow models can be classified into three
categories - [a] mechanistic models, [b] statistical models, and, [c] statistical mechanistic models.
Mechanistic models assume that flow in the soil occurs through two domains - the soil matrix
domain where flow is Darcian and the macropore domain where flow is predominantly non-
Darcian. Examples of such models include Edwards et al. (1979); Hoogmoed and Bouma (1980)
and Beven and Germann (1981). All these models simulated preferential flow in the vertical
direction. The limitations of the mechanistic approaches to macropore flow led to the
development of Transfer Function Models (TFM). The basis of TFM is a recognition that it may

be impossible to obtain a full physical description of flow and transport processes considering the
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soil heterogeneity, structure and preferential pathways. Thus, transfer function models attempt to
describe preferential movement in terms of a distribution of residence times, which are derived
from observations. The third type, statistical mechanistic models use procedures in which
macropore occurrence or characteristics are described by stochastic methods and flow in
macropores is based on mechanistic approaches. Models by Smetten and Collis-George (1985)
and Beven and Clarke (1986) are examples of this category. As mentioned above, most of these
models have been used to describe vertical flow on the plot scale. Only a few models exist that
simulate macropore (soil pipes) contribution to lateral flow at a hillslope scale. Some of these

models are descibed in the following sections.

3.3.5.4.3 Models simulating pipeflow
Existing modeling approaches for pipeflow can be categorized into three distinct groups

(Jones, 1988):

° Empirical indirect models: Wilson and Smart (1984) and McCaig (1983) used
experimental measurements to determine possible contributions from pipeflow for
specific sites. No attempt was made to develop a model that could be applied to other
sites.

o Statistical approaches: Gilman and Newson (1980) and Jones and Crane (1984) applied
statistical tools to experimentally measured pipeflow hydrographs to establish causal
factors and then develop predictive models.

° Physically based models: Physically based approaches were developed by Gilman and
Newson (1980), McCaig (1983), Nieber and Warner (1991) and Thomas and Beasley
(1986) who expressed pipeflow as a function of pipe size, pipe hydraulic properties, and
spacing density.

Physically based modeling has been achieved by breaking the pipeflow problem into four major

components and developing simulation procedures for each component (Jones, 1988):

] Contribution to pipes: Water contribution to pipes on a hillslope can occur via rising
phreatic water, infiltrating rainfall, and overland flow captured via blow holes.

° Pipe geometry and hydraulic properties: Includes parameters used to describe the flow

carrying capacity such as pipe diameter, mannings roughness, and slope.
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] Structure and continuity of the pipe network: This component involves defining
parameters such as pipe spacing, pipe connectivity and lengths. Only a few studies have
been able to define these parameters using field measurements.

. Position of pipe outfalls relative to the channel

Of the physically based models mentioned above, most have developed simplified simulation
procedures considering only the first three components. A few of the models along with their

simplifying assumptions are discussed below.

Nieber and Warner's (1991) model
Nieber and Warner (1991) simulated flow through a completely saturated idealized

hillslope segment considering a single soil pipe. The simplified situation is illustrated in Figure
3.4. The simplifying assumptions made in the model were:

1) Soil pipes are uniformly spaced across the hillslope (@ 2W) - thus only a
representative portion of the hillslope with width W and with a single pipe was
evaluated.

2) Soil pipes were assumed to be on the same slope angle as the hillsope.

3) The hillslope soil was considered uniformly thick and underlain by an impermeable
layer.

4) Contribution of flow to the pipe was only via the soil matrix.

5) Soil properties were assumed uniform for the full length of the segment. Pipe length
was considered same as that of the segment.

6) Pipes were assumed to flow full under a zero gradient.

The situation was represented by the equation for steady saturated flow in heterogenous media and

is given by
9 09, 9 .0, J . ¢
O (k9P .9 kP ,9 kI
ax( ’ax) ay( ‘ay) az( ’az) 3.30

where ¢ = (h+e) is the hydraulic head, h is the pressure head, e is the elevation head, K is the

Literature Review 38



saturated hydraulic conductivity and x,y,z are the Cartesian coordinates. The boundary conditions
for the flow problem are illustrated in Figure 3.4. The problem was solved using a finite
difference method. The successive overrelaxation (SOR) procedure was used to solve the
resulting system of difference equations. The solution yields the distribution of hydraulic head in
the region, the discharge rate from the soil matrix, and the discharge rate into the soil pipe. The
solution is dependent upon - slope angle ( ), slope length (L), depth of soil matrix (d,), hydraulic
conductivity (K;), depth of pipe in the soil matrix (d,), length of the pipe (L,), radius of the soil
pipe (1), and the spacing between the soil pipes (2W). Parameters for these variables were

provided.

SIDE ]:0 =€, (y)
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Figure 3.4: Hypothetical hillslope segment (Nieber and Warner, 1991).
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Comments on the model:

1) The major limitation of the model is that the soil is assumed completely saturated and steady
state conditions are assumed to prevail. These conditions will not in general prevail in the
field.

2) Flow contributions to the pipe are only considered to occur from the soil matrix. In field
situations, significant contributions to pipeflow will also occur due to overland flow
captured via blowholes and macropores and rising phreatic surface to the pipe level.

3) The model is too mathematically intensive to be applied to long term simulation of a full

riparian hillsope.

McCaig's (1983) pipeflow model

McCaig (1983) developed a much simpler model by using Chezy's equation to represent
flow in pipes. For a given soil segment (similar to one illustrated in Figure 3.4) he assumed that:
pipes flow half full, geometric and hydraulic properties within a segment are uniform, pipe slope
is the same as hillslope (or segment slope in this case) and pipe length is equal to segment length.
Though McCaig (1983) did not assume the slope segment to be saturated, he did assume that
contributions to pipeflow would only initiate after a particular "threshold" soil water storage within
the segment had been reached. McCaig arbritarily established this "threshold" value for his
simulations based on empirical observations made on the catchment he was simulating.

Using Chezy's equations, pipe discharge was given by

Q = U 0.57r? 3.31
where U is given by
U = C(RS)'? 3.32
and
R6
C=— 3.33
n
40
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where R is the hydraulic radius of the pipe, S is the slope, r is the radius of pipe and n is the

mannings roughness for the pipe. The above equation assumes half full pipes.

Comments on the model:

1) Some of the assumptions made in the model are too simplified. For example, Jones (1986) has
found that pipe geometry and hydraulic properties vary significantly even over small
distances.

2) Jones (1988) indicates that defining a "threshold" for pipeflow initiation is very difficult since
pipes exist at various vertical positions within a soil column and thus are subjected to
varying soil moisture levels. He classified pipes into two categories - ephemerals and
perennials, according to the position within the horizons and the nature and frequency of
their contributions. The two types of pipes seemed to have different "thresholds", which

varied with season (Jones and Crane, 1984).

Thomas and Beasley’s model (1986)

Modeling of pipeflow has also been attempted by the use of a variation of the Darcy-

Weisbach equation given by

8R, d
2='—f&'—£ 3.34

where q is the discharge per unit cross-sectional area, R is the hydraulic radius, g is the
acceleration due to gravity, f is the friction factor or flow resistance and d ¢/ dl is the hydraulic
gradient for water filled pipes or the slope of the water surface in the case of uniform flow in a
partially filled pipe. Although this equation has been used, parameters for the equation such as the
friction factor and hydraulic radius are difficult to estimate. Thomas and Beasley (1986)

attempted to simulate pipeflow using a similar variation of the Darcy-Weisbach equation.

3.3.6 Surface runoff

3.3.6.1 Process description

Typical Hortonian overland flow (Horton, 1933) has rarely been observed in forested

Literature Review 41



situations (Dunne and Black, 1970a,b; Freeze, 1972; Kirkby and Chorley; 1967). This has mainly

been attributed to the porous nature of the forest topsoil where high infiltration rates occur.

Surface runoff, if present, has been generally observed to take one of the following routes: over

accumulated leaf debris, laterally through the surface humus/litter layers and above the mineral

soil interface or in channels (Pierce, 1967). Other forms of overland flow that have been observed

to occur under forested situations include (Whipkey and Kirkby, 1980):

] Saturation overland flow: Overland flow of this type is observed when receiving soil
surface has already been previously saturated due to incoming upslope shallow subsurface
flows. This situation especially occurs near the lower end of a forested hillslope having an
impeding layer beneath the soil surface.

o Return flow or exfiltration: This form of surface flow occurs when subsurface flow is
forced to the surface by a downslope thinning of permeable soil layers (Dunne and Black,
1970a,b). The partial (or variable) contributing area concept has been used by forest
hydrologists to explain this phenomenon (Beven and Kirkby, 1979; Hewlett and Nutter,
1970).

Existing overland flow models are generally targeted towards simulating overland flow in upland
situations where lower infiltration rates and significant surface flows are observed. Moreover,
because of the nature of the runoff, most of the models are primarily concerned with simulating
infiltration excess, or Hortonian type flow. Very few models exist that take into consideration the
unique forms (discussed above) of surface runoff that exist in forested situations. In addition,
overland flow in forest situations is rarely observed as uniform sheet flow, but is mostly present in
concentrated channels whose existence is governed by surface microtopography, surface cover and
slope. Though recent models have attempted to simulate this phenomenon (Lane and Nearing,
1989; Inamdar, 1993), further research is needed to better quantify the effects of channelization on

overland flow transport.

3.3.6.2 Modeling approaches
Overland flow modeling has generally been attempted using approaches such as the SCS

curve number (USDA, 1972) or procedures where the rainfall excess is determined after
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considering abstractions for interception and infiltration.

SCS Curve number approach

The SCS procedure was developed from watershed data collected by the Soil
Conservation Service during the late 1930's and early 1940's. In its simplified form the

relationship that relates precipitation to runoff is given by

_ (P-I}
0 PIas 3.35

where Q is the runoff (cm), P is the precipitation amount (cm), I is the initial abstraction which
could be due to interception, surface retention and detention (cm), and S is the maximum retention

(cm). From the collected data, an empirical relationship was derived which is given by

1=02S8 3.36

where S in turn was related to another parameter called Curve Number (CN) that is given by

1000
S+10

C =254 3.37

Curve number is an indicator of runoff potential from the surface and is related to soil type,
management practices, vegetation cover and density, antecedent soil moisture, and the hydrologic
condition of the watershed. Despite its simplicity, a number of major limitations of the model
make it less desirable for use in hydrologic modeling. Some of the major limitations include:

° Runoff is not related to the rainfall intensity or the duration of the storm. This could
create a problem for discontinuous storms, or storms continuing for a duration more than a
day.

° The method was developed using data from small agricultural watersheds, thus application

of the procedure for forested or rangeland conditions may be inappropriate.
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Process based approaches

Overland flow routing has generally been attempted using simplified kinematic wave
procedures (Woolhiser and Liggett, 1967; Lane and Nearing, 1989; Beasley and Huggins, 1982).
Again, similar to determination of overland flow depth, routing procedures have generally been
developed for bare to lightly covered upland slopes, and application of these procedures to upland
forested slopes requires modifications to account for unique forest features such as, presence of a

thick litter layer, and increased hydraulic roughness due to forest vegetation.

3.3.7 Existing “riparian” hydrology models

The Riparian Ecosystem Management Model (REMM)), a first generation continuous
simulation riparian buffer zone model, is currently being developed at the USDA-ARS Southeast
Watershed Laboratory at Tifton, Georgia (Altier, 1994). The primary aim of the REMM project is
to develop a management oriented model that can be used by local conservation agencies to better
manage, evaluate and design riparian buffer zones as a BMP. The model essentially consists of
four major interactive modules - climate, hydrology, erosion and nutrient. The discussion that
follows describes the hydrology module. The discussion presented below is aimed at bringing out
strengths and weaknesses of the present version of the hydrology model. In addition, alternative
approaches that could be used to better simulate the hydrology of the riparian system are
described.

The hydrology model is common to the three zones, namely, the grass filter zone, the
managed forest zone and the undisturbed forest zone (the three zones are defined in Chapter I).
Though hydrologic processes are common to the three zones, variability within the zones is
represented by discretizing the full slope into three segments each having its unique inputs. The
model schematic is illustrated in Figure 3.5 (Sheridan et al., 1993).

Movement and storage of water within the riparian buffer system is simulated by a process
based, two dimensional water balance operating on a daily time step. Processes simulated in the
model include interception, surface runoff, vertical and lateral drainage, evapotranspiration, and
deep seepage. External inputs to the model include precipitation and incoming upslope surface

and subsurface flows.
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Figure 3.5: Riparian buffer simulated in REMM (Sheridan et al., 1993).

Prior to simulation the user will have to provide inputs that describe the system. These inputs

include

Site description: length, width, slope and aspect of riparian and upland contributing areas
Daily weather data: temperature, precipitation, and solar radiation (indirectly provided by
the "Climate" model)

Soil properties: profile descriptions including layer thicknesses, porosity, permeability,
and soil moisture contents at wilting point and field capacity

Upslope inputs: daily inputs of surface and subsurface water, sediment, and nutrients
from upland areas - the users are expected to utilize upland models like GLEAMS

(Leonard et al., 1987) to obtain these parameters
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A brief description of each of the processes follows:
Interception: Interception is simulated using Thomas and Beasley's (1986) model. In addition to
canopy interception, litter interception is also simulated. Litter storage is related to the litter depth
and an empirically defined litter storage capacity.
Throughfall: Daily throughfall is essentially simulated as a difference of the precipitation amount
and the interception.
Surface runoff and Infiltration: Surface runoff is computed using the SCS Curve Number
approach. Curve number is updated on a daily basis considering soil moisture status. The curve
number approach requires total daily amount of precipitation, and break-point precipitation is not
applicable. Potential infiltration is given by the difference in the net precipitation (minus
interception) and the surface runoff.
Lateral and Vertical Drainage: Lateral and vertical drainage is simulated using Darcy's equation

given by

3.38
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where v is the apparent velocity, K is the soil permeability, h/L is the potential gradient and is the
difference in water surface elevation over the length of the flow line, Q is the flow rate and a is the
cross-sectional area. As is apparent from the above description the model does not simulate lateral
flow in pipes. All the lateral flow is assumed to be matrix flow or seepage.
Evapotranspiration: Procedures for estimating evapotranspiration are based on the Ritchie (1972)
and Penman Monteith equations. Evapotranspiration is considered as a sum of evaporation from
the soil surface and transpiration from the plant surface. Potential ET is determined using pan
evaporation data or Penman Monteith equation. Soil evaporation is determined in a two stage
approach and plant transpiration is a function of leaf area index (LLAI) and moisture status.
Strengths of the hydrology model include:
] A well defined model framework and a continuous simulation approach based on a daily
time step. Continuous simulation can be expected to provide a better estimate of
hydrologic condition in the buffer.

o Detailed representation of interception and evapotranspiration processes. Canopy
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interception and evapotranspiration are related to LAI which is updated on a daily basis.

Major weaknesses of the model and alternative approaches that could be adopted include:

° A poor surface runoff simulation component (SCS Curve Number). The SCS curve
approach was originally developed for small agricultural watersheds and was targeted to
be used on watershed scale areas where small differences in watershed conditions could be
averaged out. It was never intended to be at a scale as that of a riparian forest (width 30 -
50 m). In addition, the curve number approach may not be able to realistically distinguish
between the component zones of the riparian buffer. A better approach could be
determining surface runoff the using the infiltration excess method. An infiltration
equation such as Holtan's equation could be used. The control zone parameter in the
equation could physically represent the depth to impeding/restricting layer below a
riparian forest.

] In REMM the subsurface pipeflow component is completely neglected. Depending on
site conditions significant contributions from pipeflow are possible. Though granted that
at present there are no sophisticated models available to describe pipeflow, models such as
that developed by Thomas and Beasley (1986) can provide a first estimate of the process.
The use the such a model will simulate to at least a small measure the quickflow response
associated with pipes.

° The REMM model does not consider effects of surface channelization of flow.
Channelization of flow can significantly influence the movement of surface runoff through
the buffer and consequently affect the quantity of sediment and pollutants trapped.
Channelization could be represented in a stochastic manner using procedures developed

by Inamdar (1993).
3.4 Sediment Transport

3.4.1 Process description

Most of the coarse (> 100 micron) sediment washed off agricultural fields is immediately

deposited at the upslope edge of a riparian zone due to reduction in surface runoff velocity and
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loss of runoff to infiltration. Only fine sediment (< 50 micron) is expected to be transported
downslope if surface runoff is sustained. Soil detachment/litter transport, though rarely observed,
may occur if the sediment load is less than the transport capacity of flow. Sediment transport,
detachment and deposition processes within riparian zones are primarily restricted to rills or
channels. Most of the interrill areas have a thick litter cover which significantly reduces the
possibility of soil erosion in these areas.

Some erosion and detachment may also occur at the lower edge of the riparian slope where
saturation overland flow or return flow is observed. Two unique erosion conditions are possible in
such locations. Soil/litter (from O, A horizon) may be made available for transport by miniature
soil slumps created because of undermining of the topsoil layers (Higgins, 1984). Undermining of
topsoil can occur due to return flow pore pressures and/or tractive forces created at pipeflow
openings. This soil/litter and any previously deposited non-cohesive sediment will then be
transported downslope by fluvial tractive forces associated with return and/or saturation overland
flow. In another condition, fine soil particles (< 10 micron) may be scoured from soil pipes and
introduced into overland flow by pipeflow returning to the surface (Dunne, 1988). Though these
erosion phenomena have been observed by many researchers not much is known regarding the

significance of these processes in terms of total soil loss/erosion from riparian slopes.

3.4.2 'Sediment detachment, transport, and deposition models

Modeling soil detachment/deposition has been accomplished using both empirical and
fundamental methods. Empirical methods are based on equations developed from extensive data
sets and are not generally based on physical processes. In contrast, fundamental methods attempt
to model the physical processes and thus are more representative of the actual physical situation.
The parameters that determine the erosion process can either be defined deterministically or
stochastically. A deterministic definition would require a known or assumed description of the
erosion parameters. A stochastic definition would attempt to define parameters or processes that
are random in nature and are difficult to predict at a given location in space or instant of time.

For determining erosion on bare soil surfaces, there exists a range of stochastic as well as

deterministic models. At present, few models exist that can simulate sediment transport and

Literature Review 48



deposition in grass filters and forest buffers. This section discusses the fundamental processes
behind sediment detachment and deposition and the influence of rills and channels on sediment
transport. Most of the principles discussed in the following paragraphs can be extended to
simulate sediment transport and deposition in grass and forested buffers. Later in this section,

existing grass filter models are described.
3.4.2.1 Sediment deposition and detachment

Basic principles and concepts

Soil erosion and sedimentation occur as a result of three unique and interrelated processes,
soil detachment, transport and deposition. Soil detachment is defined as the process in which soil
particles are separated from parent bed material by forces of raindrop impact or flow shear.
Runoff is initiated when the rainfall intensity exceeds the infiltration rate. Runoff then dislodges
sediment particles when the runoff shear forces exceed the critical shear forces that hold the
particles together at their point of origin. Once detached, the sediment particles are transported
downslope along with the flow via a phenomenon termed sediment transport. The sediment is
transported downslope until a point is reached where the runoff energy becomes less than the
energy required for transport of the particles. At this point deposition occurs. Finer sediment or
smaller sized particles, which require lesser energy for transport, travel farther before depositing.
This phenomenon is called sediment enrichment. Runoff energy may decrease or increase
downslope, depending on the amount of runoff and the surface on which it flows. If the
infiltration rate goes on increasing as the flow proceeds downstream, runoff energy will be reduced
as the runoff is lost to infiltration. Runoff energy or transport capacity may also decrease when
flow reaches a rough surface, for example, grass media which provide resistance to the flow.
Under such conditions the runoff velocity decreases and deposition occurs.

When rainfall occurs, runoff initially occurs as shallow sheet flow, but tends to
concentrate as it moves downslope, leading to channelization of flow. These small flow channels
are called rills, and the areas between them where shallow flow still exists are called interill areas.
Rainfall splash is the major detachment mechanism in interill areas, whereas flow shear is the

overriding detachment force in rills. Rills can be obliterated by tillage and are randomly located

Literature Review 49



for each storm event at points controlled by the surface microrelief. As the flow proceeds
downslope, and as detachment occurs, rills become deeper and more permanently etched on the
terrain. Such channels are then called ephemeral gullies. Ephemeral gullies are channels formed
on the soil surface at points controlled by the macrotopography. Thus, they form at the same place
for each storm event.

Foster and Meyer (1975) presented the above discussed principles of rill and interill
transport in the form of an equation called the statement of continuity of mass transport.

Assuming steady state conditions this equation can be given by

d
D +p =2k
Tt ox

3.39

where q is the sediment load, x is the distance downslope, D, is the rate of detachment/deposition
in the rills and D, is the rate of detachment/deposition in the interill areas. For non-steady state

conditions the equation is given by

9q dcy
D +D =—=+p_.—= 3.40
Tt ox Ps ot

where p; is the mass density of sediment particles, c is the concentration of sediment in the flow
and y is the flow depth varying with time t.

In the development of the continuity equations, deposition or detachment was assumed to
be independent of the sediment in the flow. Meyer and Monke (1965) proposed that detachment
and deposition are not independent of the sediment load but are rather influenced by it. Hence

considering the interdependence between detachment and deposition, Foster and Meyer (1972)

then further defined detachment by the equation

Dr =C‘I (Tc —qs) 3.41

where T, is the transport capacity, q; is the sediment load and C, is a coefficient. Foster and
Meyer proposed that if the runoff impinges on an erodible layer and has sufficient transport
capacity, detachment will be initiated. This detachment will increase down the slope until a point

at which the sediment load in the flow is equal to the transport capacity. Any reduction in the
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transport capacity beyond that point due to changes in the flow hydraulics will lead to deposition
of the sediment. Thus, transport capacity and sediment load are the limiting conditions that govern
deposition or detachment. The interaction between sediment load and transport can be written in

equation form as

2 %10
+—=].
CT. T. 3.42
or in alternate form can be given by
D, q
r +_£=1‘0 . 3
D"C TC 3 4

where D, is the maximum detachment rate also defined as the term C, T, in equation 3.42. It can
be seen from Equation 3.43 that when the sediment load q; in the flow is zero, then D,, the
detachment rate, equals the maximum detachment rate, D,, and when D, is zero, the sediment load

equals the transport capacity.

Conclusions

Sediment yield from a source area is as a result of two interdependent processes -
detachment and deposition. Detachment occurs as a result of rainfall splash and flow shear.
Deposition occurs when the sediment is deposited because of insufficient transport capacity.
Occurrence of either of the two phenomena is linked to the amount of sediment in the flow and the
transport capacity. Most of the modeling efforts consider steady state conditions. Under such
conditions sediment load at any point downslope is the sum of the detachment and deposition up
to that point. Similarly, in the case of flow through grass filters and forest buffers, steady state
conditions are applicable and sediment continuity can be assumed. In case of flow through dense
grasses rill detachment/deposition dominates and interrill contribution is small enough to be

neglected.

3.4.2.2 Rill/channel processes

Rill transport is one of the major mechanisms via which sediment is transported
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downslope. Soil is detached in rills when the flow shear exceeds the critical forces that hold the
soil particles together. Soil detachment is also enhanced due to side wall sloughing and head wall
advancement in the rills. A combination of these two mechanisms leads to the development of rill
networks. The following sections discuss the generation of rill networks and the methods used to

represent them.

Rill networks and their development

Rill networks develop when rills forming on the soil surface join together, or when one
single rill partitions into a number of rills. This network development is random in nature and
prediction of its form for a given situation is virtually impossible. Hence due to its stochastic
nature, there has been a minimal understanding of the development of rill networks.

Rill network development and formation was studied in detail by Leopold et al. (1964),
who suggested that cross grading and micropiracy were the two important components in the
development of rill patterns. Leopold et al. observed that rill patterns are initiated in a parallel
form with each rill having its own drainage area. Cross grading occurred when flow overtopped in
a rill and overflowed across the ridge to a neighboring rill at a lower elevation. This phenomenon

by which the flow in the larger rill increased at the expense of the smaller rill was termed

micropiracy.

Sediment yield and rill density

Meyer et al.(1975) observed that rill density at a section is one of the major factors
influencing sediment yield at that section. Earlier, Ellison and Ellison (1947) observed that in the
case of highly erodible soils, rills were located close to each other and remained approximately the
same size from top to bottom. This indicated transport limiting flow with raindrop detachment
and interill transport as the more dominant processes. They also suggested that for less erodible
soils the rills were spaced farther apart and the rill cross sections increased down the slope,
indicating that rill incision and side wall sloughing are the dominant detachment processes. Meyer
et al. (1975) proposed that the degree of rilling in a plot is dependent on runoff rate, slope
steepness and soil properties.

The observation that rill density influences sediment yield was supported by studies
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conducted by Hirschi and Barfield (1988b) using the KYERMO model. They stated that as the rill
density across the section increased, the sediment yield also increased until a maximum value was
reached, after which the sediment yield decreased for any further increase in rill density. Hirschi
and Barfield attributed this decrease in sediment yield to the decrease in the flow rate in individual

rills as total surface runoff was distributed in increasing number of rills.

Rill network representation

There are two major approaches that are used to represent rill networks. Methods that
represent the rill network stochastically and methods that determine rill network based on
topographic data using digital elevation models. Stochastic methods (Karlinger and Troutman,
1989; Howard, 1971; Leopold and Langbein, 1962) which represent the statistical properties of rill
network fail to simulate the actual physical appearance (Abrahams, 1984). These models do not
consider parameters such as topography, consolidation and soil erodibility when delineating rill
networks.

Use of digital elevation models for determining rill networks has recently been receiving
attention. In this approach, preferential flow paths are determined based on microtopographic data
and soil properties. One such comprehensive model was developed at the USGS Data Center by
Jenson and Dominque (1988). This model takes a raster grid of topographic elevations, divides the

surface into cells of equal dimensions, and then delineates the preferential flow paths.

Rill detachment and deposition

In contrast to the limited knowledge base for models available to represent rill network
patterns, rill erosion on an individual rill basis has been studied extensively. As discussed earlier,
the three processes that govern rill erosion are soil detachment, transport and deposition. Each of

the three processes is discussed in detail in the following sections.

Rill detachment
Rill detachment occurs when the flow shear stresses acting along the rill boundary exceed
the critical binding forces by which the soil particles are held together with the parent material.

The rate of soil detachment can be expressed by
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D, =a(t-1,) 3.44

where D, is the maximum detachment rate, t is the average flow shear stress along the rill
boundary, 1. is the critical shear stress needed to detach the soil particle and a, b are constants. The

average shear T, for a known rill cross section is given by

T =YRS 3.45

where v is the specific weight of the water, R is the hydraulic radius and S is the bed slope of the

rill. Critical shear stress for rills can be determined using Shield's diagram (1936).

Sediment transport

Sediment transport may occur in the form of wash load, bed load or suspended load.
Wash load consists of fine sized particles that do not settle easily. Bed load consists of sediment
particles moving along the bed of the channel by saltation, rolling or sliding. Suspended load
consists of particles in the smaller size range of bed load material. Suspended load moves for an
appreciable period of time in suspension.

A number of models have been developed to simulate sediment transport in rills and
overland flow. Their application to any field situation is subject to the conditions present. The
most common bed load transport models being used are the Yalins Model (1963) and the unit
stream power concept developed by Yang (1973). Other models include Acker's and White
(1973), Laursen (1958) and Einstein's bed load equation (1950). Yalin's bed load equation and

Einstein's calibrated total load equation are discussed in the following sections.

Yalins's bed load equation

Yalin's (1963) equation was developed for transport of cohesionless grains of equal size

on moveable bed and is given in the form of series of equations

_ AP 0.635s¥'2 |1-— In(1 +as) 3.46
(v,d)*? as
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U 2
Y - p; - 3.48
5
Y
s=—-1
Y 3.49

where @ is a dimensionless transport rate number, q, is the sediment transport rate (N/m-s), p, is
the particle specific weight in water (N/m?), d is the mean particle diameter, Y is the mobility
number, Y, is the critical mobility number found from Shield's curve, S, is the sediment specific

gravity, and U. is the bed shear velocity (m/s).

Rill deposition
Deposition of sediment in rills occurs when the sediment load exceeds the transport
capacity. Deposition occurs with coarser particles settling preferentially compared to the finer

sized sediment. Foster and Meyer (1972) expressed deposition by

D, = «(T,-q) 3.50

where « is a deposition coefficient and other terms are as defined before.

Conclusions

Significant progress has been made in recent years in the understanding of rill growth and
development, especially for rill formation on bare soils. Much research still needs to be conducted
to have a better understanding of detachment/deposition in rills under grassed and forested
conditions.

Representation of rill networks is another area that needs further study and research.
Because of the random nature of rill networks, defining them is difficult. At present,
representation of rill networks is achieved stochastically, through the use of digital elevation

models coupled with topographic data. In the case of bare soils, rill network formation may be
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governed by microtopography, whereas in case of grass and forested surfaces they may be
influenced by macrotopography.

Basic mechanisms of sediment deposition/detachment on bare soils and grass/forested
surfaces are essentially similar. But estimation of parameters such as critical shear might be
complicated by the presence of vegetal cover. Sediment transport in rills on bare soils or with
surface cover has generally been modeled using Yalin's, Yang's or Einstein's equations. Under
cover or grassed conditions transport capacity in significantly reduced primarily due to the
reduction in flow velocity. Tollner et al. (1976) modified Einstein's equation specifically for flow

through grasses taking into consideration the density of the vegetal media and its effect on flow

velocity.

3.4.2.3 Previous grass filter modeling approaches
A number of models have been developed that determine sediment trapping in vegetative
filter strips. Currently there are no known models that have been specifically developed for

forested situations. A discussion of the major grass filter models is presented.

GRASFIL
Basic principles behind development of GRASFIL

GRASFIL was developed at the University of Kentucky by conducting basic studies of
sediment transport in laboratory flumes utilizing artificial vegetative media with carefully
controlled geometries (Tollner et al., 1976, 82,; Barfield et al., 1979) and projecting these results
to the field via a physically based model (Hayes et al., 1979, 84). According to Hayes et al.
(1979), as the sediment laden flow impinges on the grass filter, its velocity is retarded, and its
transport capacity is reduced. If the transport capacity is less than the inflow sediment load,
sediment is deposited at the inlet of the filter media. This deposition causes the slope to increase
with a resulting increase in velocity and sediment transport capacity down the deposition face.

For simulation purposes Hayes et al. (1979) considered that the filter consists of four
distinct zones. The length of each zone varies with time as sediment is deposited down the filter
strip. In zone A(t) deposition of sediment has occurred until the top of the media and essentially

all the incoming load is transported down to the next zone. Sediment deposition in zone B(t)
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occurs in the form of a triangular wedge with the incoming sediment being uniformly deposited
along the slope. The slope of the deposition wedge is referred to as the equilibrium slope. In
zones C(t) and D(t), the assumption is made that the tractive force is less than the critical value for
the original channel bed. In section C(t), it is assumed that sufficient sediment has been deposited
on the original channel bed so that all the surface irregularities are filled, allowing the sediment to
be transported as bedload. In zone D(t) it is assumed that insufficient amount of material has been
deposited on the bed to fill the irregularities, thus all the sediment reaching the bed is considered
to be trapped.

Significant infiltration is assumed to occur only in zone D(t). Since the model does not
include an infiltration component, a uniform predefined infiltration rate is assumed. The

assumptions made in the development of the GRASFIL model are:

° Erect, non-submerged filter elements.

o Incoming sediment load is greater than the transport capacity of the flow through
the filter, hence deposition is the dominant phenomenon.

] The travel velocity of the sediment is considered the same as that of overland
flow.

Development of equations for sediment trapping
Tollner et al. (1976) showed that flow velocity in VFS can be computed using a modified
form of Manning's equation given by

2 1
v =A2)Rr3s? 3.51

—

where xn is a calibrated value of Manning's roughness, S, is the slope of the channel and R; is the

spacing hydraulic radius, given by

_ (54)

s - (2d,+Ss) 3.52

where d; is the depth of flow and S, is the spacing between the media. The flow per unit width is
given by

9, = V.4, 3.53
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Equation 3.51 and 3.53 can be solved for flow depth and velocity. Given these values,

sediment trapping can be determined in zone D(t) as described below.

In zone D(t) the layer of litter on the bed has not been covered with sediment thus bedload
transport is assumed negligible. Trapping efficiency in this zone is assumed to be directly
proportional to the fall velocity and inversely proportional to the flow Reynolds number (Tollner et

al., 1976). Trapping efficiency in this zone is given by

- 4:,79,,) - e(—1.05x10'3ﬂ,°-“2w,"’-“‘)

T, 3.54
954
where q, is the sediment load entering D(t), q, is the sediment load exiting D(t), R, is the
Reynolds flow number given by
%
R, = ﬂ 355
v
where v is the kinematic viscosity and N; is the fall number given by
VL()
N, = 3 3.56
dea fda

where V| is the settling velocity, and L(t) is the total length of the zone varying with time.
In Zone C(t) it is assumed that there is sufficient deposition for bed load transport to occur
but not enough to alter the bed slope. Tollner et al. (1982) developed a calibrated version of the

Einstein bedload function to predict sediment transport in zone C(t) given by

Y = 1.08(¢p)08 3.57

where ¥ is the Einstein shear intensity given by

d
¥ = (SG-1) S—”" 3.58

sd

and @ is Einstein's transport rate function given by
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q,
b= 2 3.59

Y,[(5G-1)gd "

where SG is the particle specific gravity, y, is the particle weight density, and d is the particle

diameter.

Using principles of continuity the rate of advance of the deposition wedge X(t) is
calculated using the incoming sediment load q;, exiting sediment load from B(t) q,,, height H(t)
and slope of the deposition wedge with respect to the bed. The equation for X(t) prior to the

deposition reaching the media height is given by

2
2 t
_ | ¥ast I 3.60

where ¥y, is the bulk density, t is the time after beginning of flow and f is the fraction of incoming

sediment deposited on the wedge. The depth of deposition is assumed to reach the media height

when
H2
e 3.61
qu.ﬂse
For t > t. the rate of advance is given by
fq i(t-tt)
X()=———+X(t.) 3.62
Hy,
where f is given by
qsi_qs
fms Tsd 3.63
qsi

For small slopes the relationship between S, and the total deposition slope S_ was given by S, = S,

- S, where S,, is defined as the equilibrium slope. S,, is calculated in a trial and error solution

technique using the equation
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KRS

2.07
d,

3.64

$s

where K is 6.242 x 10" x SG(SG -1)*“".

Hayes et al. (1979) extended the above equations to consider non-homogeneous sediment.
Particle size distribution was divided into three particle size classes or

° Coarse Fraction: Particle Sizes greater than 0.037 mm.

° Medium Fraction (silt): Particle sizes in the range of 0.037 to 0.004 mm.

° Fine Fraction (clay): Less than 0.004 mm.

Particles greater than 0.037 mm in size are assumed to be trapped in the sediment wedge.
Mean particle size for each class is determined based on weight. Coarser particles are assumed to
deposit at the leading edge of the filter (zone A and B of the filter). The medium and the fine size

sediment is assumed to be trapped in the lower portion of the filter (zone C and D).

Inamdar's (1993) grass filter model

Inamdar (1993) developed an event based model to determine sediment trapping in grass

filter strips considering channelization of flow. The model utilized a combination of stochastic
and deterministic approaches. Channel networks forming in the grass filters were represented
using a stochastic procedure whereas sediment detachment, transport and deposition in individual
channels were simulated using deterministic methods. Along with channel density at a section,
two other parameters, channe! flow rate and shape, were also represented stochastically. Use of a
combination of these two approaches (stochastic and deterministic) yielded an expected value of
sediment trapping in the filter.

Channel density, flow rates and channel shapes in the grass filter were represented using
probability density functions (pdf's). Microtopographic surface elevation measurements were
performed on experimental grass filter plots which were then provided to a digital elevation model
to delineate channel networks. Since flow rate in any single channel across a filter section is
dependent on the total runoff and the channel density, flow rates were represented by a conditional
pdf. For simplicity, channel shapes were assumed rectangular and were represented using a w/d

(width to flow depth ratio) parameter. Since the w/d parameter is dependent on the flow rate it
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was also represented using a conditional pdf. Thus, if 'n' was the number of channels at a
particular cross section, its pdf was represented by f(n). If 'q' was the flow in any channel given 'n'
number of total channels across the section the pdf associated with the flow 'q' was given by f(q|n).
Using the same analogy the conditional pdf for 'w/d' was found to be f(w/d|q). Using these pdf's
an algorithm was then developed to determine the expected detachment E(D,) or deposition across

the section, which is given by

jmax kmax
E Pf(q[,]l") ( E PRwI d[k]lq[,])'D r(q[j]’w/ d[k])J } 3.65
= k=1

EQ) = 3 fin)

where indexes i, j and k refer to the number of channels, flow rates and channel shapes considered,
respectively, and D, is the deposition or detachment in any individual channel which was
determined using deterministic procedures.

Parameters such as transport capacity, deposition and detachment were computed using
deterministic procedures which are similar to that used in GRASFIL. Transport capacity was
simulated using the modified Einstein' equation (Tollner et al., 1982). Deposition was simulated
for two conditions - with no previous deposition (representing GRASFIL's zone D(t)) and with
previous deposition sufficient to cover the surface irregularities (representing zone C(t)).
Sediment deposition in the grass media was determined using the expression developed by
Tollner et al. (1976). Detachment was simulated using Foster and Lane's (1983) approach. The
sediment continuity equation was then used to rout the expected exiting sediment loads from each

section down through the filter to yield the exiting sediment load at the bottom.

Summary and conclusions

Modeling of sediment trapping in grass filters, to date has been primarily restricted to a
deterministic approach. In addition, models such as GRASFIL assume a uniformly distributed
shallow flow across the width of the filter. Though such an approach gives a good initial estimate
for constructed vegetative filter strips (sufficiently leveled) it overpredicts sediment trapping for
naturally occurring vegetative filter strips located beside upland drainage channels. These models

overpredict deposition, because the flow in these filters is rarely shallow and uniformly distributed,
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thus violating the basic assumption or premise of these models. Channelization of flow can
significantly influence the sediment trapping efficiencies of filters strips, especially on moderate to
steep slopes.

Inamdar (1993) attempted to simulate sediment trapping in filters considering
channelization of flow. The approach used a combination of stochastic and deterministic
procedures to simulate the trapping phenomenon. Channel densities, flow rates, and channel
shapes were represented by pdf's. Similar approaches need to be developed to simulate conditions
in naturally occurring riparian grass filters and forest buffers. To apply such approaches at other
locations, generic pdfs of channel density and channel shapes will have to be developed for a

combination of slopes, soil types and surface roughnesses.

3.5 Model evaluation procedures

The following sections present the various approaches and procedures that have been used

to evaluate model predictions.

3.5.1 Deviance measures

Deviance measures can be used when the observed and simulated values can be paired
according to time, location or treatment. Two commonly used measures are:
1) Mean absolute error (MAE) given by
- Q. Wavd) 3.66

n

MAFE

where y,, represents observed values, y; represents simulated values, and n the number of pairs.

2) Root mean square error (RMSE) given by

RMSE = M 3.67
n

A low value of both the above described parameters indicates that predicted values are close to
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that observed. The problem with the procedures is defining an "acceptable limit" for MAE or
RMSE. If MAE or RMSE values are greater than this "acceptable limit" the validity of the model

is questionable.
3.5.2 Statistical procedures

3.5.2.1 Regression analysis of observed and predicted data

Regression analysis can be performed on the observed vs predicted data. Regression of
the data will yield values of intercept and slope of the fitted line which then can be compared with
line of "perfect fit" having an intercept of 0.0 and slope of 1.0. Statistical analysis can be
performed to investigate whether fitted values (intercept and slope) are significantly different from

corresponding values of the line of perfect fit.

3.5.2.2 Confidence intervals

Haan et al. (1993) recently proposed model evaluation procedures that could help
determine the confidence associated with model predictions. To accomplish this, a probability
density function (pdf) is fitted to predicted data and the 95% confidence bounds associated with
this distribution are determined. Observed values are then plotted to determine if they fall within
the 95% confidence bounds associated with model response. The mean of the observed data can
be plotted in the form of a spike (Figure 3.6), or if sufficient observed data is available, the
observed data can be expressed in the form a pdf (Figure 3.7). If the observed spike falls outside
the 95% confidence bounds, it indicates that the model cannot predict the observed data at a 95%
level of confidence. If pdfs for both observed and predicted data are compared, the overlap of the
pdfs provides a measure of the predictive ability of the model. Alternately, it is also possible to
estimate the probability that the simulated output will be within some preselected tolerance c, of an

observed value m. The probability associated with this given by

P = prob (m-c < 0o sm+c) 3.68

which can also be written as
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®© m+c

P = f f p,(o)p, (m) dodm

- m-C

where p,(0) and p,(m) are the pdfs for the observed and simulated data.

observed mean

simulated pdf

— — 95 % confidence bounds

pdf

l |
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Figure 3.6: Comparison of simulated pdf and observed data.
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Figure 3.7: Simulated and observed pdfs.
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4 HILLSLOPE SURVEYS AND DATA ANALYSIS
4.1 Rationale behind objectives/hypotheses of field surveys

The overall goal of the field surveys was to investigate the nature of and to quantify flow
concentration on riparian slopes. In most circumstances, topography is the primary determinant of
flow concentration. On riparian slopes this is reflected in flow concentrating along topographic
depressions and drainages. This flow concentration leads to non-uniform spatial distribution of
runoff as well as non-uniform runoff volume distribution as total flow is partitioned between flow
channels. Flow concentration at any section along the slope can be expressed in terms of the
distribution of runoff volume, and the spacing of flow channels at that section. The term channel,
as defined here, includes incised rills/gullies as well as unincised depressions/valleys along which
flow concentrates (Figure 4.1).

If uniform runoff generation is assumed along the hillslope, under steady state conditions
the runoff at any point on the slope or in a channel is proportional to the contributing area upslope.
This means that the distribution of runoff volume at any cross section can be expressed in terms of
the distribution of contributing catchment areas along that section. The spacing between flow
channels at any section can be determined if the exact number of channels is known. Field
identification of visibly eroded incised rills/gullies is easy compared to locating unincised
depressions where flow accumulation is possible. Instead of identifying the exact location of
channels, this measure of flow concentration can also be expressed in terms of the catchment
shape. Catchment shapes can be determined using topographic elevation data. It is expected that
as catchment shape elongates, spacing between channels decreases. Hence, channel spacing can
be evaluated in terms of a fundamental geomorphic attribute, namely, catchment shape.

With flow concentration being quantified in terms of catchment size and shape, the intent
was to investigate if there were any distinct trends in flow concentration with slope gradient. To
accomplish this, catchment size and shape were investigated over a range of slope gradients. The

first objective was to determine if the runoff flow distribution varied with slope gradient.
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Figure 4.1: Channels and channel cross section on a hillslope segment.
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The alternate hypothesis (H,) under this objective was stated as: contributing/drainage area size
decreases with increasing slope gradient. To test this hypothesis, distributions of
contributing/drainage area size were compared across slope gradients. The second objective was
to determine if flow channelization decreased/increased with slope gradient. The alternate
hypothesis behind this objective was that contributing area shape, expressed as a ratio drainage
length to drainage area, increases with increasing slope gradient. To test this hypothesis,
distributions of catchment shapes were evaluated across a range of slope gradients.

In addition to flow concentration, research was also directed towards determining the
distributions of drainage channel cross-sectional shapes, which route runoff on riparian hillslopes.
Information on the drainage channel cross-sectional shape is important since it determines the rate
of surface and subsurface flux and the spatial extent of surface and subsurface moisture
distribution on a hillslope. Drainage channel shapes at the toe of a riparian slope determine the
nature and spatial extent of variable source areas (Figure 4.1).

Again, similar to catchment shape and size, the intent of the field surveys was to determine
if there were any distinct trends in drainage channel shape with hillslope gradient. Drainage
channel shape was determined as a ratio of the drainage channel width and depth (Figure 4.1). As
illustrated in Figure 4.1 every drainage channel will have two width to depth ratios, one associated
with the surface and the other determined by the subsurface regime. The scope of the field surveys
was limited to determining surface channel width to depth ratios. Information on distribution of
drainage channel shapes is essential for routing concentrated flow in a simulation model. The
alternate hypothesis behind drainage channel shape investigation was that drainage channel width
to depth ratio decreases with increasing slope gradient. In other words, drainage channels tend to

be more deeply incised as slope gradient increases.

4.2. Identification of hillslope sites

Hillslopes located in the Ridge and Valley Province of Virginia were targeted for
topographic surveys. Surveys were performed at four major locations within this region - Virginia

Tech’s Whitethorne Experimental Farm in Montgomery County, Virginia Tech’s Prices Fork farm
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in Montgomery County, McDonald’s Dairy Farm in Montgomery County and Bender Farm in
Floyd County. Riparian slopes and landuse within each of the farms were typical of that in the
Ridge and Valley region of Virginia. All the riparian slopes surveyed were in pasture or grass
cover and were located adjacent to major field drainageways or first order channels. Hillslope
gradients at the four locations ranged from 7% to greater than 25%. Hillslope sites were randomly
selected within this range of slope angles.

Initial visual surveys of riparian hillslopes at these sites indicated that riparian slopes are
dissected into distinct convergent, divergent or straight slope segments/units (Figure 4.2). In
profile, these hillslope segments were either concave, straight, or convex. It is hypothesized that
each of these units provide a unique hydrologic response and act independently of the others. The
size of the segments was approximately 30-100 m along the slope and 100-300 m along the width
(perpendicular to slope gradient). To capture the full topographic response of such segments, the

topographic elevations were taken for the full size of each such segment/unit.
4.3 Hillslope topographic measurements and elevation interpolation

Surface point elevations for each hillslope unit were taken at an approximate grid interval
of 2 m. It was expected that this resolution was adequate to capture major drainageways and
depressions responsible for subsurface flow concentration and major surface flow concentration
(saturation overland flow as well as infiltration excess overland flow). Point elevation
measurements were taken using an Electronic instrument. A total of 26 hillslope units were
surveyed. Tables 4.1 and 4.2 list slope segments with respect to slope gradient and shape,
respectively. Hillslope shape classifications were made based on the classification scheme of
Tsukamoto and Ohta (1988), discussed in Section 3.2.3.

Point elevation data collected at a grid resolution of 2m was then interpolated using
kriging to a resolution of 1 m grid interval. The kriging was performed by SURFER (Golden
Software Inc., 1990). This interpolation was performed for each of the 26 hillslope surface
elevation data sets. Data files generated from SURFER were then used as input to a Digital

Elevation Model (DEM) (Storm, 1991) to generate drainage area size and shape information.
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Figure 4.2: A portion of hillslope length illustrating the dissection into distinct units.

Hillslope Surveys and Data Analysis

70



Table 4.1: Slopes of sampled hillslope segments

Hillslope gradient (%) Number of hillslopes
0-10 1
10-15 13
15-20 5
20-25 6
>25 1

Table 4.2: Sampled hillslope segment shapes

Hillslope shape Number of slopes
Concave-convergent 3
Convex-convergent 5

Convex-straight 10

Convex-divergent 1
Straight-convergent 2
Straight-straight 5

4.4 Data Analysis

4.4.1 Distribution of drainage areas

Each elevation value in the interpolated elevation data files represented the elevation of a
1m x 1m cell. Using the DEM model and the interpolated elevation data, microcatchments
/contributing areas/ subwatersheds were determined for each hillslope unit. Computed area was

expressed as the total number of cells contributing to each catchment. Microcatchment size data
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were then sorted with respect to slope gradient into three major slope categories - 7 to 15 %, 15 to
20 %, and greater than 20 %. A statistical package, VTFIT (Cooke et al., 1993), was used to fit

distributions for drainage area size values within each slope category.

The comparisons of the probability distributions of drainage areas was performed for two
different scenarios. These two scenarios/cases are described below:

Case I drainage area comparison:

In this case distribution of drainage areas existing within the hillslope segment were
compared across slope gradients (Case I in Figure 4.3). Some of these drainage areas were
subwatersheds forming a larger subwatershed on the hillslope.

Case II drainage area comparison:

In this case, drainage areas with there outlet at the base of the hillslope were compared
across slope gradients (Case II in Figure 4.3). The drainage area hypotheses will be evaluated for
this drainage area case, since it is expected that the distribution of drainage areas at the base of the
hillslope are more representative of the slope segment (compared to Case I drainage area

distribution).
4.4.2 Distribution of drainage shapes

Catchment shape was expressed as a ratio of the drainage length to the drainage area.
Drainage length was determined as the distance from the catchment outlet to the furthest point on
its edge along its main axis (Figure 4.4). This ratio was determined for each catchment within a
hillslope unit by a FORTRAN program (attached in Appendix I). The input data required by the
program included catchment identification number, its area, and the number and location of
boundary cells for the catchment. This input data was generated by the DEM model. Catchment
shape ratios determined using this procedure were then categorized into the three slope categories

mentioned earlier. VTFIT was used to fit distributions for data within each slope category.
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Figure 4.3: Schematic illustrating the two different approaches used to compare drainage areas on
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Figure 4.4: Computation of catchment shapes

4.4.3 Distribution of channel cross section shapes

Using the 1m grid elevation data, cross sections of the hillslope were plotted. These cross-
sections were selected at an interval of 5 m along the hillslope gradient. Surface width and depth
of channels along such cross sections were then measured. Channel shape for each of these
channels was determined as a ratio of the channel width to channel depth. Similar to drainage area
size and shape, channel shape data were categorized into the three slope categories. VTFIT was

used to determine channel shape distributions for each slope category.
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5 HILLSLOPE SURVEY RESULTS

5.1 Representative hillslope scale

Field surveys in the Ridge and Valley region indicated that riparian hillslopes in this
region are dissected into distinct hillslope segments. These slope segments were either
convergent, straight, or divergent in plan, or concave, straight, or convex in section. The
approximate dimensions of these hillslope segments were observed to be 30-100 m along the slope
gradient and 100-300 m along the width (perpendicular to the slope gradient). Previous
investigations (discussed in section 3.2) on such hillslope segments indicated that these segments
provide a unique hydrologic response, which is primarily attributed to their topographic and
geomorphic attributes. Contributing area sizes and shapes within each of these hillslope units are
determined by the nature of the convergence/divergence and convexity/concavity of each such
segment. The hydrologic response at the base of such hillslope segments/units is generated by the
sum effect of all the contributing areas within the segment. Thus, evaluation of the hillslope
response by considering a small portion of the hillslope segment will not be representative of the
full segment. Similarly, if the portion of hillslope under investigation is larger than the size of the
hillslope segment/unit, topographic features of the adjacent slope unit/segment are bound to
influence the response at the base of the hillslope. If the true response of a hillslope segment is to
be determined (either via field experimentation or model simulation) and related to its
topographic/geomorphic features, investigation should be limited to the size of the hillslope
segment. Thus, it is proposed that the size of such hillslope segments reflects the “representative
hillslope scale”.

Every watershed has a population of such hillslope segments through which runoff
traverses prior to entering a stream or drainage channel. As mentioned in section 3.2, there are
nine possible topographic forms which these hillslope segments can possess. Any one hillslope
segment within a watershed with a particular topographic form (for example concave-convergent)
will have a population of contributing area sizes and shapes. These contributing area size and

shape values for the single segment represent only a sample from the underlying probability
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distribution of these values associated with that topographic form. A more comprehensive
estimate of the underlying distribution of drainage areas and shapes for a particular topographic
form can be obtained by sampling additional hillslope units (existing within the watershed) having

that hillslope form.
5.2 Contributing area size distributions

Probability distributions for catchment areas computed for Cases I and II were compared
across the three slope categories. An analysis of variance (AOV) test was performed for the
population of catchment areas for the three slope categories. Fitted lognormal distributions to
contributing/catchment area size for Case I do not indicate any perceptible trend with slope
gradient (Figure 5.1). But, distributions of catchment areas for Case II revealed a trend of
decreasing catchment area with increasing slope gradient (Figure 5.2). The AOV test indicated
that catchment area data in the three slope categories for Case II are significantly different at the
95% level. This was not so for Case I. A comparison of the mean catchment area (Case II)
sampled for each slope category is provided in Table 5.1. Based on the results from Case II, the
null hypothesis that catchment area does not decrease with increasing slope gradient can be
rejected. The question that follows is, why did catchment area distributions for Case II show
different results than those from Case I? Does this indicate scale dependency of catchment area
distributions? One of the reasons could be that Case II catchment area distributions (which
sampled catchment areas with their outlets at the base of the hillslope) were more representative of
the full hillslope segment, in that the catchment areas were sufficiently large so as to sample the
influences of slope gradient and slope convergence/divergence.

In Section 3.2.2, two contrasting contributing/catchment area evolution studies were
discussed. Both studies (Dietrich et al., 1986; Kirkby, 1987) postulated that for steep hillslopes
catchment area was inversely correlated to slope gradient, but the latter study (Kirkby, 1987)
predicted that for low slope gradients, where overland flow was the dominant flow mechanism,
catchment area was positively correlated to slope gradient. Most of the hillslopes surveyed for this
field study were in the moderate slope range (10-20 %), where shalldw subsurface flow as well as

surface runoff (saturation and/or infiltration excess) can be expected to influence hillslope form. It
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is possible that some of the hillslopes sampled in this field study reflect hillslope forms which lie
somewhere in the middle of the spectrum bounded by the two case studies mentioned above.

It is also possible that determination of drainage areas in this study could have been
influenced by the limitations of the DEM model. The DEM model used in the analysis can only
simulate converging dendritic type channel networks and cannot realistically represent conditions
where channel bifurcation is expected. Such a DEM model can reasonably simulate drainage
scenarios on a convergent/straight hillslope segment but will fail to simulate the drainage form
expected on a divergent-convex hillslope segment. A number of hillslopes surveyed in this study
were either convex-straight or convex-divergent in form (Table 4.2). In this study, the distinction
between convex-straight and convex-divergent hillslope forms was made based on visual
observations. It is possible that some of the hillslopes that were identified as convex-straight could

have had some divergence in plan.
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Figure 5.1: Comparison of fitted distributions for drainage areas for Case I across three slope

categories.
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Table 5.1: Mean values of catchment area, catchment shape (length/area), and drainage channel
shape (width to depth ratio) for the three slope gradient categories (Case II).

Parameter Slope category
I: 7-15% II: 15-20% III: greater than 20%

Catchment area (case IT) m? 296 145 118
Catchment shape (length/area) (m™) 0.67 0.73 0.77

Channel shape (w/d) (m m™) 114 104 55
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Figure 5.2: Comparison of fitted distributions for drainage areas for Case II across three slope

categories.
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This analysis provided an approach which can be used to quantify the distribution of
runoff volumes on hillslopes. If accurate data on the contributing area size are available for a
hillslope, distribution of contributing area size can provide a reasonable approximation of the

runoff distribution. Such information can be effectively used while simulating runoff in hillslope

models.
5.3 Contributing area shape distributions

Fitted Weibull distributions to catchment shape values for the three slope categories are
provided in Figure 5.3. AOV test on the data indicate that the distributions are significantly
different at the 95% level. A comparison of the mean length to area ratio of the sampled
catchments for the three slope categories is provided in Table 5.1. From Figure 5.3 it is evident
that catchment length to area ratio increases with increasing slope gradient, indicating catchment
shape elongation with increasing gradient. This means that the average width of contributing areas
on the slope decreases with increasing gradient. Extending the above argument, for a given width,
steep slopes accommodate a larger number of catchments compared to moderate or low gradient’
slopes which results in greater flow concentration/partitioning.

At present, modeling approaches simulating flow concentration on hillslopes require the
number of channels at a section as input. Estimating the number of channels, especially in cases
where flow concentrates along topographic depressions and unincised drainages is difficult, if not
impossible. Use of catchment shape distributions provides an estimate of flow concentration
(surface as well as subsurface) based on the basic topographic features of the hillslope. In
addition, using catchment shape distributions precludes the need for identifying and providing the
number of channels. The number of catchments at any section along the slope can be determined
using an average catchment shape value and shape distribution applicable to the slope. Total flow

can then be partitioned among the expected number of catchments for a given hillslope width.
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Figure 5.3: Comparison of fitted distributions of catchment shape across slope categories.

5.4 Drainage channel shape distributions

Fitted Lognormal distributions of drainage channel shape data indicate a decreasing trend
in width to depth ratio with increasing slope gradient (Figure 5.4). AOV test on the data indicate
that shape values for the three slope categories are significantly different at the 95 % level. A
comparison of the mean channel width to depth ratios for the three slope categories is provided in
Table 5.1. Deeper channels on steeper slopes (compared to moderate or flat slopes) are the result
of long-term influences of greater flow concentration and higher erosion potential of runoff
associated with steep slope gradients.

This analysis indicates that there is a distinct variation and trend in channel shape with

increasing slope gradient. Results from this study also demonstrate that drainage channel shapes
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can be quantified in terms of width to depth ratio distributions. Since channel shapes influence the
rate of surface and subsurface runoff movement, spatial distribution, and production, it is
imperative that they be considered in hillslope runoff models. This can be accomplished by
including channel shape (width to depth ratio) distributions which vary with slope gradient, similar

to those generated by this study. .

w/d pdfs

fitted lognormal distributions

0 100 200 300 400 500
channel [width/depth]

X cat1:7-15% —cat2:15-20% - cat3: > 20 %

Figure 5.4: Comparison of fitted distributions of drainage channel shape across slope categories.
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6 MODEL SCOPE AND OVERVIEW
6.1 Model Scope

6.1.1 Model applicability

Riparian site, soil and vegetative conditions vary significantly from one physiographic
region to another. Riparian conditions may also vary within a region with stream order. For
example, riparian zones in the Ridge and Valley region, in general, have moderate to steep slopes
where the dominant water flux is rapid downslope subsurface flow over an impeding layer. In
contrast, riparian zones in the Atlantic Coastal Plain are typically flat with high water table
conditions and slow water movement through the zone. Accommodating these two completely
different scenarios within a single simulation model can be difficult since the physics of water
movement is entirely different for the two cases mentioned. The intent of this research was to
develop a simple yet detailed model that could provide an insight into the dynamics of water and
sediment movement. To accomplish this goal the model scope was limited to simulating riparian
conditions similar to those typically observed on riparian hillslopes adjacent to first order streams

in the Ridge and Valley region. The fundamental assumptions with regard to these riparian slopes

were:

. riparian hillslopes have moderate (greater than 5%) to steep slope gradients, such that
topography is primary determinant of surface and subsurface water movement,

. stream flow influences (such as bank flooding and seepage from streams towards the
hillslope) on the riparian zone are negligible,

. perched water table formation may occur over an impeding soil layer, but because of its

transient nature capillary effects associated with the water table are insignificant and can

be neglected.

It is expected that the riparian hillslope model is applicable over a wide range of site, soil and

vegetative conditions, provided, the assumptions mentioned above are satisfied.
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6.1.2 Model Structure

The riparian hillslope model is a hillslope scale, continuous simulation model. The
hillslope scale is the “representative hillslope scale”, defined by the size of segments into which
the hillslope is dissected (referred to earlier in Chapter 5). Continuous simulation requires that the
model simulate runoff events and non-runoff event processes such as evapotranspiration.
Hydrology and sediment transport processes within the riparian hillslope model are simulated
using process based approaches/algorithms to avoid model calibration. The physical situation
simulated within the model is illustrated in Figure 6.1. As shown in Figure 6.1, the riparian
hillslope is located between an upland contributing area (which may be farmland or pasture) on its
upslope edge and a first order stream/field drainageway at its downslope edge. Water and
sediment loadings to the riparian slope can occur from upland contributing areas and rainfall. The
spatial extent of the riparian hillslope in the model is described by including information on
riparian width (distance perpendicular to slope), length and gradient along the slope. Surface and
subsurface flow concentration on the hillslope is simulated by providing information on the
number and shape features of the drainage channels. Vegetation on the hillslope can be grasses,
shrubs or trees or combinations of the three. The soil profile is described in the model by
including a complete description of the soil horizons, their depths and properties required to
simulate water movement. Water and sediment loads leaving the slope at the lower edge are
estimated after routing incoming water and sediment loading through the riparian slope.
Simulations are performed with a minute time step during runoff events and on a daily basis

during non-runoff event periods.

6.2 Model Overview

The riparian hillslope model is composed of three major components which together

simulate water and sediment movement on the hillslope. These components include a climate and
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upland loading component, a hydrologic component and a sediment component. Each of these

components are described in the following sections.
6.2.1 Climate and upland loading

This component is concerned with generation of daily weather information such as
precipitation amount and duration, air temperature, solar radiation, and wind velocity. This
component also transforms incoming upland water (surface as well as subsurface) and sediment
loadings into appropriate form for the riparian hillslope model. Upland contributions are expected

to be generated by an upland model such as WEPP.

6.2.2 Hydrologic component

This component simulates the movement, rate, and spatial distribution of surface and
subsurface water as it traverses the riparian hillslope. Processes simulated include - rainfall
interception by vegetation canopy and litter, infiltration, Hortonian overland flow, vertical
drainage, saturated downslope Darcian and preferential macropore flow, saturation overland flow,
return flow or exfiltration, deep seepage losses and evapotranspiration. Figure 6.1 illustrates some
of these processes.

Hydrologic phenomena unique to riparian hillslopes are specifically targeted. These

phenomena include:

. subsurface flow concentration on main drainages on the hillslope;

. surface runoff concentration in rills/channels;

. variation in cross-sectional shapes of surface channels and subsurface colluvial channels;

. initiation and build up of perched water tables/saturated layers on restricting soil horizons;

. slow Darcian soil matrix flow and quick non-Darcian macropore flow in the saturated soil
layer;

. the variable source area mechanisms - generation of saturation overland flow and return

flow caused by subsurface flow influences;
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6.1: Riparian hillslope conditions simulated in the model.
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. simulation of hydrologic influences associated with topographic effects of
convergence/divergence and concavity/convexity of hillslope.
Specific details on the procedures and the equations used to simulate these phenomena are

discussed in the following chapters on Model Development and Model Framework.

6.2.3 Sediment component

This component simulates the transport, detachment, and deposition of sediment on
riparian hillslopes. Sediment contributions can occur by upland contributing areas or may be
generated within the riparian area due to tractive forces associated with overland flow. Sediment
transport, detachment, and deposition is simulated to occur only in the rill or channel areas.
Effects of flow concentration on sediment delivery are simulated. Sediment generation in interill
areas is not simulated. The specific equations and procedures used to simulate these phenomena

are discussed in the following chapters on Model Development and Model Framework.
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7 MODEL DEVELOPMENT

This chapter describes the basic theory, assumptions, and equations applicable to
deterministic processes simulated in the riparian hillslope model. An overview of the major
components and processes was provided earlier in the chapter on Model Scope and Overview.

The application of the equations and the computational scheme is described in the following

chapter.
7.1 Climate and upland loading component

The climate model generates climatic records required by the riparian hillslope model.
An existing model CLIGEN (Nicks, 1985), is used for generation of climate parameters. These
parameters include - daily precipitation, storm duration, peak storm intensity, air temperature, solar
radiation, dew point temperature and wind speed and direction.

Water and sediment loads from upslope contributing areas are generated by a stand alone
upland model such as WEPP (Flanagan and Livingston, 1995). This loading includes surface

runoff, sediment, and lateral subsurface flow.

7.2 Hydrology component
7.2.1 Interception

Canopy interception is simulated using the relationship developed by Thomas and Beasley
(1986) where the rainfall volume intercepted at any time is related to the canopy cover and is given
by

_RAIN

]
INT_ =PIT-(1-e *T)-PER 71

where INT,,, is the volume of interception (m), PIT is the potential interception storage under

Model Development 87



maximum canopy cover (m), RAIN is the rainfall amount (m), and PER is the percentage of
canopy cover. Litter layer interception is related to litter layer depth and storage capacity, and is

given by
INT, = MINT - d

lit lit

7.2

where INT); is the intercepted moisture in the litter layer (m), MINT is the litter layer storage
capacity per unit litter layer thickness (m) and d,, is the litter depth (m). Throughfall, THF (m), is
the difference between the rainfall and the interception depth

THF = RAIN - [ INT,,, + INT,, | 7.3

7.2.2 Infiltration

Infiltration is estimated using the explicit form of the modified Green-Ampt equation
(Stone et al., 1994). The total infiltration depth F(t) (L) for time t is given by

F(®) = ¥(n-6) F, () 7.4

where yis the average wetting front capillary potential (L), 6is the soil moisture content, nis the

effective porosity, and F' (t.") is the dimensionless infiltration depth, which is given by
Fju)) =1 + 207 - 0.2987:7°7" 7.5
where t_" is the dimensionless time computed using

. K(t+1.-t)

7.6
N ¥(n-6)

where K is the saturated vertical conductivity (L/T), t, is the time to ponding (T), and t, is time

|
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where F,, is the infiltration depth (L) prior to ponding given by

Fpp = R'tp 7.8

where R is the rainfall rate (L/T). The time to ponding t, is given by

_K v (n-6)

> " “RRK) 7.9

7.2.3 Hortonian and saturation overland flow

Rainfall/runoff depth greater than infiltration depth is considered Hortonian overland flow
and is routed downslope. Saturation overland flow is assumed to occur when the topmost surface
soil layer is completely saturated. In conditions when the topmost soil layer is saturated,
infiltration at the surface is controlled by the rate of drainage from the surface layer, which in turn
is controlled by the rate of movement of the wetting front into the lower layer. The movement of
the wetting front in the lower layer is simulated by applying the infiltration equation at the surface
of the lower layer. Surface runoff depth generated due to Hortonian or saturation overland flow
conditions is routed downslope using Manning’s equation in combination with the mass-continuity

equation.
7.2.4 Surface runoff concentration

Surface runoff on riparian hillslopes typically concentrates along topographic depressions
and channels as it moves downslope. This flow concentration, in most conditions, results in
greater delivery of water down the hillslope, since water losses to infiltration are restricted to
channel areas only. The amount and rate of movement of total surface runoff at any section across
the hillslope is determined by the number of channels and their cross-sectional shapes. Deep
channels generally have higher runoff depths and flow velocities compared to shallow wide
channels. On riparian hillslopes a population of channel shapes generally occurs which varies from

shallow wide channels to narrow deeply incised channels.
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In the riparian hillslope model, surface flow concentration along any hillslope section is
simulated by considering the number of channels and the possible channel shapes at that section.
The range of possible channel shapes is represented by a probability distribution. If n is the
number of channels at any flow section, and p; is the probability distribution representing the

channel shapes, the expected total runoff at the section is given by

Elq,) = n [ pls] - qfs] ds 7.10

where E[q,,] is the expected total surface runoff at the section (m* min™'), p,[s] is the probability
associated with the discrete channel shape s, and qs] is the flow associated with channel shape s
(m* min!). Surface channel shapes are quantified in terms of channel width to channel depth ratio.
Numerical procedures used to compute and route runoff through surface channels are discussed in

the following chapter.

7.2.5 Vertical drainage

Vertical drainage from a soil layer is assumed to occur when soil moisture exceeds the
field capacity. The vertical hydraulic conductivity is varied from the saturated conductivity K;

value at saturation to zero at field capacity (Williams et al., 1985), and is given by

e,r"
— 7.11
es

where K is the saturated conductivity for layer [i] (m min"), K, is the adjusted hydraulic

K _ =K

sai si

conductivity (m min™'), and B; is the parameter that causes K,,; to approach zero as soil moisture, 6,

(m*® m), approaches field capacity. B; is computed using

_=2.665

FC,
6

B, =

7.12
log]

s

where the constant -2.665 forces K; to a value of 0.002K; at field capacity FC,.
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Drainage from a soil layer may be restricted by an underlying layer of lower conductivity.

In such a condition, the conductivity of the lower layer determines the rate of drainage from the

upper layer.

7.2.6 Subsurface downslope flow

Subsurface downslope flow is assumed to occur only under saturated soil conditions. No
subsurface lateral/downslope flow is assumed to occur within the unsaturated zone. Subsurface
downslope flow is assumed to be the sum of Darcian flux through the soil matrix and non-Darcian
flow via soil macropores. Subsurface flow is initiated when a perched water table (saturated layer)
develops over a restricting soil horizon. The slope of the water table is assumed equal to the slope
of the impermeable soil layer (the kinematic assumption), which is assumed to be equal to the
surface gradient (Sloan and Moore, 1984). The depth of the perched water table within a layer is
determined from the water in excess of field capacity for that layer. Specific equations that are
used to simulate soil matrix and macropore flow are discussed below. The full scheme that is used
to simulate the sum of Darcian soil matrix and non-Darcian macropore flux for a given water table
depth and the procedures to route the water down the hillslope are discussed in the Model

Framework chapter.

Darcian matrix flow

The Darcian soil matrix component of subsurface flow is given by

9, =K, -Ad) - S 7.13

where q,, is the soil matrix flux (m*® min™), K, is the saturated lateral hydraulic conductivity (m
min’"), A(d) is the saturated flow cross-section as a function of d the depth of saturation (m), and S

is the slope gradient (m m™).

Non-Darcian macropore flow

Flow in a single macropore is simulated using Manning’s pipe flow equation given by
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Dmac = amc'[lR ‘2’3\/3} 7.14
n

where g, is macropore flow (m* min™), a,,,. is macropore cross-sectional area (m?), n is the inner
macropore roughness, and R is the macropore hydraulic radius (m). For simplicity, macropores
are assumed circular in cross section and are assumed to flow full.

Within any soil horizon it is assumed that a distribution of macropore sizes exists and that
the total macropore flow (for a given water table depth) is the probabilistic sum of flow conducted

by through these macropores. The total expected macropore flow E[q,,] (m’ min™) is given

Elg,] = f p(myq, (m) dm 7.15

where p(m) and q,,(m) are the probability and flow rate, respectively associated with discrete
macropore sizes, respectively. The numerical procedure for determining the total flow considering

the distribution of macropore sizes is discussed in the Model Framework chapter.
7.2.7 Subsurface downslope flow concentration

Similar to surface runoff, though not as apparent, subsurface downslope flow on riparian
hillslopes also concentrates along the colluvium of topographic depressions and channels (Figure
7.1). This subsurface flow concentration occurs when a restricting soil layer limits vertical
drainage and gravitational gradient causes water to move towards depressions. In addition to the
above mentioned phenomenon, subsurface soil moisture conditions in the colluvium of
depressions and channels are also enhanced by infiltration from concentrated surface runoff.
Figure 7.1 illustrates the accumulation of water in the colluvium of drainages and depressions.
Similar to surface runoff concentration, subsurface flow concentration in these “colluvial
channels” leads to quicker (compared to uniform distribution of subsurface flux) subsurface flow
movement, and greater perched water table or saturated flow depths. Elevated saturated conditions
within these “colluvial channels” also provide greater opportunity for preferential flow via soil

macropores. Higher saturation depths associated with concentrated subsurface flows also increase
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the possibility of saturation reaching the surface, and consequently the occurrence of saturation
overland flow or return flow (variable source area phenomenon).

Similar to surface runoff, the rate of movement of subsurface flux across any hillslope
section is determined by the number of “colluvial channels” and their cross-sectional shapes
(Figure 7.1). Hence, subsurface flow in the riparian hillslope model is represented using a

stochastic scheme similar to that used for surface runoff, where total expected subsurface flow at a

section is given by

Elgs,] = n, [ ps,ls] - gsfs] ds 7.16

where E[gs,,] (m® min™) is the total expected subsurface downslope flow at any section, n; is the
number of “colluvial channels™ at that section, ps,[s] is the probability associated with a “colluvial
channel” with shape ratio s, and gs[s] is the subsurface flow in the “colluvial channel” (m* min™).
As can be seen in Figure 7.1, the shape of the “colluvial channel” is defined by the soil surface at
the top and the restricting soil layer at the bottom. For simplicity it is assumed that the restricting
layer profile is identical to the soil surface profile (Figure 7.1). Using this assumption the
“colluvial channel” shape can be quantified in terms of the width to depth ratio of the surface
profile. In reality, the colluvium depth tends to increase towards the center of the
depression/channel, a result of erosion/deposition phenomena over time (Figure 7.1). The
numerical procedures that describe subsurface flow routing along these “colluvial channels” are

discussed in the next chapter.
7.2.8 Return flow or seepage

Return flow is assumed to occur when the upslope subsurface water contributions to the
topmost soil layer for a hillslope segment exceed the sum of the storage capacity, vertical drainage
and downslope subsurface flow for that layer. Excess water is transferred to the surface and is

considered overland flow.
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Figure 7.1: Subsurface flow concentration on a hillslope and its representation in the model.
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7.2.9 Evapotranspiration

Potential evapotranspiration in the model is computed using the Penman-Monteith
equation given by (Monteith, 1965)

S + pcp[Di -Deq]

" T G 717

where Ais the latent heat of vaporization (MJ kg ), E is the potential evapotranspiration (m day™),
A is the net incident radiation (MJ m day™), s is the slope of the saturation vapor curve (kPa C*
"), yis the psychometric constant (kPa C >"), pis the density of air (kg m™), c, is the specific heat
(=1.013 kJ kg K™), D; is the vapor pressure deficit (kPa), D, is the vapor pressure deficit at
equilibrium (kPa), r, is the aerodynamic resistance (sec m™), and r, is the surface resistance (sec m"

1. The equilibrium saturation deficit D,, is computed using the equation

s Yr
= — A 7.18

“ o (s+Y) pe,

The slope of the saturation vapor pressure curve, s, is given by

4098 e,
§F = — 7.19
(237.3+T)?

where T is the temperature (C°), and ¢, is the saturation vapor pressure given by (Tetens, 1930)

es = 0.6108 e(l7.277)/(237.3*7’) 7.20

Vapor pressure deficit is computed using

[esTmax +esTmin]
D = ===, 7.21
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where T, is the maximum daily temperature (C°), T, is the minimum daily temperature(C°), and
T, is the dew point temperature (C°). The latent heat of vaporization is computed using (Harrison,

1963)

A = 2.501-0.002361T 7.22

The psychometric constant is computed using

y = 0.0016286 g 723

where P is the atmospheric pressure (kPa). The aerodynamic resistance which reflects the

influences of wind velocity on the vapor pressure deficit is given by

_ b
Fe = u— 7.24

where

, _ (nle,-d)iz )

Vi

7.25

where u, is the wind velocity (m s), z, is the height at velocity is measured (m), z, is 0.01h, h is

the height of vegetation (m), d is 0.75 h (m), and V, is the von Karman’s constant (0.41).
Potential soil and plant components of total evapotranspiration are computed using

Ritchie’s (1972) partitioning factor and the Penman-Monteith equation described above. Potential

soil evaporation is given by

E,=E e A 7.26

sp plr.=0]

where E, is the potential soil evaporation, LAl is the leaf area index of the vegetation on a given
day, and E ., is value of potential evaporation assuming no surface resistance at the soil surface.

Potential plant evapotranspiration is given by

E_=E_-[l-e0%4) 7.27

1p P
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where E, is the potential plant evapotranspiration, and E, is the potential evapotranspiration for an

appropriate value of r, (function of vegetation type).
7.2.10 Distribution of soil evaporation

Soil evaporation losses on a given day are first satisfied from litter moisture storage at a
rate defined by potential soil evaporation. After litter moisture storage has been exhausted,

evaporation losses occur from the topmost mineral soil layer until soil moisture reaches the wilting

point, 6, after which soil evaporation is assumed zero.

7.2.11 Distribution of evapotranspiration losses

Soil moisture losses to plant transpiration occur only after all intercepted water in the

vegetation canopy is lost. Hence, plant transpiration adjusted for intercepted moisture is given by

E_=E -INT,_, 7.28

Evapotranspiration losses are distributed in the root zone based on the procedures used in WEPP

(Savabi et al., 1989) and given by

]

U - _Ee [1_ (V%)] “Yu 7.29

-1
Pi _
1-e v j=1 !

where U,, is the potential water uptake from layer [i] (m day™), and V is a use rate-depth parameter
assumed equal to 3.065 (based on the assumption that 30 percent of the total water comes from the
top 10% of the root zone), h; is the depth of the soil layer, RZ is the root zone depth, and U; is the
water loss from the soil layer above the layer [i].

The actual water loss from any soil layer will be limited by the moisture present in the soil

layer and given by
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6, 7.30

where 6,is the soil moisture content of layer [i], and 8, is the wilting point water content.
7.3 Sediment component
7.3.1 Sediment continuity
The sediment component uses the steady state sediment continuity equation to describe

sediment deposition, detachment and transport down the hillslope, given by (Foster and Meyer,

1975)

“a _ , + D, 7.31
dx

where q, is the sediment load (kg s’ m™), dx is distance downslope (m), D, is the rill/channel
erosion rate (kg s' m2) and D, is the interill erosion rate (kg s' m). Sediment movement down
the hillslope is simulated using a combination of stochastic and deterministic processes.
Occurrence of rills/channels and their shapes are represented using stochastic procedures whereas
sediment deposition, transport and erosion processes in individual rill/channels are simulated using
deterministic procedures. The stochastic scheme for representing channels is discussed in the
chapter on Model Framework.

For grassed and litter covered forested hillslopes, interill erosion is considered negligible

and is not simulated. Rill/channel processes that are simulated using deterministic procedures

include :

. Deposition

. Detachment

. Sediment transport capacity
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. Change in sediment particle size distribution down the slope

. Sediment enrichment

Total sediment is divided into six particle size classes and sediment deposition, detachment, and
transport computations are performed for each particle class. A description of each of these

processes follows.

7.3.2 Deposition

Deposition of sediment load in rill/channels occurs when the sediment load exceeds the
transport capacity of flow. Deposition is simulated using Foster and Meyer's (1972) equation and

is given by

D _ Bvs[f] _ 7.32
T T CATNCT) :

where the subscript [i] represents the particle class, D,; is the deposition rate per unit width and
channel length (k s m™) for particle class [i], Pis a deposition coefficient generally assumed to be
0.5, V; is particle settling velocity defined using Stoke's law (m s™), q is the channel flow rate per
unit channel width (m* s™), q, is the transport capacity (kg s m™ channel width) and q,; s the
sediment load in the flow (kg s’ m™ channel width).

For discrete quiescent settling, the settling velocity of an individual particle Vg, is

computed by Stokes’s Law

_ 1 |g 7.33
€ " g [ v (ng'l)] ’
where V; is the settling velocity (m s™), dy; is the particle diameter (m), g is the acceleration due
to gravity (m s), v is the kinematic viscosity (m®s™), and S, is the particle specific gravity. The

Reynold’s number corresponding to the settling velocity is computed using

V..d
R, = 10 734
v
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Stoke’s equation is only valid up to a Reynold’s number of 0.5 (Barfield et al., 1981). When
Reynold’s number exceeds 0.5 , Wilson et al. (1983) developed the following equation for
computing settling velocity of spherical particles with a S, of 1.65 in water

log,(100V, ;) = -0.34246272[log10(1000d, )]

+ 0.9891218510gw(1000dm) + 1.146128 7.35

To account for varying specific gravity, the settling velocity computed above is multiplied by the

ratio (S,-1)/1.65.
7.3.3 Detachment

Rill/channel detachment occurs when sediment load in the flow is less than the flow
transport capacity and the flow shear stresses acting along the rill boundary exceeds the critical
binding forces by which soil particles are held together. This detachment rate D is computed
using the equation (Foster and Meyer, 1975)

D .. =D

] rc

1 —EJ 7.36
Qi

where Dy is the detachment rate per unit width and channel length, D, (kg s™ m?) is the
maximum detachment rate per unit channel width and length (kg s' m) and other parameters are
as explained above. The maximum detachment rate is calculated as a difference between the shear
stress acting along the rill/channel boundary and the critical shear stress of the soil and is given by

(Foster and Lane, 1983)

Drr: = Kch(Ts—Tc) 7.37
where K, is the soil erodibility factor (s m™), t_is the flow shear (Pa) and <_is the critical shear
stress (Pa). The average channel flow shear stress is given by

= YRS 7.38

T
avg

where y is the specific weight of water (kg m™), R is the flow hydraulic radius, and S is the
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channel slope. Critical shear stress as a function of surface cover can be estimated using (Foster et

al., 1980)

T
T b

e T T % 7.39
[nt/nc]OD

where 1, is the critical shear stress for bare soil (Pa), n, is the mannings roughness for bare soil,

and n_ is the Manning’s roughness corresponding to surface cover.

7.3.4 Transport capacity

Two options are provided for determining channel/rill sediment transport capacity. In
most conditions, riparian hillslope surfaces have a thick vegetative cover in the form of grass or
litter layer. For such surfaces, little bedload transport is expected and any sediment reaching the
surface is assumed to be trapped. Under such conditions, sediment transport, if any, occurs
primarily in the form of suspended load. Hence, sediment transport in this case can be adequately
simulated using a suspended load equation.

In contrast, where the soil surface is exposed, or where previously deposited sediment has
sufficient depth to cover the litter layer, suspended load as well as bedload transport can occur.

For these conditions, the transport capacity is simulated using a total load equation.

7.3.4.1 Bagnold’s (1966) suspended load equation
Bagnold’s suspended load transport equation (1966) is used for conditions where no
bedload transport is expected and sediment transport occurs primarily in suspension. Bagnold’s
sediment transport equation, based on the stream power concept, is given by
V2

Tc[i] = Nkt - 7.40
s{i]

where T is the sediment transport capacity (kg m™ s™'), n is an effective transport factor, x is the
transport capacity factor, t is flow shear stress (Pa), V. is the flow velocity (m s™), and Vi is the

particle settling velocity (m s™). The transport capacity factor is given by
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K = (1-¢)e{ —1* 7.41
Ys~Yu

where ¢, is the bedload transport efficiency, ¢, is the suspended load transport efficiency, vy, is the
sediment specific weight (kg m™), andy,, is the specific weight of water (kg m™). The combined
efficiency term (1-e,)e, was found to be 0.01 for sands (Simons and Senturk, 1977). To adjust this

term for other particle sizes Young et al. (1986) introduced the term n
Ny = 0.74Eg " 7.42

where E; is an entrainment function given by (Simons and Senturk, 1977)

T

Epy = —— 7.43
T (,-v)dy,

7.3.4.2 Einstein’s total load equation
Einstein’s total load equation is used for conditions where sediment transport is expected
to be a combination of bed and suspended load. Transport capacity is determined using the

calibrated version of Einstein's equation (Tollner et al., 1982) which is given by

¥ = 1.08(¢) % 7.44
where yis the Einstein's shear intensity factor given by

4
L O 7.45

and ¢is the transport rate factor, given by

¢ = qsd["l

3
Y_;v (Sg[,’] - l)gd[x]

7.46
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where g, is the transport capacity (kg m™ s™), S is the ground slope (m m™), S ;; is the particle
specific gravity, v, is the particle weight density (kg m™), dj; is the particle diameter (m), and Ry is
the spacing hydraulic radius (m), which is a function of vegetative media spacing (Tollner et al.,

1982).

7.3.4.3 Transport capacity for a sediment mixture
Both Bagnold’s and Einstein’s equations compute transport capacity for sediment
composed of a single uniform particle size. Hirschi (1985) proposed a procedure to compute the

transport capacity of a sediment mixture. This procedure is given as:

1) Compute transport capacity T using the transport equation for each individual
particle class.
2) Determine the sum of transport capacities é T 4> Where np is the number of
particle classes in the sediment mixture.
3) Determine d,s for the mixture - particle diameter for which 65% of the sediment is
finer.
4) Compute transport capacity T, corresponding to dgs using the transport equation.
5) The transport capacity Ty; for particle class i in the sediment mixture is then given
by
T. =T Tc i]
[ 65

| 7.47
ﬁ T

7.3.5 Particle size distribution

Particle size distribution of the sediment mixture is updated after sediment deposition or
detachment. The sediment fraction for any particle size class is simply the ratio of the sediment

load in the class to the total sediment load.
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7.3.6 Sediment enrichment

Enrichment of sediment due to deposition/detachment is determined using procedures

developed in WEPP (Foster et al., 1989). The enrichment ratio is expressed by

SSAsed -in
ER = ?SA__ 7.48

sed-out

where SSA,, ;. is the specific surface area of the incoming sediment, and SSA_,_,, is the specific

surface area of the exiting sediment. The specific surface area of the sediment is computed using

n
SSA_, = i fli] [frsnd[i]'ssasnd + frslt[i]'ssaslt + frcly[i]-ssacly] 7.49
i=1
where np is the number of particle size classes, f[i] is the fraction of the particle class in the
sediment, frsnd[i], frslt[i], and frcly[i], are the fractions of sand, silt, and clay comprising each
particle class, respectively, and ssasnd, ssaslt, and ssacly are the specific surface area of sand, silt

and clay, respectively.
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8 MODEL PARAMETERS AND COMPUTATIONAL FRAMEWORK
8.1 Physical representation of the riparian hillslope

Spatial variability along the hillslope is represented in the model by discretizing the
hillslope into segments and providing information for each segment. Figure 8.1 illustrates the
hillslope in discretized form. Input variables that are used to describe the hillslope and the
hillslope segments include slope and topographic features, soils information, vegetative data,
channel shape distributions, and channel dimensions. These variables are discussed in detail

below.
8.1.1 Slope and topographic features

Table 8.1 provides a listing of the variables used to describe the slope and topographic
features of the hillslope. This includes the number of segments the hillslope is dicretized into, and
length (distance along the slope gradient), width (distance perpendicular to slope gradient), and -
slope gradient for each segment. For simplicity, the model assumes equal length segments. The
segments that constitute the hillslope are assumed to have a slope gradient only in the length
direction (Figure 8.1). Flow concentration (surface as well as subsurface) within each hillslope
segment is simulated by providing information on channels along which surface and subsurface
flow concentrates. Henceforth, channels which represent surface runoff concentration will be
referred to as surface channels, whereas, channels which simulate subsurface flow concentration
will be referred to as main drainage elements. Channel (which includes both surface channels as
well as main drainage elements) information required for each segment includes the expected
number of channels at each segment, the average w/d ratio for the population of expected channels
at the segment, the channel shape distribution identifier, the number of discrete channels shapes to
be simulated (out of the given distribution), and the incremental w/d value (Table 8.1). The
distribution identifier is used to select the required set of distribution parameters from a

distribution input file (Table 8.4).
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uplands

Figure 8.1: Hillslope representation in discretized form in the model.
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Since cross slopes within a segment are not considered, it is assumed that
convergence/divergence (in plan) along the hillslope is simulated by providing appropriate input
values for slope width and channel numbers and shape distribution. For example, convergent
hillslopes are simulated by reducing the segment width down the hillslope, reducing the number of
channels down the hillslope, and changing the channel shape distribution appropriately. The
underlying assumption behind this is that slope convergence/divergence can be represented
through slope attributes such as width and drainage channel information. Hillslope
concavity/convexity in section is considered by providing appropriate slope gradient values for

each segment constituting the hillslope.

Table 8.1: Slope and topographic information

. Number of segments
. Segment characteristics (for each segment)
length, width, slope gradient
number of main drainage channels, number of w/d values, w/d average, increment

number of surface channels, number of w/d values, w/d average, increment

8.1.2 Soil information

The parameters necessary to describe the soil within each segment are listed in Table 8.2.
The model can simulate variability in the number of soil horizons, horizon depths and their
properties along the slope. Information on vertical and horizontal saturated soil matrix
conductivity is required to simulate the drainage in the vertical and downslope directions. Field
capacity, as defined here, is the moisture content of the soil measured at the matric potential of -33
kPa. Macroporosity as defined here is the fraction of the total porosity that is occupied by pores
larger than 0.01 mm. Macroporosity is used to estimate the macropore flow component of lateral

subsurface flow (described in detail in section 8.3.2). Minimum and maximum macropore
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diameters provide the bounds of macropore size distribution expected in the soil horizon.
Antecedent soil moisture content provides an estimate of the soil moisture content within each soil
layer at the start of event simulation. A capillary potential parameter is required for the surface
layer only and is used in infiltration computations. Rill erodibility, critical tractive force, and

Manning’s roughness for bare soil are parameters that are used in erosion computations.

Table 8.2: Hillslope soil description

. number of soil horizons

. Soil characteristics (for each soil horizon):
horizon depth total porosity
macroporosity field capacity
vertical saturated conductivity horizontal saturated conductivity
moisture content at saturation antecedent soil moisture content
number of discrete macropore macropore roughness

dia. selected from pdf

minimum macropore diameter maximum macropore diameter
. capillary potential parameter
. rill/channel erodibility
. critical tractive force
. Manning’s roughness for bare soil

8.1.3 Vegetative data

Vegetative parameters are required to describe the influence of vegetation on processes
such as interception, evapotranspiration, and surface runoff. The required input parameters are
listed in Table 8.3. Since vegetative growth is not simulated in the model, information on the
maximum leaf area index (LAI) and its variation within a growing year is required as input. The
surface resistance term provides a measure of the leaf resistance offered to evapotranspiration
(used in the Penman-Monteith equation). Manning’s n value provides a measure of the resistance

of vegetation to overland flow.
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Table 8.3: Vegetative data

. number of vegetation types

. Vegetation characteristics (for each vegetation type):
maximum canopy interception capacity litter interception capacity
maximum LAI LAI (by day)
surface resistance Manning’s n value

8.1.4 Channel shape distributions

Channel shapes (surface channels as well as main drainage channels) are represented in
the model in the form of probability distributions of normalized channel width (w) to depth (d)

ratio given by

/d).
[(wid),,, ], = f: dd)'

avg

8.1

where (w/d), is the discrete w/d value, and w/d,,, is the average w/d for the population.
Normalization of the individual w/d values with the average w/d value for the population results in
the population distribution parameters (parameters that describe distribution shape) being
independent of the discrete w/d values. This allows application of the distribution to different
w/d,,, values. Channel shape distribution can be provided as one of the three distribution types -
Lognormal, Gamma and Weibull. To evaluate channel shape distribution at a hillslope section,
input information is required in the form of the distribution type, values for each of the distribution
parameters (Table 8.4), and the average w/d value (w/d,,,) for the hillslope section. Equations

describing each distribution type are listed in Appendix II.

Table 8.4: Input data for channel shape distribution

Distribution Identifier (refer to Table 8.1)
. Distribution type (Lognormal/Gamma/Weibull)
. Mean, variance (if Lognormal); Location, shape parameters (if Gamma/Weibull)
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8.1.5 Channel dimensions

Figure 8.2 provides a physical characterization of how a distribution of surface and main
drainage channels at a hillslope segment are considered in the model. To route water and sediment
through these channels, actual width and depth values are required. Actual channel (surface as
well as main drainage) width and depth values are determined by assuming that the sum of widths
of all probable channels (defined by the distribution) across a section is equal to the total width for
that section. The computational procedure is:

. assume an initial channel depth value d,;
. using d,,;, w/d,,,, and the normalized distribution, determine the sum of widths of all

possible discrete channels at the section. This sum is expressed as
SW=nY pli- (wid)d,) 8.2
i=1

where SW is the sum of all channel widths, n is the number of channels at the section, s is
the number of possible channel shapes for each channel, p[i] is the probability associated
with a single discrete channel shape expressed as [w/d],. The assumption behind this is
that though channel widths differ for each discrete w/d value, all channels possess the
same depth. In reality, channels would differ both in depth as well as width.

. If SW is less than the hillslope section width W, d,; is incremented and SW computed
again. This iterative procedure is continued until SW is nearly equal to W,

. This procedure is followed for each individual segment the hillslope is discretized into.

8.2 Water and sediment loading

Event loadings provided to the model include rainfall, surface runoff, subsurface flows,
and sediment loads from upslope contributing areas. Rainfall loading is provided in the form of
breakpoint data for each event. Runoff hydrographs in discretized form provide the surface and
subsurface loadings. Runoff hydrographs are generated using an upland model. Similarly,

sedigraphs associated with runoff provide sediment loadings.
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Figure 8.2: Characterization of surface and subsurface channels in the model.
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Thus, for every 1 minute event time step, the loadings are:

. rainfall depth (m min™')

. total upslope surface runoff (m* min™')
. total subsurface flow (m’ min™)

. total sediment load (kg min™")

8.3 Water and sediment routing

Surface and subsurface water volumes are routed based on simple mass balances applied
to each segment down the hillslope. These mass balances are computed for each time step (1

minute) during an event.

8.3.1 Subsurface flow routing

Water loading to a segment occurs via rainfall and/or upslope surface and subsurface
flows. Subsurface flow within a segment is assumed to concentrate and move in main drainage
channels. Infiltration of rainfall and/or incoming surface runoff adds to the subsurface flow in the
main drainage channels. To compute infiltration losses, incoming surface runoff and rainfall
volume are assumed to be uniformly distributed over the surface of main drainage channel
elements. Runoff in excess of infiltration is considered as surface runoff for the segment and is
routed through surface channels. Routing procedures for surface runoff are described in a
following section.

Loadings to a main drainage channel within a segment are illustrated in Figure 8.3. These
loadings include infiltration and upslope subsurface flow contribution along each soil horizon.
Water movement within each soil horizon/layer of the main drainage channel is based on a simple

mass continuity equation given by

— =J-0 8.3

where dS is the change of storage in time dt, I is the sum of inflows, and O is the sum of outflows.
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A

Figure 8.3: Loadings to a main drainage channel within a hillslope segment.

The computational procedure for each main drainage channel is:
1) Determine the vertical inflow (infiltrating water volume for the surface layer) and upslope
subsurface flow input for the soil horizon. The upslope subsurface flow volume for a soil

layer within a main drainage channel element is computed by

{ Zia 8.4

Dsub-infijh)] = Dsub-infik) 2
Hik]

where the subscripts [i, j, k] indicate the segment, main drainage channel element, and the

soil layer respectively, q qp.infijx 1S the incoming subsurface flow (m® min™), q sub-infix 1 the
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2)

3)

4)

5)

6)

total subsurface flow for layer [k] entering the segment from an upslope segment (m’ min
h, a;;; is the cross sectional area of the main drainage element (m?), and a (ix 1S the total
cross sectional area for layer [k] and segment [i] (m?). The infiltration volume in case of a
surface layer is also determined by similar proportioning with respect to surface area.

If the initial water content of the soil layer is less than the field capacity and if the sum of
the incoming flow is less than the field capacity storage (water volume required to bring
the soil moisture to field capacity) all water is assumed to be stored within the layer.

If inflows exceed the storage volume, excess water is available for vertical and lateral

drainage. The moisture content that determines the rate of vertical drainage is given by :

6,46,
6, = = 8.5

where 6, is the moisture content for the soil layer at the start of the time step, 6, is the
moisture content due to added inflows, and 6,is the average moisture.

The volume of water lost to vertical drainage/percolation for the current time step is
computed using equations 7.11 and 7.12.

If the soil moisture after vertical drainage is still in excess of the field capacity, it is
assumed that the excess water forms a perched water table/saturated layer at the base of
the current soil layer. The depth of the water table is determined by distributing the excess
water uniformly within the drainage element (Figure 8.3).

Lateral subsurface flow from a layer is assumed to be initiated with the formation of the
saturated layer. Lateral subsurface flow is assumed to occur simultaneously via the soil
matrix and macropores. For the saturated soil layer depth d,,,, the total lateral subsurface

flux is given by
Qaub-outiih) = ( KeiarSia Deaisa™iiay ) * ( PO mactiasarij i Vmacti ) 8.6

where: q b ouyijy) i the sum of matrix (first term on the right hand side of the equation)
and macropore subsurface flow (second term)from layer [k], drainage channel [j] and
segment [i] (m® min); K ;;,, is the lateral saturated conductivity for layer k (m min); S

is the slope of the segment; por,;y, is the macroporosity for the soil horizon; d,y i
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7

8)

9)

10)

the depth of saturation (m); and wy; ; is the width of the main drainage channel element [j]
(m). The computation of macropore flow is described in additional detail later.

If the saturated layer exceeds the soil horizon depth, and if the current layer is the surface
layer, all the water volume contributing to the excess depth is assumed to be return flow
and is added to the total surface runoff generated from the colluvial channel element. If
the saturated depth exceeds the horizon depth in the case of a lower layer, the excess water
is assumed to be return flow to the upper soil layer in the downslope segment.

After vertical and lateral exiting flows are computed and routed to a lower layer and a
downslope segment, respectively, soil moisture is updated for the current soil
horizon/layer. The new soil moisture value then becomes the initial moisture content for
the next time step.

During drainage (when no inflow occurs to a layer) lateral subsurface flow is assumed to
occur until a saturated layer does not exist within the horizon. Vertical drainage is
assumed to cease when soil moisture reaches field capacity.

The total subsurface (lateral) flow exiting a soil layer from a segment is the probabilistic

sum of the flows exiting from the main drainage channels and is expressed by
§
E(qsub-our[i,k]) = n[i] ZI: p[i,/] ) qsub-out(i,j,lc] 8.7
J=

where E(q su-ougixy) 1S the expected total subsurface flux exiting from soil layer [K] and
segment [i] (m® min'!), n[i] is the number of main drainage elements for the segment, p[i,j]
is the probability associated with drainage element [j], and q qp-ouyijy) iS the subsurface

flow from drainage element [j] (m’ min™).

8.3.2 Macropore flow component of subsurface flow

The fraction of the total porosity occupied by macropores for a soil horizon area is

represented by the parameter por,,. for each soil horizon (Table 8.2). It is assumed that this

macroporosity is populated with macropores of varying sizes (diameters) and that this size

variation can be quantified in terms of a probabilistic Lognormal distribution bounded by a
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minimum (dmac;,) and maximum (dmac,,,) macropore diameter. The bounding diameters are
required inputs for a soil layer (Table 8.2). The minimum and maximum diameters are assumed
to provide the 90% bounds for the Lognormal distribution. Macropores are assumed to be
cylindrical in shape, uniformly distributed within the soil horizon, and continuous for the full
length of the segment. It is also assumed that macropores are aligned such that macropore gradient
can be approximated by the slope of the segment.

Using the assumptions mentioned above, flow in a single macropore flow is approximated
with Manning’s pipe flow expression (equation. 7.14). For a distribution of macropores bounded
by dmac,;, (m) and dmac,,, (m), the total expected macropore flow rate E(Q,,.) (m*® min) is given
by

n

EQpad) = 2o Prmac1'9macli] 8.8

mac
i=1

where n,, is the number of discrete macropore diameters selected from the distribution, p,[i] is
the probability associated with macropore [i], and q,,,[i] is the flow in macropore [i] computed
using Manning equation (m® min') . The expected flow rate occurs through an expected

macropore cross sectional area E(A,,,.) (m?) or macroporosity given by

"m

E@A,,) = Y Pulila,,li] 8.9

i=1

The macropore flux V.. (m min") associated with this macropore size distribution is given by

S (I

mac - E(Amc) 8.10

For the total macropore cross sectional area determined by por,,., the depth of saturation within
the horizon d,,,, and the width of the drainage element, the total macropore flow Qi) (m® min")

is given by

Qpactijay = POT maclif]™ (i %satti gV maclif 8.11
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8.3.3 Surface runoff routing

Water in excess of infiltration is considered surface runoff and is routed through surface
channels. Surface runoff generated on a segment is partitioned into surface channels in proportion

to the channel width, and is given by

q =g |2 8.12
surf{i,]] surfli] Wr[ 1 :

where q .y (m* min™) is the runoff in surface channel [1], Q ,,.q (m® min™) is the total runoff on
segment [i], w ;;; (m) is the width of surface channel [1] and W ;, (m) is the segment width. Flow
depth and velocity associated with q ,,.q; ) are then determined using Manning’s equation.
Assuming a rectangular surface channel cross section and hydraulic radius approximated by the

flow depth, the flow depth d g;,, (m) is computed as

A 35

qsu i, nma i

i = [ — ""”] 8.13
(1 "in

where N p,,,; is the Manning’s surface roughness for the segment and other terms are as defined

earlier. The exact hydraulic radius, R ;; (m), for the rectangular channel is then computed as

w, . d,.
Ry = —PL L 8.14

e Wi 245

Flow velocity v g;; (m min™) for the channel is then given by

_ 1 s
Vi = Ryin S 8.15

‘mann(i]

8.3.4 Sediment routing

Sediment movement down hillslope segments is simulated using the continuity equation.

Sediment transport, deposition, and detachment is limited to concentrated overland flow in surface
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channels. Sediment load entering a channel at the upslope edge of the segment is proportioned
according to the ratio of the flow in the channel to the total surface runoff across the segment, and

is given by (Lewis et. al. 1994)

8.16

0. | Jurtin
Ain = Qi [ Qi
where q ,;,; (kg min™) is the sediment load in channel [1], and Q ,; (kg min™) is the total sediment
load on the segment.

For the given sediment loading, q y;,;, and channel flow rate, q ,q;,;, computations for
sediment transport, deposition, and detachment for each surface channel are performed as
illustrated in Figure 8.4. Once exiting sediment loads for all channels within the segment are

determined, the total expected sediment exiting the segment E(Q .,,;) (kg min™) is computed by
E(Qs—out{i]) = n[u‘] I; p ] ) qs-out[i,[] 8.17

where q ;) (kg min™) is the sediment exiting from channel [1] after deposition/detachment, and

other terms are as defined earlier.
8.3.5 Linkage of event hydrology and sediment components

The subsurface runoff component, the overland flow component, and the sediment
component are all linked together in the model. Overland flow can be generated due to infiltration
excess, saturation overland flow, and/or, return flow. Subsurface moisture conditions are required
to determine the occurrence of the mechanisms and are computed in the subsurface component. If
runoff exists, then sediment loading from upslope, is routed down the segment. Figure 8.5
illustrates how surface and subsurface runoff computations during an event are linked to the

sediment component of the model.
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Figure 8.4: Flow chart for sediment computations
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Figure 8.5: Flow chart illustrating the linkage of hydrology and sediment components.
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8.3.6 Flowchart for complete model simulation

Since the model is a continuous simulation model, simulation duration is composed of
event and non-event periods. During events, surface and subsurface flows and sediment routing
are simulated with a one minute time step. During non-event periods water losses from the
hillslope occur through evapotranspiration. Evapotranspiration losses are assumed to occur from
intercepted moisture if any, and the soil moisture storage. The equations used to describe
evapotranspiration losses and their redistribution in the soil were discussed in the chapter on
Model Development. Figure 8.6 illustrates how evapotranspiration computations performed

within the model and how event and non-event simulation processes are integrated.
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Figure 8.6: Linkage of event and non-event components of the model.
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9 EXPERIMENTAL DATA FOR MODEL EVALUATION

To test and evaluate the riparian hillslope model, measured field data from
riparian/hillslope studies were required. Since no single study had the complete data set required
to test the model in its entirety, major phenomena simulated in the model were tested individually.
The phenomena targeted for evaluation were subsurface downslope flow (Darcian soil matrix flow
and non-Darcian macropore flow), variable source area generation mechanisms, and sediment
transport. Experimental datasets collected to test these phenomena are listed in Table 9.1,

followed with a brief description of each study.

Table 9.1: Model components and experimental studies

Model component Experimental study

Subsurface flow Canadian Shield basin

Melton Branch hillslope catchment

Variable source area mechanism Hachioji Basin, Japan

Sediment transport Kentucky Grass Filter study

9.1 Canadian Shield Basin hillslope study

9.1.1 Investigators and objectives

The Canadian Hillslope Study was initiated in May 1991 by D.L. Peters and J.M. Buttle at
Trent University, Peterborough, Ontario, Canada (Peters, 1994; Peters et al., 1995). The primary
objective of this experimental study was to investigate and quantify subsurface flow and its
contribution to storm flow in a headwater basin. The hypotheses behind the study were: (1) on
shield slopes with thin soil cover, most flow occurs at the soil-bedrock interface; (2) a significant
portion of the event water moves via preferential flow pathways vertically to the bedrock surface
and laterally along the soil-bedrock interface; (3) the relative pre-event water contribution to

subsurface flow is a function of the soil thickness; (4) a significant portion of event water flux in
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storm flow from forested basins with shallow soil cover is supplied via subsurface flow along the
soil bed-rock interface. A brief description of the study is provided below. A comprehensive

description can be found in Peters (1994).

9.1.2 Site location and description

The study was conducted in the Plastic Lake basin 1-08 (PC1-08) located on the Canadian
Shield 20 km south of Dorset, Ontario, Canada. The basin is underlain by granitic gneiss and
amphibolite. Weakly developed orthic humo-ferric and orthic humo-ferric podzols have formed
on the thin sandy basal till. Soil thickness varies from 0 to 1.5 m, averaging 0.29 m. In some
areas the mineral B horizon has not developed and the bedrock is covered by an A horizon and/or
a humus layer. Vegetation is dominated by coniferous species (white pine, eastern hemlock, and
white cedar).

Rainfall at the site was monitored using a tipping bucket rain gage. Throughfall was
found to be 90% of the open area totals. Subsurface hillslope flow was monitored for four
hillslope segments. Two of the slopes (1B and 2B) had shallow soil consisting of an organic layer
overlying the bedrock. The deeper slope sites (1A and 2A) consisted of an organic-Ae horizon
and mineral B horizon above the bedrock. Subsurface flow exiting each constituent horizon was
measured at the soil trench located downslope of each slope segment (Figure 9.1). Streamflow
from the catchment was also monitored using a 90° V-notch weir. Twenty nine rainfall events
were monitored from May 1 to June 21, 1991, and from September 22 to November 15, 1991. Of
the monitored storms, 12 yielded no flow (A events), 8 produced only hillslope flow (B events),

and 9 produced both hillslope and streamflow (C events).
9.1.3 Description of selected data used for model testing
Of the four hillslope segments instrumented, only the deeper segments (1A and 2A) were

used for model evaluation. The largest of the 29 rainfall events, the C events, produced the most

significant runoff at the 1A and 2A hillslope segments and thus were selected for model testing.
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Figure 9.1: Flow measurement facility located at base of the hillslopes (Peters, 1994).

Other data that were used to generate model input included -

. Hillslope dimensions and topographic information: Table 9.2 provides the dimensions and
drainage areas of hillslopes 1A and 2A. Topographic maps for the hillslopes are provided
in Figures 9.2 and 9.3.

Table 9.2: Dimension and drainage area for hillslopes 1A and 2A

Segment Length (m) Avg. width (m) | Slope (%) Drainage area (m?)
1A 46.5 9.0 15 397
2A 70.0 13.1 18 822
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Figure 9.2: Topographic map of hillslope 1A (Peters, 1994)
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Figure 9.3: Topographic map of hillslope 2A (Peters, 1994).
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. Soil horizon description : For hillslopes 1A and 2A, information was available on soil
horizon thickness, total porosity, vertical and horizontal conductivity. A tabular
description of these data is provided in Appendix III. Soil moisture release curves from
core samples collected for each hillslope provided information on the porosity distribution

in different pore size classes (Appendix III).

. Rainfall event information: Rainfall information (C events) for each hillslope included
total rainfall, peak rainfall intensity, duration, rainfall hyetograph, and antecedent soil
moisture condition prior to precipitation. Antecedent soil moisture conditions were
expressed in the form of antecedent precipitation indexes API, and API,,, antecedent
seven and 14 day precipitation, respectively. Rainfall information is provided in

Appendix III.

. Hillslope runoff response: Data on hillslope response to rainfall events were available in
terms of lateral subsurface flow runoff hydrographs for each soil horizon measured at the
base of the hillslope (at the trench), and total runoff and peak runoff from each horizon.
Mean lag to peak (time between the center of mass of rainstorm and peak runoff was also
measured for each rainfall response. Runoff ratios (ratio of total rainfall to total runoff)
were also computed for each hillslope. Tensiometers installed on the hillslopes provided
an estimate of the depth and devélopment of the saturated layer (forming over the

restricting soil layer) during the rainfall event.
9.2 Melton Branch subwatershed data

9.2.1 Investigators and objectives

Melton Branch subwatershed investigations were initiated in 1991 by G.V. Wilson, P.M.
Jardine, J.D. O’Dell, and M. Collineau at the Oak Ridge National Laboratory (Wilson et al.,

1993). Objectives of the study included investigation and quantification of lateral subsurface flow,
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investigation of the nature of contaminant flux with lateral subsurface flow, and creation of a
database of field measurements that could be used for model testing and evaluation. A brief
description of the study is provided below. Comprehensive descriptions of the study and site can

be found in Wilson et al. (1993) and Luxmoore and Abner (1987).

9.2.2 Site location and description

Investigations were conducted within the Melton Branch watershed, located on the Oak
Ridge Reservation in eastern Tennessee. The experimental area within the Melton Branch
watershed is underlain by Maryville limestone, which is a limey shale formation. The weathered
parent material is close to the surface, ranging from 0.5 to 5 m in depth. The Montevallo
(Inceptisol) and Apison (Ultisols) soils formed on Maryville limestone are shallow soils (<5 m to
bedrock) that occur on slowly weathering parent material. Landuse in the watershed is primarily
forests. The vegetation is eastern deciduous forest species (oak, hickory and yellow poplar). The
sites contain second regrowth forest which is 40 years old and approximately 20 m high.

A 0.67 ha hillslope subcatchment located within the Melton Branch watershed was
instrumented to monitor and measure subsurface lateral flow (Figure 9.4). The hillslope
subcatchment can be classified as a convergent slope with convex upper slopes that transcend into
concave lower slopes. The subcatchment has developed within the Conasauga geologic formation.
The Conasauga group weather to a shallow (< 1m) soil overlying saprolite that retains the bedding
and structure of the original limey shale rock. Subsurface flow is measured at a 2 m deep by 16 m
deep long trench located at the outflow region of the subcatchment. The scheme of trench
collection pans and H flumes is illustrated in Figure 9.5. Subsurface lateral flow exiting from A
and B horizons (0 - 0.6 m) is collected by the upper flume, whereas flow exiting from the C
horizon (0.6 - 1.0 m) is collected in the lower flume. A Belfort rain gage located less than 50m
from the site in a cleared area is used to monitor rainfall intensity and total rainfall. Estimates of
rainfall interception for the region are available from an earlier study. Perched water tables within

the subcatchment are monitored using tensiometers and wells.
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Figure 9.4: Topographic map of Melton Branch hillslope catchment (Luxmoore and Abner,

1988).
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Figure 9.5: Pan facility located at the base of the hillslope catchment to monitor subsurface flow

(Wilson, et al., 1993).
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9.2.3 Description of selected data used in model testing

. Hillslope dimensions and topography: Figure 9.4 provides a topographic map of the
Melton Branch subcatchment at a 1 m contour resolution. The slope length was 78 m and
the average gradient was approximately 25%.

. Soil horizon description: Soil moisture release curves, saturated conductivity, and
macroporosity measurements were available for the A, B, and C soil horizons. Soil
moisture release curves are attached in Appendix IV.

. Rainfall event information: Rainfall events extending over the period January to
December 1991 were monitored. Six rainfall events that occurred during this period were
selected for model evaluation. Rainfall hyetographs for the six events are included in
Appendix IV.

. Hillslope subcatchment response: Subcatchment response to rainfall events was measured
and is available in terms of lateral subsurface flow hydrographs from the upper (A and B

horizon contribution) and lower (C horizon) H flumes.

9.3 Hachioji catchment study
9.3.1 Investigators and objectives

The Hachioji catchment study was conducted during the period 1980-83 by T. Tanaka, M.
Yasuhara, H. Sakai and A. Marui at the Institute of Geoscience, University of Tsubaka, Ibaraki,
Japan. The study objectives were: (1) to elucidate by intensive field observations the physical
processes of storm generation and to identify the main source of storm runoff, and (2) to explain
the generation mechanism of the main component. A brief description of the study is provided

below. A comprehensive description can be found in Tanaka et al. (1988).
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9.3.2 Site location and description

The study was conducted in the Hachioji Experimental Basin, which is located in the
western suburbs of Tokyo. The experimental basin is a 0.022 km? forested basin (Figure 9.6).
The topography is typical of a dissected hill having a valley floor slope of about 12% and a steep
hiliside slope of 50%. The valley floor covers a major portion of the basin. The basin lies within
the Tama hills which are underlain by the Pliocene Miura and the Pleistocene Narita groups. The
upper 2 m of the surficial deposits are broadly classified as clay loam and silty clay. Under these
soils, impermeable clay or compacted clayey sand deposits, which constitute the upper part of the
Renkoji Alternation belonging to the Pliocene Miura group are present over almost the entire
basin. The vegetation consists of dense deciduous trees approximately 15 m in height, sparse
bamboo 1-2 m high, and a dense ground cover of ferns and small shrubs.

A hillslope segment within the experimental basin was instrumented to study runoff
generation (Figure 9.6). Precipitation at the site was measured using a tipping bucket recording
rain gage. Discharge from the basin was automatically recorded at three sites using a 90° V notch
weir and two parshall flumes. Pressure heads of soil water were measured using tensiometers.

Ground water potential was measured using peizometers.
9.3.3 Description of selected data used in model testing

. Dimensions and subcatchment topography: A topographic map of the subcatchment is
shown in Figure 9.6. The valley floor and hillside slopes were 12 and 50%, respectively.

. Soil horizon description: Data on soil horizon depths and conductivity were available and
are reproduced in Figure V.1, Appendix V. Values of conductivity ranged from 10 to
107 cm/s. Information on total porosity, field capacity values, and soil moisture release

curves was not available for these soil horizons.
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Figure 9.6: Topographic map of Hachioji Experimental Basin and the plan view of instrumented

hillslope section (Tanaka et al., 1988).
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J Rainfall event information: Intensive data on eight storms with a rainfall total greater than
50 mm are available. Out of these, one storm was selected for model evaluation. Rainfall
information was in the form of rainfall hyetographs and total rainfall estimates (Appendix
V). Estimates of antecedent moisture conditions prior to storm events were not available.

. Hillslope/subcatchment response: Hillslope response for each rainfall event was available
in terms of total discharge volume at the main weir, direct runoff ratio, peak discharge

rates, and the subsurface and surface soil saturation profiles caused by runoff.

9.4 Kentucky grass filter data
9.4.1 Investigators and objectives

The Kentucky Grass Filter study was conducted from May to August 1992 by S.P.
Inamdar, B.J. Barfield, A.W.Fogle, and D.I. Carey at the University of Kentucky, Lexington. The
primary objective of the experimental investigations was to determine the amount of sediment
trapped in naturally occurring grass filter strips of variable length. A brief description of the site
and experimental investigations is provided below. A comprehensive description of the study can

be found in Inamdar (1993) and Fogle et al. (1994).

9.4.2 Site location and description

Experiments were conducted at the University of Kentucky Agricultural Experiment
Station Farm at Lexington, Kentucky. The grass strips were located on Maury silt loam, a deep
well drained soil on an area with a general slope of 8.7%. The grass was primarily a mixture of
dense fescue and bluegrass. The grass strips had a constant width of 4.57m and lengths of 4.57,
9.6, and 13.1 m. Each length was duplicated once (Figure 9.7). Sediment loading to the grass
strips was provided by erosion plots 4.57 m wide and 22.1 m long, located upslope of the grass

strips (Figure 9.7). Rainfall was applied artificially on the erosion plots at the rate of 66mm/hr.
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Figure 9.7: Plan view of erosion plots and grass filters strip used in the Kentucky study (Inamdar,

1993).
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9.4.3 Description of selected data used for model testing

. Grass filter strip dimensions and topographic information: Figure 9.7 provides the
dimensions for each grass filter strip. Point elevations were taken within each of the grass
strips at a grid interval of approximately 0.3 m to determine the density and cross-sectional
shape of flow channels within the filter. A detailed description of the grass filter surface
topography is given by Inamdar (1993).

. Event information: Each grass strip was subjected to two runoff events. For each event
information was available on runoff rate and sediment concentration entering and leaving

the grass strip and particle size distribution of the incoming and exiting sediment.
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10 MODEL EVALUATION

10.1 Introduction

The goal of model evaluation was to compare observed and predicted data, and more
importantly, determine the confidence associated with model predictions. To accomplish this,
model results were evaluated using statistical procedures developed by Haan et al. (1995)
(discussed in section 3.5). Such approaches are more realistic in that they consider the uncertain
nature of the model/simulated mechanisms as well as the inherent variability in the
measured/observed data. Expression of the model results with associated confidence bounds also
provides a better estimate of model performance compared to procedures that determine absolute
and relative error between point values (observed and predicted).

Specific procedures that were used to compare observed and model predicted data

included:
. Visual comparisons
. Regression analysis: Statistical analysis to evaluate whether parameters (slope, intercept)

of the line of perfect fit are significantly different from the parameters of the line
generated by regression of observed and predicted data.
. Probability distributions: Comparison of probability distribution functions (pdfs) of

predicted and observed data with their associated confidence bounds.

A description of field measured data available to test model predictions was provided in an

earlier chapter. The model components that were targeted for evaluation were:

. Subsurface flow
. Variable source area generation mechanism
. Sediment transport and fate

The extent to which each of these model components were evaluated was decided by the amount
and type of information (quantitative/qualitative) that was available from each of the field studies.

The sections that follow describe for each component which specific hillslope responses were
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evaluated and why, the selection/extraction of parameters values needed for model simulation from

field measured data, and finally the discussion comparing model predictions and observations.

10.2 Subsurface flow component evaluation

Data from two experimental field studies was available to test the subsurface lateral flow

component of the model. A discussion on the two studies follows.

10.2.1 Canadian Shield hillslope

10.2.1.1 Scope of evaluation

The Canadian Shield data set was the most detailed data set available for model testing. A
brief description of this data was provided earlier in section 9.1. Extensive quantitative
information collected in this study allowed a comprehensive quantitative comparison between

observed and predicted hillslope responses. The hillslope responses that were compared included:

. runoff hydrographs from each horizon
o event subsurface runoff totals

. peak subsurface runoff values

. lag times to peak runoff values

10.2.1.2 Input data selection

The specific parameters required to describe and simulate hillslopes in the riparian
hillslope model were discussed earlier in the chapter on Model Framework. Values corresponding
to some of the hillslope parameters (e.g., vertical and horizontal conductivities) were extracted
directly from field measurements, whereas, others (e.g., field capacity) were estimated from the

observed data. The following paragraphs describe how the values were extracted/estimated.

10.1.1.2.1 Segment information
Hillslopes 1A and 2A were both discretized into six segments each. Topographic maps of

hillslopes 1A and 2A (shown in Figures 9.2 and 9.3) were used to determine the total hillslope
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length, and individual segment lengths, widths, and slope gradients. Information on these
parameters is listed in Table 10.1. To determine drainage channels and drainage shape
information, the topographic maps were digitized and converted to point elevation data. This was
accomplished using the IDRISI software. A DEM model was then used to determine the flow
concentration along the hillslope. Since no surface runoff was observed during field studies, the
emphasis was to determine depressions and their shape attributes along which subsurface flow
might concentrate. A surface map of the two hillslopes was generated using SURFER (Figures
10.1 and 10.2). Figures 10.1 and 10.2 and the DEM analysis indicated a single major channel
along the full length of the hillslope along which subsurface flow might be expected to
concentrate. Cross sections of the hillslope were then extracted at every 5 m down the hillslope
and drainage channel width to depth ratios determined. These width to depth ratios were
normalized to the average w/d value. The best fitting distribution to the population of normalized
w/d values was then determined using VTFIT. A Lognormal distribution seemed to best fit the

data. Distribution parameters for the drainage shape data are listed in Table 10.2.

Table 10.1: Segment input

Hillslope 1A Hillslope 2A
# of segments 6 6
length of segments (m) 7.75 (46.5m)* 11.56 (69.36m) *
width of segments (top to 2.06, 10.00, 13.23, 12.06, 10.21, 13.19, 14.89, 18.30,
bottom) (m) 9.41, 5.88 13.19, 8.94

slope gradient of segments (%) | 10.30, 9.00, 19.30, 11.61, 14.70, 10.38, 21.62, 21.62,
23.20, 20.6, (16.00°, 9 %) 19.89, 23.35, (18.64 *, 10.56°)

# main drainage elements 1 1

average main drainage w/d 25 25
Note: *total hillslope length

® average hillslope gradient (%)
¢ slope gradient in degrees.
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Figure 10.1: Three dimensional surface of hillslope 1A.
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Figure 10.2: Three dimensional surface of hillslope 2A.
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Table 10.2: Channel w/d distribution parameters

Hillslope Distribution type Mean Variance
1A Lognormal -0.0356 0.0682
2A Lognormal -0.0964 0.1984

10.2.1.2.2 Soil description:

A general description of the soil horizons and their thicknesses, and soil texture found at
the two hillslope sites is provided in Table III.1 and II1.2, Appendix III. Depths of the soil
horizons specifically at hillslopes 1A and 2A were not measured during field experiments, but an
average depth to bedrock was measured at both sites (Appendix III). The soil horizon depths used
in model simulation were determined by partitioning the depth to bedrock (measured at each site)
in proportion to the general soil horizon depths listed in Table III.1 and II.2. As illustrated in
Table 10.3, hillslopes 1A and 2A were discretized into two and three soil horizons, respectively.
No parameter estimates (such as conductivity and porosity) were available for the bedrock that was
assumed to underlay these soil horizons. In the absence of measured values, very low values for
conductivity were assumed. Porosity, and vertical and horizontal soil horizon conductivity values
for soil horizons were measured for both the hillslopes, and were used without modification (Table
10.3). Soil moisture release curves for each of the hillslopes were experimentally measured
(Appendix III). The size of micropores (constituting the soil matrix) is generally limited to that
below 0.01 mm (Luxmore, 1981). Using this assumption, the percentage of the total porosity
occupied by pores below 0.01mm dia was estimated to be 45 and 57% for hillslope 1A and 2A,
respectively. At field capacity, it is expected that all micropores are saturated. Thus, the field
capacity values for the hillslopes corresponded to the porosity associated with the pores below
0.01mm. Using the percentages computed above, and the total porosity values for each of the

horizons (experimentally measured), field capacity values were determined for each horizon
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(Table 10.3). Maximum macropore diameter observed at the site was 30 mm. Based on
Luxmoore’s (1981) classification, minimum macropore diameter was assumed to be 0.15 mm.
Although maximum macropore diameters of 30 mm were observed, field investigations did not
indicate in which horizons they occurred. Also, in most cases only a fraction of the total
macroporosity is assumed to conduct water. This fraction is called the “hydrologically active”
macroporosity (discussed earlier in section 3 of the Literature Review). Measurements for
determining the “hydrologically active” macroporosity for the two hillslope sites were not made.
In the absence of specific information, it was assumed that the 30 mm diameter macropores were
limited to the A horizon only. For lower horizons the maximum macropore diameters
corresponding to the “hydrologically active” macroporosity were estimated using calibrations
performed for the hillslopes using event C1. Calibration procedures are discussed in a later
section. Since Manning’s equation was used to describe macropore flow, macropore roughness
was a required parameter. No field measurements were performed to estimate this parameter.
Mannings roughness values for macropores in forest soils estimated elsewhere show a wide range

from 0.036 to 1.36 (Kitahara, 1989). Considering the soil was high in organic material, an

approximate value of 0.5 was selected.

Table 10.3: Hillslope soil description

Slope Soil Horizon | Porosity Field K, K
horizon | depth (m) capacity
(m*m?) (mm/hr) (mm/hr)

1A A 0.102 0.79 0.35 720 7200
BF, 0.170 0.58 0.38 252 720

BF, 0.157 0.58 0.38 288 108

2A A 0.159 0.79 0.30 720 720
BF, 0.150 0.65 0.37 720 720

10.2.1.2.3 Event loadings:

Rainfall data for the C events were available in the form of hyetographs. Rainfall loadings
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to the model were provided by converting the hyetographs into discrete break point rainfall values.
A summary of the rainfall information for the C events is provided in Table 10.4. Rainfall depths
were adjusted for forest canopy interception. Interception at the site was estimated as
approximately 4.5% of the rainfall depth. There were no upslope surface or subsurface loadings to
either hillslope 1A or 2A. The runoff response measured at the base of the hillslopes was
attributed only to rainfall on the hillslope catchments.

Table 10.4: Summary of rainfall events

Event Ci1 C2 C3 C4 Cs Cé6
Tot. Rain (mm) 445 29.2 8.0 30.5 16.8 71.2
Peak intensity 18.3 13.8 3.0 27.6,3.0* | 10.7,6.1* | 15.2,12.0*
(mm/hr)

Duration (h) 17.5 13.0 4.0 16.0, 9.0* 3.0,7.0* [ 11.5,18.5*

Note : * events with two distinct rainfall pulses.

10.2.1.2.4 Values for antecedent soil moisture and macroporosity:

The model required soil moisture contents for each of the soil horizons the hillslope was
discretized into. These moisture contents express the initial state of soil water at the start of the
event. Soil moisture content values at the start of the event were not measured during the
experiment. However, some information was collected on 7 and 14 day antecedent precipitation
(API). The 7-day API values for each event are listed in Table 10.S. The API, was chosen as a
reference and the API,, was not considered because it was assumed that since the hillslope had
high hydraulic conductivity (Table 10.3), a 7day period would be more than sufficient to drain the
hillslope and bring it to a quasi-steady state condition prior to occurrence of a subsequent event.
To convert the API, information to estimated soil moisture contents for each horizon, a calibration
run was performed. Event 1 was used for the calibration run. Keeping all other hillslope
parameters constant, the soil moisture contents for the soil layers were varied until the subsurface
runoff hydrograph and the subsurface runoff total from the B horizon best matched the observed.
It was expected that the antecedent soil moisture contents for the horizons would be near field

capacity since field observations had indicated that the lag time between the rainfall and hillslope
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subsurface response was small. Once, the best fitting soil moisture contents for both hillslopes
corresponding to event 1were determined, no further calibration was performed. For all other
events, soil moisture contents were adjusted in proportion to the API, values for the events. The

proportioned soil moisture contents for all events are listed in Table 10.5.

Table 10.5: Antecedent soil moisture conditions

Slope Soil Event1* | Event | Event |Event | Event | Event6
horizon 2 3 4 5

API, (mm) 2.6 0.4 11.5 10.7 17.8 6.2

1A A 0.22 NR 0.32 0.30 0.33 0.26
BF1 0.33 NR 0.37 0.36 0.37 0.335
BF2 0.33 NR 0.37 0.36 0.37 0.33

2A A 0.23 0.22 0.28 0.28 0.285 |0.25
BF1 0.34 0.34 0.36 0.36 0.36 0.345

Note: NR - No observed runoff.
* - event used for calibration of the soil moisture content values

Estimates on “hydrologically active” maximum macropore diameter and “hydrologically
active” macroporosity for the B horizon also were not available. Hence, it was decided to
determine values for these parameters using calibrations. Sensitivity analysis (described in section
11.1.1) indicated that peak subsurface runoff rates were sensitive to macroporosity and macropore
diameters. This was because a predominant portion of flow contribution to peak runoff occurred
from preferential macropore flow. During the calibrations conducted for determining antecedent
soil moisture contents, “hydrologically active” macroporosity values were simultaneously varied
from 1 - 10% of the total porosity. Maximum macropore diameters for the B horizon were varied
between 1 - 5 mm. To determine the value of macroporosity and maximum macropore diameter,
observed and predicted peak runoff values and runoff hydrograph shapes were compared. Results
of the calibration indicated that macroporosity values of (expressed as a fraction of total porosity)
10% and 5% for A and B horizons provided the best fit response for both hillslopes 1A and 2A for

event C1. The maximum macropore diameter for B horizon corresponding to 5% macroporosity
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was selected as 1 mm. Values of macroporosity and maximum macropore diameter obtained using
calibrations represent only the “hydrologically active” fraction of the total macroporosity and

should not be considered a measure of total macroporosity.

10.2.1.3 Results and discussion
10.2.1.3.1 Runoff hydrographs

Observed and predicted subsurface runoff hydrographs for hillslopes 1A and 2A across
the six C events are presented in Figures 10.3 through 10.8. Evaluation of runoff hydrographs was
limited to visual comparisons only. Except for event C1, for which calibrations were made for
antecedent moisture and macroporosity, the observed hydrographs tend to be more flashy than
those simulated. For event four, predicted runoff from hillslope from 1A was considerably more
than what was observed. The small amount of observed runoff for this event and hillslope is
surprising considering the relatively wet antecedent conditions and high rainfall for this event

(refer Tables 10.4 and 10.5). Observed hydrographs seem to peak earlier and have smaller

recession flows (quicker drainage) compared to simulated ones. This flashiness and quick

drainage of observed hydrographs could be the result of:

. Vertical preferential flow via macropores: Dissolved carbon investigations (targeted
towards delineating preferential flow) indicated that vertical preferential flow via
macropores was occurring on the hillslopes. This phenomenon resulted in flow being
transferred from the surface to lower horizons, bypassing the intermediate horizons. This
process was not simulated in the model. The model sequentially routes water through
each horizon.

. Seepage through the bedrock: Field investigations revealed that some water from the
perched water table above the bedrock was lost to seepage through cracks in the bedrock.
The losses were non-uniformly distributed along the length of the hillslope. Since
estimates of bedrock permeability or seepage distribution were not available, the model
could not represent this variability.

. Nonuniform soil thickness across the slope: Field observations indicated that the hillslope
soil thickness varied along the width. Especially for hillslope 2A, the bedrock was

exposed at a number of locations. The discretization scheme used in the model required a
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uniform soil thickness for the full width of the segment. In addition, exact horizon depths

along the hillslope length were not measured. The model inputs for horizon depths were

estimated based on the average horizon depths for the soil type corresponding to that
found on the hillslopes, and the depth to the bedrock for each hillslope.
. Underestimation of maximum macropore diameter: It is also possible that calibrations

based on event C1 underestimated the maximum macropore diameter for horizon B.

Larger macropore diameters would have decreased simulated drainage and recession

periods.

During field monitoring, flashy runoff responses were observed at the A horizon runoff
collector. The model did not predict any lateral subsurface flow from the A horizon. Field
investigations attributed A horizon responses primarily to flow occurring at the junction of the O
and A horizon over leaf litter. The model did not simulate flow retention and movement over leaf
litter. The only way the model could predict flow from the A horizon was when the saturated layer
building up over the bedrock extended into the A horizon. Overall, the observed and simulated
runoff responses compared well considering the high hydraulic conductivity, variable and

relatively shallow soil thickness, and porous nature of the soil.

10.2.1.3.2 Rainfall -runoff totals

To estimate the confidence associated with model predictions, total rainfall and
corresponding total predicted runoff responses for events C2 - C6 were plotted in Figures 10.9 and
10.10. Event C1 was not included since it was used to calibrate some of the hillslope parameters.
Figures 10.9 and 10.10 provide the model response relationships for the Canadian Shield
hillslopes. Ninety-five percent confidence bounds were then generated for these relationships and
the observed responses values were included. Typically, for evaluating model predictions, 95%
prediction bounds are chosen. But considering the small number of events available for
comparison of the observed and the simulated values, a more strict criterion of 95% confidence

bounds was selected.
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Figure 10.3: Observed and predicted runoff for Event 1.
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Figure 10.4: Observed and predicted runoff for Event 2.
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Figure 10.5: Observed and predicted runoff for Event 3.
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Figure 10.9: Comparison of observed and predicted total runoff values for hillslope 1A.
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Figure 10.10: Comparison of observed and predicted total runoff values for hillslope 2A.
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From Figures 10.9 and 10.10, one can determine if the model predicts the observed
response at a 95% level of confidence. Of the four events evaluated for hillslope 1A, the model
predicted two events at the 95% level. For hillslope 2A, four of five events were predicted at the
95 % level. Thus, if prediction at 95% level was considered a criterion for model evaluation, the
model seemed to do well for hillslope 2A with a success rate of 80% (4 of 5 events) whereas for

hillslope 1A the model did not fare well with prediction rate of 50%.

10.2.1.3.3 Peak runoff values, lag times to peak

Statistical evaluation of observed and predicted peak runoff values for the two hillslopes
across events C2-C6 is illustrated in Figures 10.11 and 10.12. Results for hillslope 1A indicated
that at a 95% confidence level, the slope and intercept values of the regression line between
observed and predicted peak runoff are significantly different than the corresponding values for the
equal value line (dashed line in Figures 10.11 and 10.12). For hillslope 2A, the slope and
intercept of the regression line were not significantly different from the equal value line. Identical
results were obtained for the plots of observed and simulated lag times to peak (Figures 10.13 and
10.14).
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Figure 10.11: Observed and predicted peak runoff values for hillslope 1A.
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Figure 10.12: Observed and predicted peak runoff values for hillslope 2A.
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25

Model Evaluation

158



Lag to peak runoff

slope 2a

25 .
,\20 ....................... : ...... -, ..
%) . -+,
é : .
@151 - - e
E -7
101 S e
g .
Q54.---.. A

o/ — . - .

0 5 10 15 20 25

obs. time (hr)

Figure 10.14: Observed and predicted lag times for hillslope 2A.
10.2.2 Melton Branch Subwatershed

10.2.2.1 Scope of evaluation
Similar to the Canadian Shield study, detailed quantitative field measurements were also
available for the Melton Branch hillslope study. This allowed a detailed quantitative comparison

between predicted and observed hillslope responses. The responses that were compared include:

. runoff hydrographs from each horizon

. event subsurface runoff totals

. peak subsurface runoff values

. lag time to peak runoff values

. runoff ratios (ratio of rainfall to runoff) for each horizon
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10.2.2.2 Data selection
10.2.2.2.1 Segment information

The Melton Branch investigations were conducted on a single hillslope catchment. A
topographic map of the catchment is given in Figure 9.4. The hillslope was discretized into six
equal length segments. Segment length, widths, and slope gradients were determined using the
topographic map of Figure 9.4 and are listed in Table 10.6. To determine main drainageways and
their shape distribution, the topographic map was converted to a raster point elevation format and
drainageways were delineated using a DEM model using procedures similar to those used for the
Canadian Shield hillslopes. Channel w/d distribution was determined by extracting w/d ratios at
cross sections down the hillslope. The distribution parameters are listed in Table 10.7. Since field
observations indicated that the runoff was limited to the subsurface only, emphasis was placed on
determining the number and shape distribution for main drainage channels along which subsurface
flow concentration was expected. A three dimensional surface plot of the hillslope catchment is
provided in Figure 10.15. Figure 10.15 indicates that the hillslope catchment is convergent in plan
and concave in slope, with flow concentrating towards the center of the hillslope. Hence, a single

main drainage channel was assumed.

Table 10.6: Segment information for the Melton Branch hillslope

Number of segments 6

Length of segments (m) 12.89 (77.34 m) *

Width of segments (m) 42.67, 73.33, 92.00, 104.88, 112.00, 86.20
Slope gradients (%) 31.03, 32.5, 25.5, 19.85, 15.32, 23.41, (24.60) ®
Number of main drainage channels 1

Main drainage channel average w/d 15

ratio

* total hillslope length
® average hillslope gradient

Model Evaluation 160



27.90 266.31 274.73

N

Figure 10.15: Three dimensional surface plot of the Melton Branch hillslope catchment.
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Table 10.7: Channel w/d distribution parameters

Distribution type

Mean

Variance

-0.0356

0.0682

Lognormal

10.2.2.2.2 Soil description

Soil depth above the bedrock at the Melton Branch hillslope was discretized into three soil
horizons - A, B, and C. The O horizon was included within the A horizon. Depths for the B and
C horizons were available from the pan collector facility installed at the base of the hillslope to
measure subsurface flow exiting the horizons (Appendix I'V). Observations at the site indicated an
A horizon depth of approximately 0.08 m (including the O horizon). The thicknesses of the
individual horizons are provided in Table 10.8. Porosity and field capacity values for each of the
horizons were estimated from the soil moisture release curves (Appendix I'V) and are listed in
Table 10.8. Vertical hydraulic conductivity was measured on site for each of the horizons (Table
10.8). Field measurements for horizontal conductivity were not performed. In the absence of
measured values, horizontal saturated conductivity was assumed to be equal to the vertical
conductivity for each soil horizon. Similar to the earlier study no measurements were available on

macropore roughness, thus an approximate value of 0.5 based on literature was chosen.

Table 10.8: Hillslope soil description.

Soil Horizon Porosity Field capacity K K,w
horizon depth (m*/m*)
(m) (mm/hr) (mm/hr)
0.08 0.56 0.39 344 344
0.53 0.45 0.35 344 344
C 1.22 0.39 0.35 27.36 27.36
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10.2.2.2.3 Event loadings

A total of eight events were used to test the subsurface component of the model for Melton
Branch hillslope conditions. A summary of the events with event dates, and total rainfall amounts
is provided in Table 10.9. Measurements for the site indicated that approximately 15% of the
rainfall depth was lost to interception (Johnson and VanHook, 1989). Water loadings to the
hillslope catchment were from rainfall only.

Table 10.9: Summary of events simulated for Melton Branch hillslope catchment

Event 2 Event3 | Event4 | EventS | Event6 | Event7 | Event8 | Event 9

Day Feb13 |[Feb17 |(Mar01 |Mar22 | Mar27 | Aprl5 |[Jun23 | May27
(1991)
Total | 37.76 158.7 46.93 24.15 70.53 14.91 55.72 56.96

rain

(mm)

10.2.2.2.4 Values for antecedent moisture and macroporosity

Similar to the Canadian Shield data, no antecedent soil moisture values or macroporosity
information was available. Thus, using procedures described previously, antecedent soil moisture
was calibrated using a single event and proportioned with respect to the 7 day antecedent
precipitation API, for other events. The event used for calibration in this case was event E2 (Feb
13, 1991). The antecedent moisture values determined for the eight events are listed in Table
10.10. Using procedures similar to those used for the Canadian Shield data, “hydrologically
active” macroporosity and maximum macropore diameters were estimated for each soil horizon.
The lower macropore diameter was fixed at 0.15 mm for all (A, B, and C) horizons. Calibration
results yielded a “hydrologically active” macroporosity (expressed as a percentage of the total
porosity) of 1.0, 0.6, and 0.6% for horizons A, B, and C, respectively. The maximum macropore
diameters that corresponded to this macroporosity were 5, 1, and 1 mm for the A, B, and C

horizons, respectively.
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Table 10.10: Estimated antecedent soil moisture (m*/m?)

Event Event Event Event Event Event7 | Event8 | Event9
2 3 4 5 6

API, (mm) | 23.37 40.64 8.89 13.97 24.63 27.68 34.8 8.382

Ahorizon | 0.36 0375 |0.33 0.34 0.36 0.365 0.368 0.33
B horizon | 0.33 0.34 0.35 0.32 0.33 0.335 0.338 0.315

Chorizon | 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35

10.2.2.3 Results and discussion
10.2.2.3.1 Runoff hydrographs

Observed and predicted runoff hydrograph responses from upper and lower flumes of the
Melton Branch hillslope catchment are plotted in Figures 10.16 through 10.22 As described in
section 9.2, the upper flume collects lateral subsurface flow exiting from the A and B horizons,
while the lower flume collects flow from the C horizon. The higher runoff peaks in Figures 10.16
through 10.22 are associated with runoff from the lower flume (C horizon response). The model
predicted the lower flume responses reasonably well for most of the events except Event 5 on
March 22. For Event 5, model runoff response is considerably less than the observed. The model
seems to underestimate runoff for events for which antecedent soil moisture conditions are low.
For large rainfall events and relatively wetter antecedent moisture conditions (events 2, 3, 6, and 8)
model predictions seem to be good. Compared to the observed lower flume runoff volumes,
observed upper runoff volumes are too small to provide a resonable comparison with the model

predictions.

10.2.2.3.2 Rainfall -runoff totals

Figures 10.23 and 10.24 provide the total rainfall and predicted total runoff response with
the 95% confidence bounds for the lower and upper flumes, respectively. Observed runoff
responses are also included in these figures. For the lower flume, the model predicted the
observed responses at a 95% confidence level for five of seven events. For the upper flume, three

of four event events were predicted at the 95% level.
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Figure 10.16: Observed and predicted subsurface runoff for Event 2 (Feb. 13).
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Figure 10.17: Observed and predicted subsurface runoff for Event 3 (Feb. 17).
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Figure 10.18: Observed and predicted subsurface runoff for Event 4 (Mar. 01).
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Figure 10.19: Observed and predicted subsurface runoff for Event 5 (Mar. 22).
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Figure 10.20: Observed and predicted subsurface runoff for Event 6 (Mar. 27).
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Figure 10.21: Observed and predicted subsurface runoff for Event 7 (Apr. 15).
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Figure 10.22: Observed and predicted subsurface runoff for Event 8 (Jun. 23).
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Figure 10.23: Observed and predicted runoff totals for lower flume of Melton Branch.
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Figure 10.24: Observed and predicted runoff totals for upper flume of Melton Branch.
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10.2.2.3.3 Peak values and lag time to peak

Since observed and predicted runoff from the upper flume was significantly less than that
from the lower flume, comparisons of peak values and lag times to peak were generated for the
lower flumes only. These results are plotted in Figures 10.25 and 10.26. Statistical analyses of
these results indicate that the intecept and slope values of the regression lines are not significantly

different from the equal value line.

10.2.2.3.4 Runoff ratios

Comparison of observed and predicted runoff ratio distributions was performed for events
3,4, 6 and 8. The runoff ratio value was defined as the ratio of the hillslope runoff (mm/hr)
measured at the lower flume to the rainfall rate (mm/hr), at any instant of time during the event.
For events 3, 4, 6, and 8 these values were generated at one minute time intervals. Probability
distributions were fitted to these data using VIFIT. The distributions of observed and predicted
runoff ratio values were then compared. Figures 10.27 through 10.30 present the results for events
3, 4, 6, and 8, respectively. All of the observed runoff ratio distributions fall within the 95%
confidence bounds of the predicted runoff ratio distributions. This indicates that the model does

an excellent job in predicting the runoff within the duration of an event.
10.3 Hachioji Basin study - Variable source area phenomenon

10.3.1 Scope of evaluation

In comparison to the Canadian Shield and Melton Branch studies, limited field data were
available for the Hachioji Basin Study. A description of the data was provided earlier in section
9.3. Information was available on the size, slope and topography of the hillslope catchment, event
loadings and runoff hydrographs, and soil thickness and conductivity, but very little information
was available for critical soil parameters such as total porosity and field capacity. Thus,
considering the missing critical input information, a quantitative evaluation of observed and

predicted results was not feasible.
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Figure 10.25: Observed and predicted peak runoff values for lower flume of Melton Branch.
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Figure 10.26: Observed and predicted lag times for lower flume of Melton Branch.
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Figure 10.27: Comparison of runoff ratios probability density functions (pdfs) for Event 3.

Runoff Ratio pdf- lognormal

Melton Branch - event 4

p(r)

0 0.5 1 15 2 25 3 35
runoff ratio (r)

-+- observed — simulated

Figure 10.28: Comparison of runoff ratio pdfs for Event 4.
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Figure 10.29: Comparison of runoff ratio pdfs for Event 6.
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Figure 10.30: Comparison of runoff ratio pdfs for Event 8.
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The salient feature of this experimental study was that the hillslope catchment generated
significant variable source areas which were mapped in detail by the investigators. The surface
saturation responsible for generation of the variable source areas occurred in the central lower
portion of the hilislope catchment. Figure 10.31 illustrates the surface saturation within the
instrumented portion of the catchment for the rainfall event of October 7-9, 1982. A cross section
through the instrumented hillslope illustrating the general subsurface flow directions under high
rainfall conditions is shown in Figure 10.32. As can be seen from Figure 10.32, surface saturation
occurred due to the thinning of soil layers towards the lower portion of the hillslope and the
resulting upwelling of soil moisture. Field measurements indicated that surface saturation first
occurred at the location where the soil was thinnest. The intent in using this study was to
determine if the subsurface flow component of the model could simulate the initiation and
expansion of surface saturation observed in this study. Thus, evaluation of observed and predicted
results was limited to a qualitative comparison of subsurface saturation conditions and the location

of the initiation of surface saturation.

Figure 10.31: Instrumented hillslope segment illustrating surface saturation.
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Figure 10.32: Section along slope gradient showing subsurface flow directions.

10.3.2 Data selection
10.3.2.1 Segment information

The hillslope catchment was discretized into six segments. Segment lengths, widths and
slope gradients were determined using the topographic map of the catchment (Figure 9.6). Main
drainages were determined using procedures similar to those described earlier. The number of

main drainages for each segment and the average w/d value are listed in Table 10.11.
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Table 10.11: Segment input information

Parameters Hachioji Basin hillslope catchment

Number of segments 6

Length of segments (m) 425 (255.0m)*

Width of segments (m) 150.0, 186.0, 246.0, 252.0, 225.0, 207.0

Slope gradients (%) 16.47, 32.94, 14.11, 14.11, 12.93, 4.70, (15.87)°
Number of main drainage channels 1,1,1,2,2,1

(from top to bottom segment)

Main drainage channels w/d ratio 14

Note: * total hillslope catchment length
® average hillslope gradient

Table 10.12: Channel w/d ratio distribution parameters

Distribution Mean Variance

Lognormal -0.1329 0.2417

10.3.2.2 Soils description

Soil thickness varied down the length of the hillslope. To simulate the variation in soil
thickness, hillslope soils were divided into two categories. Values of horizon depth and
conductivities were extracted from measured field data. Since, no estimates were available on
porosity and field capacity, these values were estimated from suggested literature values for soils
of similar texture (Rawls et al., 1985). Parameters for the two soil categories and the segments for
which the soil ¢ategory was applicable are listed in Table 10.13. From Table 10.13 it is seen that
hillslope segments 1, 2, and 6 have thicker soil layers than segments 3, 4, and 5. For the two
studies described earlier, antecedent soil moisture values were derived from their 7 day antecedent
precipitation values. For this study, no information was available on the 7-day antecedent

precipitation. Field studies only indicated that the central lower portion (segments 3, 4, and 5) of

Model Evaluation 180



the instrumented hillslope tended to be wetter than other areas, but no moisture estimates were
provided. In the absence of information on antecedent moisture conditions it was assumed that
horizons in the central lower portion (segments 3, 4, and 5) of the hillslope were slightly above
field capacity, whereas in other locations (segments 1, 2, and 6) they were assumed to be at field
capacity. No estimates were available on “hydrologically active” macroporosity or diameters of
macropores for soil horizons, but field observations indicated numerous pipe cavities in the upper
two soil horizons. Considering the pipes observed for the upper soil horizons, “hydrologically
active” macroporosity was estimated at 5% (percentage of the total porosity) and maximum
macropore diameters were set at 30 and 20 mm for A and B horizons, respectively. The maximum
macropore diameters for the clayey C horizon was set at 1 mm. The lower bound of the macropore

distribution was maintained at 0.15 mm.

Table 10.13: Soil horizon description

Soil Slope Soil Horizon | Porosity Field | K
ID segment | horizon | thickness capacity
(m) (m’m’) | (mm/hr) | (mm/hr)
Typel [1,2,6 A 0.36 0.55 0.35 9.42 9.42
B 1.45 0.45 0.38 0.85 0.85
C 1.27 0.45 0.38 0.0036 0.0036
Type2 | 3,4,5 A 0.27 0.55 0.35 9.42 9.42
B 0.545 0.45 0.38 0.85 0.85
C 1.27 0.45 0.38 0.0036 0.0036

10.3.2.3 Event information

Model simulations was performed for the storm event of Oct. 7-9, 1982. Total rainfall for

this event was 61 mm. Water loadings to the catchment were from rainfall only. Field

investigations revealed that a major portion of the subsurface runoff measured at the outlet of the

catchment was contributed through a large pipe cavity. The size of the pipe was 0.10 m along its
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minor axis and 0.30 m along the majorbaxis. The flow from the pipe was approximated at 65% of
the total subsurface flow. In model simulations performed for the storm event of Oct 7-9, 1982,
the occurrence of this pipe was not included. Thus, for comparing predicted runoff to the
observed, the expected pipe contribution was subtracted from the total subsurface runoff. The
adjusted observed subsurface runoff hydrograph which was used for comparison with model

predictions is shown in Figure 10.33.

10.3.3 Results and discussion
10.3.3.1 Hillslope soil moisture response

Figure 10.33 illustrates the measured and predicted total subsurface flow response of the
hillslope catchment. Considering that porosity and field capacity values were estimated from the
literature and that antecedent soil moisture conditions were arbritarily set, the subsurface flow
predictions were reasonable. Figure 10.34 illustrates the fraction of the soil thickness saturated for
each hillslope segment. Soil thickness was least for segment five and gradually increased
thereafter for segments in upslope (4, 3, 2, 1) and downslope (6) directions. During the peak
rainfall period, surface saturation was reached first for segment five (Figure 10.34). The observed
hillslope saturation shown in Figure 10.31 also indicates surface saturation at the location which
corresponds to segment five. After segment five, hillslope segment four, which is immediately
upslope, reaches surface saturation (Figure 10.34). Upwelling of soil moisture in segment four
could have been due to the soil moisture backing upslope of the saturated soil in segment five.
Segment six, which has deeper soil than segment five, reaches saturation later, but its saturation
depth is sustained for longer periods by recession flows. This qualitative comparison indicates that
the subsurface component of the model can adequately simulate soil moisture buildup and the

consequent occurrence of surface saturation.
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Figure 10.33: Observed and predicted subsurface runoff from the Hachioji Basin hillslope

catchment.
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10.4 University of Kentucky - Sediment component

10.4.1 Scope of evaluation

Detailed information on the amount and size distribution of the sediment entering and
exiting riparian grass zones of variable length was available from the University of Kentucky grass
filter studies. A complete description of the experimental data was provided earlier in section 9.4.
Information available from this study allowed a quantitative evaluation of the sediment component
of the hillslope model. Though runoff entering and exiting the grass filters was monitored,
infiltration parameters were not. In the absence of infiltration parameters, it was not possible to
evaluate the surface runoff component of the model using these data. Thus, measured runoff data

were used to route sediment within the grass filters. The specific responses that were evaluated

included:
. sedigraphs and particle size distributions exiting the grass filter
. total sediment trapping

10.4.2 Data selection

10.4.2.1 Segment information:

Sediment transport simulations were performed for 15, 30, and 45 m length filters. For
simulation, each of the filters was discretized into 0.381 m segment lengths. The choice of this
particular segment length was determined after performing sensitivity analysis of the sediment
model to segment lengths and the rationale is provided in the following chapter on Sensitivity
Analysis. The width of each filter plot was a constant 4.575 m for the full length of the filter, thus
each segment had a width of 4.575 m. Topographic measurements were performed on the filter to
delineate the surface channel networks and to determine their shape distribution. Topographic
measurements were conducted prior to the commencement of each event. Hence, an estimate on
the number of channels within the grass filter was available for each event. For details on the

topographic measurements and the procedures used to determine the number of channels along the
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filter, the reader is referred to Inamdar (1993). Information on the number of channels at different
distances down the filter is summarized in Table 10.14. The parameters for the channel shape
distribution are provided in Table 10.15. A Manning’s roughness value, n, quantifying the surface
resistance provided by grass was required as input. An estimate of n = 0.35 applicable to dense
turf grass was selected from literature (Barfield et al., 1981). This Manning’s n was assumed to be
constant for the full length of the filter. For detachment conditions within the filter, estimates of
the bare soil’s critical tractive force and rill erodibility were required. Estimates for these values
were obtained from an experimental study conducted on similar soils (Lewis, 1990). The values

for critical tractive force and rill erodibility used were 3.2 Pa and 0.00125 s/m, respectively.

Table 10.14: Channel density along the length of the grass filters.

GI1'E2® | G3E2 | G4E1 | G4E2 | GSE1 | GSE2 | G6E1 | G6E2
Grass filter 30 45 15 15 15 15 45 45
length L (m)
0- Lya* 2 2 2 3 2 2 3 3
L/4-1/2 2 1 2 3 2 2 1 1
L/2-3L/4 1 1 2 2 1 2 1 1
3L/4-L 1 1 1 2 1 2 1 1

* indicates the length segments for which the channel densities are applicable
*grass filter number; ®event number

Table 10.15: Gamma distribution parameters for normalized w/d

Scale Shape Location

0.50 0.20 0.00

10.4.2.2 Sediment information:

Experimental analysis of sediment particle size distribution indicated that eroded
aggregate particle sizes ranged from a maximum of 2 mm to a minimum of 0.005 mm. The
sediment model routes sediment by particle class. Simulations were performed for six particle

classes. Particle diameters and specific gravities for each particle class are provided in Table
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10.16. Specific gravities for each particle class were estimated from literature values (Foster et al.,

1985).

Table 10.16: Sediment particle classes

Aggregate size Particle diameter Specific gravity
class (mm)
1 2.0-0.125 1.64
2 0.125-0.063 1.81
3 0.063 - 0.10 1.81
4 0.10- 0.05 2.15
5 0.05 - 0.01 2.65
6 0.01 - 0.005 2.65

10.3.2.3 Event information
Each grass filter was subjected two events, which included runoff and sediment loading
from an upslope contributing area. No rainfall was applied on the filter surface. Incoming

sedigraphs are illustrated in the simulation results presented in Figures 10.35 through 10.42.

10.4.3 Results and discussion

10.4.3.1 Sedigraphs and particle size distributions

Comparisons of observed and predicted effluent sedigraphs and their particle size
distributions are provided in Figures 10.35 through 10.42. In all cases, exiting sediment loads are
orders of magnitude smaller than incoming sediment loads indicating deposition of sediment in the
filters. Incomihg and exiting runoff volumes indicated infiltration losses of water as high as 80-
90%.

In nearly all the cases except filter six and event two of filter five, the predicted exiting

sediment loads exceed those observed. The particle size distributions indicate that most of the

Model Evaluation 187



over prediction can be attributed to finer particle size classes. The model does not seem to
simulate trapping of finer sediment fractions observed in experimental measurements.
Experimental studies conducted in the past have indicated that a significant portion of the fine
particles is entrapped in the soil matrix/litter layer as sediment is carried to the soil surface with
infiltrating water (Hayes, 1979). Some fine sediment may also be deposited along with the mass
settling of large sediment particles typically occurring just upslope or in the upper portion of the
grass filter. Most of the fine sediment trapped in this manner cannot be considered discrete
settling. The model simulates particle trapping for sizes primarily based on discrete settling.
Thus, it is expected that the model will underestimate fine sediment deposition.

It is also possible errors might be associated with the approach used in the model to
partition sediment load into surface channel flows entering segments. The model computes
sediment concentration for a segment using total sediment load and total runoff and then computes
sediment load for each channel based on the runoff in the channel. Field observations have shown
that sediment concentrations in channels are rarely uniform across a segment (Inamdar, 1993).
Errors may also be associated with the Bagnold transport equation used in the model. Coefficients
for the equation were originally developed for flow depths much greater than those typically
observed for grass filters.

In the absence of infiltration parameters and thus the ability to simulate infiltration,
infiltration losses were computed as the difference between the measured incoming and exiting
runoff. Surface runoff (which was used to route sediment) for each segment was then computed
by distributing infiltration losses uniformly throughout each segment. In nature, infiltration is not

uniform as assumed here.

10.4.3.2 Total sediment trapping

A summary of the observed and predicted sediment trapping efficiencies is provided in
Table 10.17. Figure 10.43 provides a statistical comparison of the two results. At the 95%
confidence level, the intercept and slope of the regression line between observed and predicted

trapping is not significantly different from the equal value line.
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Table 10.17: Summary of total trapping efficiencies

Filter Number Event Observed trapping, % | Predicted trapping, %
Gl E2 99.6 99.7
G3 E2 100.0 97.7
G4 El 98.4 93.1
G4 E2 98.0 94.0
G5 E1l 99.6 97.1
GS E2 94.0 96.9
G6 El 99.3 99.4
G6 E2 99.3 99.4
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Figure 10:35: Exiting sedigraph and particle size distribution for filter G1 and Event 2 (OBS1 &
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Figure 10.36: Exiting sedigraph for filter G3 and Event 2 (particle size comparisons were not

made since observed distribution was not available for the lack of sediment).
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Figure 10.37: Exiting sedigraph and particle size distribution for filter G4 and Event 1.
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Figure 10.38: Exiting sedigraph and particle size distribution for filter G4 and Event 2.
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Figure 10.39: Exiting sedigraph and particle size distribution for filter G5 and Event 1.
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Figure 10.40: Exiting sedigraph and particle size distribution for filter GS and Event 2.
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Figure 10.41: Exiting sedigraph and particle size distribution for filter G6 and Event 1.
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11 SENSITIVITY ANALYSIS AND PROCESS INVESTIGATIONS

11.1 Introduction

This chapter describes the sensitivity analysis and hypotheses testing procedures
conducted to evaluate the model. Sensitivity analysis was performed to evaluate the sensitivity of
model responses to predefined changes in model parameters. Model parameters that influence
model responses the most are generally given greater attention while selecting input values. In
addition to identifying critical parameters, sensitivity analysis also provides a means to check and
evaluate model responses. In addition to sensitivity analysis, model runs were also performed to
investigate if the model simulated processes unique to riparian hillslopes. These unique processes
and phenomena have been observed in past field investigations and model studies.

For sensitivity analysis, model parameters were varied by +10% about the base parameter
value and the changes in model responses were then compared. Model sensitivity was evaluated

using

5 . 5%,

9.1 11.1
"8l O )

where S, is relative sensitivity, 80is the change in the model output, &/is the change in model
input, and O and I are the base output and input values, respectively. Since S, is dimensionless,
parameters were directly compared. Sensitivity analysis and process investigations were

performed for the subsurface flow and sediment components of the hillslope model.
11.2 Subsurface flow component

11.2.1 Parameter sensitivity

Melton Branch hillslope catchment input data was used as the baseline scenario for
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parameter sensitivity analysis. Site features and event information were described previously in

the chapter on Model Evaluation. Values for input parameters describing segment and soil

parameters for this hillslope were varied + 10% and the corresponding hillslope responses

compared to the baseline response. Parameter values were varied one parameter at a time with

other parameters held at their baseline values. The parameters selected for sensitivity analysis and

their baseline values are listed in Table 11.1. The model outputs that were evaluated for relative

sensitivity were:

. subsurface lateral flow totals from the C soil horizon of Melton Branch (the major portion

of the subsurface runoff was discharged from this horizon),

. peak runoff values for the C horizon,

. lag time to peak for the C horizon.

Table 11.1: Parameters and baseline values used for sensitivity analysis

Parameter Identifier* Units Baseline values*
Horizon thickness DEPTH m 0.08, 0.53, 1.22
Total porosity POROSITY m’ m? 0.56, 0.45, 0.39
Macroporosity MACPOR m’m? 0.005, 0.0027, 0.0023
Field capacity FCAP m’ m’ 0.39, 0.35, 0.35
Antecedent soil moisture ASM m*m? 0.36, 0.33, 0.35
Macropore diameter MACDIA mm 5,1, 1
Macropore roughness ROUGH - 0.5

Vertical sat. conductivity VSAT mm hr' 344, 344, 27.36
Horizontal sat. conductivity HSAT mm hr! 344, 344, 27.36
main channel average w/d WDRAT mm" 15

Note: * Base values listed are for each of the three soil horizons; A, B, and C, respectively.

‘identifiers used in Figures 11.1, 11.2, and 11.3
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Relative sensitivities of total runoff, peak runoff, and lag time to peak runoff for the
selected parameters are illustrated in Figures 11.1, 11.2, and 11.3, respectively. The upper and
lower horizontal bars associated with each parameter in Figures 11.1 to 11.3 express the relative
sensitivity for a +10% and -10% change in the parameter value, respectively. Identifiers used in
the figures are described in Table 11.1. Antecedent soil moisture, field capacity, and porosity
seem to be the parameters to which all three model outputs are highly sensitive. Antecedent soil
moisture is the preexisting soil moisture in the soil layers and thus strongly influences the total
runoff generated, its peak, as well as the time to peak. Field capacity is similar to a “threshold
storage” beyond which excess moisture is available for vertical drainage or lateral flow. Since
total subsurface runoff is the amount that exceeds the “threshold storage”, it understandably is
sensitive to the field capacity. Also, since the time to peak runoff includes the time taken to satisfy
field capacity or the “threshold storage”, the lag time to peak is also sensitive to field capacity as is
obvious from Figure 11.3. In contrast, peak runoff rate is not as sensitive to field capacity as to
antecedent soil moisture and porosity. This could be because once field capacity storage is
satisfied, and a saturation layer formed, the peak runoff value is determined to a greater extent by
macropore characteristics (model investigations indicated that a major portion of the peak flow
occurs via macropores). Total porosity seems to play a greater role in influencing peak runoff rates
and lag time to peak compared to the total runoff response. An increase in total porosity allows
more water storage, and thus reduces the amount that can contribute to peak runoff. This
phenomenon is well illustrated in the runoff hydrograph of Figure 11.4. Similar results were
obtained from a sensitivity analysis perforrned by Kirkby (1986) on his hillslope model. Kirkby
(1986) found that an increase in porosity led to a distinct decrease in the peak subsurface runoff
value.

Results also indicate that although total runoff and peak runoff rates are not sensitive to
the vertical saturated conductivity, lag time to peak is (Figure 11.3). Vertical conductivity
influences lag time since it controls the time taken for water to traverse the unsaturated zone to
reach the saturated layer. For similar reasons, the thickness of the soil horizon also influences the
lag time. Figure 11.5 describes the influence of horizon thickness on the runoff hydrographs.
Though the difference in peak values due to different horizon thicknesses is noticeable, the shift in

lag time is not obvious in Figure 11.5. Smith and Hebbert’s (1983) hillslope simulation results
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indicate that the thickness of the soil layer, vertical conductivity, and total porosity influence the
lag time to peak since they all influence the travel time to the saturated layer.

Macropore characteristics also influence peak runoff rate and lag time to peak runoff.
Macropore roughness through Manning’s equation determines the macropore flow velocity and
thus the lag time to peak runoff. The sensitivity of peak runoff to macropore roughness is a cause
of concern considering the large variability and limited information associated with this parameter.
Investigations by Kitahara (1989) on naturally occurring soil macropores and pipes on forested
slopes indicate roughness values ranging from 0.036 to 1.36. Peak runoff is also sensitive to the

macroporosity, which is a measure of the total macropore cross-sectional area within a soil

horizon.

Relative sensitivity
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Figure 11.1: Relative sensitivity values for total runoff (the upper and lower horizontal bars

correspond to +10% and -10% change in base parameter value, respectively).
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Figure 11.2: Relative sensitivity values for peak runoff.
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Figure 11.3: Relative sensitivity values for lag time.
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Figure 11.5: Influence of horizon depths on subsurface runoff.
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11.2.2 Sensitivity to choice of segment length

As described in the Model Framework chapter, subsurface flow routing is performed by
computing water balances for each hillslope segment with a one minute time step. This scheme is
based on the assumption that simulations performed at an appropriate spatial and temporal
discretization can approximate the smooth nature of the runoff hydrograph. For a given time step,
it is expected that as the size of hillslope segment is reduced the runoff responses will change.
This change in results will continue until a “critical” segment size is reached beyond which any
further increase in spatial resolution will not influence model responses. It is at this “critical”
spatial resolution that simulated hydrographs come closest to approximating the smooth nature of
the runoff hydrograph. To determine this “critical” hillslope segment size, computations were
performed using the data from hillslope 2A and event 2 from the Canadian hillslope study. This
hillslope was chosen since subsurface flow response on this hillslope was the quickest of all the
experimental hillslopes available (this hillslope had the shallowest soil depth, and saturated
conductivities were the highest). The model parameters for this hillslope were described earlier
(Chapter on Model Evaluation). Hillslope width and slope were changed to constant values of 10
m and 15%, respectively. This was done so that width and slope values would be the same for the
entire hillslope and would not differ for individual segments with change in segment length.
Simulations were performed for four discrete segment lengths: 23.12 m (3 segments in a total
hillslope length of 69.36 m), 11.56 m (6 segments), 7.709 (9 segments), and 5.78 m (12 segments).
Runoff ratios (ratio of total event rainfall to total subsurface runoff) for the B horizon (soil layer
immediately above the bedrock) were determined for each of the segment lengths and are plotted
in Figure 11.6. As can be seen from Figure 11.6, the largest change occurred when the slope
segment length was reduced from 23.12 m to 11.56 m. The change in runoff ratio progressively
decreases with decrease in segment length. The change in runoff ratio values between the 11.56 m

segment length and the 5.78 m segment length was approximately 9%.
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Figure 11.6: Sensitivity to segment length.

This sensitivity analysis was performed prior to model testing procedures described in the
Model Evaluation chapter. For model testing, the segment length selected was 11.56 m (or six
segments). The choice of this segment length seemed appropriate considering the additional
computational time and efforts required to perform simulations at a higher resolution. This
analysis indicates that, when comparing simulated and observed responses, error bounds
associated with discretization should also be considered in addition to the bounds (in this case the

95% confidence bounds) associated with model response.
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11.2.3 Process investigations

D For riparian hillslopes with a subsurface restricting soil layer, subsurface lateral flow is
the major runoff contributor.

Field investigations on riparian hillslopes located in humid temperate catchments have
revealed that in the presence of a restricting layer, interflow seems to be the major runoff
contributor (Hewlett and Hibbert, 1963; Whipkey (1965); Weyman (1973); Hewlett and Nutter
(1970); Anderson and Burt (1978); Weymour (1970, 73). Corbett (1979) estimated that
subsurface stormflow provided 75 to 97% of the total stormflow response. A recent investigation
by Tsuboyama (1994) found that 70-93% of the total discharge from a hillslope was attributed to
subsurface downslope flow over an impeding layer. Field investigations on the Canadian Shield
hillslopes (used in this research to evaluate the subsurface component of the model) also
demonstrated that subsurface flow occurring over an impeding layer contributed 91 to 99.9% of
the total hillslope response (Peters et al., 1995).

Model simulations performed using the Canadian Shield and Melton Branch hillslope data
support this observation. Model simulations for the Canadian hillslopes indicated that more than
95% of the total event water (subsurface lateral flow plus vertical seepage ) leaving the hillslopes
was contributed by subsurface downslope occurring over the bedrock. Similar results were
observed from Melton Branch hillslope simulations. Moreover these simulations also showed that
most of the lateral subsurface stormflow occurred at the junction of the most restrictive soil
horizon and not at an upper or intermediate soil horizon (see runoff hydrograph results presented

in the chapter on Model evaluation).

II) Time to initiation of lateral subsurface flow is controlled by the depth of the
unsaturated zone.

Simulations by Smith and Hebbert (1983) using a finite difference hillslope model
indicated that the lateral subsurface flow initiation and the lag time to peak were both strongly
influenced by the depth of the unsaturated zone. Their results indicated that for a large value of
unsaturated depth, the lateral flow was significantly delayed. To determine if this result was also

supported by the riparian hillslope model, simulations were performed . Two scenarios of
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differing unsaturated soil thicknesses were created by changing the base Melton Branch antecedent
soil thickness values by +10%. Both hillslope cases were subjected to identical rainfall events.
Simulations of these two cases are illustrated in Figure 11.5. Though not noticeable in Figure
11.5, the increase in unsaturated soil thickness caused the initiation of lateral subsurface flow to be
delayed by approximately ten minutes compared to the case for which the soil thickness was

decreased by 10%.

I1T) Under saturated conditions, macropore flow is orders of magnitude greater than soil
matrix flow.

Field investigations have revealed that on most forested hillslopes a major portion of the
subsurface stormflow is routed via macropores (Aubertin, 1971; Beven, 1980; Whipkey, 1965, 67;
Mosley, 1979, 82; Beasley, 1977; Pilgrim et al., 1978; Tsukamota, 1961). This flow is considered
to be primarily non-Darcian based on the high velocities observed (Mosley, 1979; 82). Only a
limited number of studies, though, have provided quantitative estimates on macropore flow
contribution to subsurface stormflow. Tsukamoto and Ohta (1988) observed that 85.5-99.5% of )
all subsurface flow from a soil profile occurred through soil macropores on Pliocene slopes in
Japan. Sidle et al.’s (1995) laboratory experiments on a soil pedon indicated that macropores/soil
pipes contributed 21 to 83% of the total subsurface flow.

In the subsurface component of the riparian hillslope model, subsurface flow is simulated
as a combination of Darcian soil matrix flow and non-Darcian macropore flow (described in detail
in the Model Development chapter). Results from this model for the Canadian hillslopes indicate
that macropore flow contributed 85-90% of the total subsurface flow exiting at the base of the
hillslopes. For the Melton Branch hillslope catchment, macropore flow contributions to
subsurface flow from the B and C soil horizons were approximately 65% and 95% , respectively.
As the saturated lateral hydraulic conductivity of the horizon decreased, the model simulated
greater contributions from macropore flow, thus simulating the dynamic interaction between soil
matrix and macropore flow. This is obvious from the results of Melton Branch hillslope where the
B horizon had a much higher conductivity compared to the C horizon. In addition, to simulating
the dynamic partitioning between soil matrix flow and macropore flow, the model also

successfully predicted the lowering of saturation depths and consequent reduction in recession
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flow periods with increasing soil macroporosity and decreasing macropore roughness.
Investigations by Montgomery and Dietrich (1995) suggest that macropore distributions influence
the peizometric potentials in the soil profile. Sidle et al. (1995) found that peizometric profiles

along the hillslope are depressed when macropore roughness values are decreased.

IV) Concave-convergent slopes provide more favorable conditions for build up of the
saturation wedge compared to straight or convex slopes.

Original data for the Melton Branch hillslope indicated a concave convergent hillslope
shape. The straight-straight (in plan and section) and convex-divergent hillslopes were simulated
by changing the segment widths and gradients for the original Melton Branch hillslope such that
the total hillslope contributing area remain unchanged. The slope gradient for the straight-straight
hillslope was determined by averaging the gradients of all segments in the concave hillslope. The
slope gradients for the convex hillslope were the mirror image of the those used for the concave
case. The shapes of the three hillslopes in plan and section are illustrated in Figure 11.7. This
combination of plan and slope profile (convergent plan with concave slope, and divergent plan
with convex slope) was selected because it represents the most commonly observed hillslope
shapes in humid temperate catchments (Kirkby, 1986). The values of segment width and gradient

for all the three shape scenarios are listed in Table 11.2.

Table 11.2: Attributes for the three hillslope shapes*

Parameter Concave-convergent | Convex-divergent (B)+ | Straight-straight (A)+
O+
Segment length (m) | 12.89 12.89 12.89
Segment widths 118.17, 104.97, 52.18, 65.38, 78.58, 85.18 for all
(m) 91.78, 78.58, 65.38, 91.78,104.97, 118.17 segments
_ 5218
Slope gradients (%) | 35, 30, 25, 20, 15, 10 | 10, 15, 20, 25, 30, 35 22.5 (all segments)

Note: * contributing hillslope areas for all the three hillslopes was the same.
+ identifiers used in Figure 11.8
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Figure 11.7: Hillslope shapes used for runoff response comparisons.
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Subsurface runoff hydrographs from the C horizon of the three hillslope shapes are shown
in Figure 11.8. The development of the saturated layer in the C horizon for the concave-
convergent case and the convex-divergent case is illustrated in Figure 11.9. Figure 11.8 indicates
that convex-divergent hillslopes provide the highest peak runoff and drain quicker compared to
straight-straight and concave-convergent hillslope profiles. Very similar results were observed by
Smith and Hebbert (1983) for their hillslope simulation. The depression in the subsurface runoff
peak for the concave- convergent slope can be attributed to a decrease in hydraulic gradient as the
slope decreases towards the base, and a progressively decreasing soil cross-sectional area that is
available to flush runoff from the saturated layer. This decreasing cross-sectional area is also
instrumental in generating higher saturation depths in the lower hillslope positions of the concave-
convergent slopes compared to convex-divergent slopes. The higher saturation depths at the base
of the concave-convergent slopes results in recession flows that are maintained for a longer period§'
compared to those for the other two hillslope scenarios (Figure 11.8). Though, for small duration
rainfall events, the peak subsurface flow response of concave-convergent hillslopes is much
smaller than that of the convex-divergent hillslope, it is possible that for storms of extended
duration, concave-convergent slopes may create higher total runoff peaks. It is expected that these
high runoff peaks will be primarily associated with generation of saturation overland flow and
return flow (Figure 11.10). Since saturation occurs earlier and is maintained for longer durations
at the base of the concave-convergent hillslopes compared to convex-divergent hillslopes (as
demonstrated by Figure 11.9), it is expected that concave-convergent slopes provide more
favorable conditions for the occurrence of saturation overland flow and return flow. Field
investigations support the hypothesis that concave-convergent slopes provide greater opportunity
for saturation overland flow and return flow (Beven, 1977; Beven and Kirkby, 1979; O’Loughlin,
1981). Using runoff hydrograph results for the two hillslope shapes presented above, it can be
hypothesized that in catchments where convex-divergent hillslopes occupy a major portion of the
hillslope area, one can expect a quicker catchment response to rain events compared to catchments

where concave-convergent hillslopes dominate.

Sensitivity Analysis and Hypotheses Testing 212



runoff (mm/hr)

0 500 1000 1500 2000 2500 3000
time (min)

— straight-straight — concave-covergent
-~ convex-divergent

Figure 11.8: Comparison of runoff hydrographs from different hillslope forms.
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Figure 11.9: Comparison of saturation in the surface layer at the base of the hillslope for cocave-

convergent and convex-divergent hillslope forms.
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Figure 11.10: Schematic illustrating the build up of saturation wedge for long duration events and

the consequent high peak flows associated with saturation overland flow.

In addition to the topographic features described above that influence subsurface flow
response, soil characteristics may also be involved in shaping the subsurface runoff hydrograph.
Field investigations have found that soils in the lower concave region of the slope tend to have a
less permeable B horizon compared to upslope locations or similar locations in convex hillslopes
(Hammermeister et al., 1982; Zaslavsky and Rogowski, 1969). Essentially, this means that the
restricting soil surface moves closer to the surface for lower concave regions in the hillslope (even
though the total soil horizon depth may increase towards the base). In an attempt to investigate

soil horizon influences, simulations were repeated for the two concave-convergent and convex-

Sensitivity Analysis and Hypotheses Testing 215



divergent hillslopes described above but with a variation in the depth to the restricting soil layer
along the slope. A cross section through the slope profile illustrating the soil depths simulated is
shown in Figure 11.11.  For the concave-convergent hillslope, the depth to the restricting soil
layer progressively decreases (slope section A in Figure 11.11), whereas for the convex-divergent
hillslope it progressively increases (slope section B in Figure 11.11). Runoff hydrographs from
these two hillslope scenarios are provided in Figure 11.12. Model results indicate that the runoff
hydrographs shapes are similar to those observed earlier in Figure 11.9. Hydrographs in Figure
11.12 show higher peaks than those in Figure 11.9, but this is attributed to the shallower soil
depths. The shallower soil depths result in less water storage. The intent in this analysis was to
see if the variation in soil depth along the slope exaggerated the difference in hydrograph shapes
between concave-convergent and convex-divergent hillslopes (compared to the shapes observed
where the soil depth for both cases was the same). The model did not simulate any perceptible

change in hydrograph shapes.
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Figure 11.11: Schematic illustrating the decreasing and increasing soil depths used for the

concave and convex hillslope shapes.
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Figure 11.12: Runoff response corresponding to decreasing and increasing soil depths.
11.3 Sediment component
11.3.1 Parameter sensitivity

Site and event data from the Kentucky grass filter study (grass filter five and event two)
were selected as a baseline. For sensitivity analysis procedures, the varying channel density (along
the filter length) in the original data was changed to a constant value of four. Since initial
simulation runs indicated sediment deposition as the major phenomenon, parameters that could
influence sediment deposition were targeted. These parameters included - slope gradient,
Manning’s roughness for vegetation, sediment size distribution, and specific gravity for different
particle size classes. In addition to these parameters, investigations were also performed to
determine how changes in runoff volume along the filter length affected sediment transport and
deposition.

The output chosen to compute relative sensitivity was the percentage of total sediment
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trapped for each event. Each of the parameters was varied +10% of the base values and the
sediment trapping was computed. For sediment size distribution , the percent finer values were
shifted by 10%.

Results from the sediment model sensitivity analysis are provided in Figure 11.13.
Results indicate that the sediment size distribution, or the size of sediment load fractions in each
particle class, and the specific gravity for each particle class had the greatest influence on model
results. Sediment trapping was sensitive to runoff to some extent, but was less sensitive to
Manning’s n. Model responses were insensitive to slope gradient. Sediment deposition in grass
filters has generally been attributed to the loss in transport capacity caused by infiltration losses
and flow velocity reduction (a consequence of increased surface roughness provided by
vegetation). Simulated sediment trapping or deposition in the grass filters was primarily a result of
high infiltration losses. Approximately 90% of the incoming flow was lost to infiltration. With
such high infiltration losses, it is difficult to evaluate the role of surface roughness or slope
gradient in influencing deposition. It is expected that influence of surface roughness will be more
obvious in cases where infiltration losses are less. -

The grass filters used for this investigation had dense fescue vegetation and a thick mat of
litter layer covering the soil surface. There was no previously deposited sediment extending above
the litter layer. Thus, in addition to high infiltration losses, there was virtually no sediment that
could be transported as bedload. Hence, the sediment transport capacity simulated in the model
was primarily sediment that could be transported as suspended load. With this scheme, any
sediment particle that reached the surface of the soil, was assumed to be trapped. In such an
extreme scenario it is very unlikely that influences of parameters such as Manning’s n, slope
gradient, or runoff can be fully evaluated. It is also expected that such conditions may not fully

reveal the influences of flow concentration (discussed in a following section) on sediment

trapping.
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Figure 11.13: Relative sensitivity values corresponding to sediment trapping (%).
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The sediment model included an algorithm that computed sediment enrichment as a result
of sediment deposition. A limited investigation was performed to determine how sediment
enrichment results were influenced by changes in primary particle size fractions (sand, silt, and
clay) composing the sediment. Three cases representing sediment eroded from a silt loam (case 1),
sandy loam (case 2), and silty clay (case 3) soil were investigated. Primarily particle size fractions
composing various particle classes for the three soil texture cases are listed in Table 11.3. The
values for the primary particle size fractions were selected based on the USDA soil textural
triangle. Values for surface areas of each primary particle size class were selected from the
literature and are provided in Table 11.2 (Savabi et al., 1989).

Sediment enrichment results for the three cases are included in Table 11.3. Sediment
enrichment primarily occurs when primary clay fractions in the sediment (which have a high
surface area - e.g., see values listed in Table 11.3) are not deposited. Previous research has
indicated that sandy soils tend to have high enrichment ratios (Foster et al., 1985). This was
because most of the sediment eroded from sandy soils is poorly aggregated, with a major portion
of the clay being in fine sediment size fractions, which rarely get deposited. In contrast, for soil
high in clay, the primary particles are more evenly distributed and a major fraction of the clay gets
deposited when large aggregate sediment particles are deposited (Foster et al., 1985). Model
simulations of enrichment ratios provided in Table 11.3 tend to confirm these observations.
Simulated enrichment ratios are highest for sediment eroded from sandy loam parent soil (case
2)and lowest for the sediment eroded from silty clay soil material (case 3). For all three soil
textures, most of the primary particle fractions in the large and small aggregate class (2.00 - 0.010
mm) are assumed to be trapped since these particle classes are easily deposited within the grass
filters.

Enrichment results presented here are the ratios of specific surface areas of the sediment
entering and exiting the grass filter. The enrichment values could be considerably higher if
comparisons were made between the surface areas of the parent soil material (at the point of
detachment/erosion) and the sediment exiting the grass filter. On the other hand, model
simulations could be overpredicting the enrichment to some extent, since the model does not

simulate the phenomenon of fine fractions being carried into the soil matrix with infiltrating water.
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Table 11.3: Primary particle size fractions in each sediment class.

Aggregate fraction | Casel Case 2 Case 3
class Silt Loam Sandy Loam Silty Clay
(mm)

sand | silt |clay |sand | silt clay | sand |silt | clay

2.00-0.125 0.571 0.3 05 |02 0.6 0.3 01 |01 04 |05

0.125-0.063 | 0.052 0.1 0.7 102 0.2 0.6 0.1 (0.0 05 |05

0.063 - 0.010 | 0.268 0.0 07 |03 0.0 0.8 02 (0.0 05 |05

0.010-0.005 | 0.022 0.0 0.7 |03 0.0 0.8 0.2 |00 05 |05

0.005 - 0.001 | 0.061 0.0 1.0 (0.0 0.0 1.0 00 |0.0 1.0 | 0.0

0.001 - 0.0005 | 0.026 0.0 00 |10 0.0 0.0 1.0 | 0.0 00 |10

Surface area * 0.05 | 4.00 | 20.0
m? g
Enrichment 1.033 1.167 0.8489

Note: * specific surface area the same for all three cases

11.2.2 Sensitivity to choice of segment length

Similar to segment sensitivity analysis performed for the subsurface component, the
influence of choice of segment length on sediment trapping was investigated. Simulations were
again performed using site and event data from grass filter five and event two at Kentucky.
Sediment trapping was determined for four segment lengths - 0.7625 m (6 segments for a total
filter length of 4.575 m), 0.508 m (9 segments), 0.381 m (12 segments), and 0.305 m (15
segments). The results from this analysis are provided in Figure 11.14. From Figure 11.14 it can
be seen that the percentage trapping tends to stabilize for segment lengths 0.381 m and smaller. A
segment length of 0.381 m was thus selected for the model evaluation procedures described earlier

in the Model Evaluation chapter.
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Figure 11.14: Sensitivity of sediment trapping (%) to segment length.

11.3.3 Process investigations

V) Sediment delivery increases with increasing runoff concentration, or sediment trapping

decreases with increasing flow concentration

Field investigations of naturally occurring riparian grass filter strips has revealed that flow
concentration reduces sediment trapping in grass filter strips (Dillaha et al., 1989). This reduction
in trapping is due to increased sediment transport capacity associated with concentrated flow
(Dillaha et al.,1989). Increase in sediment transport capacity for concentrated flow can in turn be
attributed to [a] higher runoff depths and flow velocities in channels compared to uniformly
distributed sheet flow; [b] reduced infiltration losses, as infiltration is limited to channel areas; and
[c] over the long term, greater availability of previously deposited sediment for detachment and

transport as sediment deposition is localized in channel areas.
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Simulations were performed to test the hypothesis that sediment trapping decreased with

increasing flow concentration. Base information on filter size, event and sediment loading was

from filter five and event two. In the model, flow concentration can be simulated by increasing the

number of channels at each segment and by appropriately changing the cross-sectional shape. A

channel density of one for a segment simulates uniformly distributed sheet flow. To simulate

concentrated flow, the number of channels for each segment was increased to 10. Channel shape

(expressed as width to depth ratio) was assumed to be the same for the concentrated flow and

uniformly distributed flow case (though in reality, channels shapes associated with concentrated

flow tend to be more incised ).

The concentrated flow case yielded a sediment trapping of 89.0%, compared to 96.9% for

the uniformly distributed flow case. These results tend to support the hypothesis that sediment

delivery increases with flow concentration. The difference between the two results was less

because other aspects/phenomena that typically accompany flow concentration were not included

in the simulation. These other phenomena include:

Increased runoff for each segment, since infiltration losses are reduced due to flow
concentration. For model simulations it was assumed that infiltration losses and thus
runoff along the filter length was identical for both cases.

Change in channel shape associated with concentrated flow. Typically filters that have
had concentrated flow for some time tend to have more incised channels shapes compared
to filters with uniform flow distribution.

Difference in surface roughness. Flow concentration leads to localized sediment
deposition. Localized deposition may provide sufficient sediment to cover the litter layer
and thus alter the surface roughness within the channel areas. This localized deposition
also causes surface sealing as pores in the channel areas are covered and filled by sediment

particles. This further reduces infiltration losses.
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12 SUMMARY AND CONCLUSIONS

Research was focused on two major areas - [a] field investigations of riparian hillslopes
and [b] development of a riparian hillslope model to simulate hydrologic and sediment transport
processes. There were two major objectives behind the field investigations. The first objective
was to identify the “representative hillslope scale” for investigating and simulating riparian
hillslope processes. The second objective was to characterize and quantify geomorphic features of
riparian slopes that could be used to quantify surface and subsurface flow concentrations on these
hillslopes. The geomorphic features that were targeted for investigation were catchment area,
catchment shape, and drainage channel cross-sectional shape. The alternate hypotheses that were
proposed for each of these features were - [a] catchment area decreases with increasing slope
gradient, [b] catchment shape elongates with increasing slope gradient, and, [c] drainage channel
shape values expressed as width to depth ratios decrease as slope gradient increases.

The objective of the modeling effort was to develop a detailed process-oriented model that
could provide insight into the dynamics of riparian hillslope processes and which could be used to
investigate the influence of site conditions on riparian hillslope responses. Prior to performing
detailed investigations, the model was evaluated using field measured data, and confidence bounds
were established for model predictions.

Field investigations were performed on riparian hillslopes located in the Ridge and Valley
region of Virginia. Field surveys of hillslopes in this region revealed that these hillslopes were
dissected into distinct convergent, divergent, or straight slope segments/units. In profile, these
hillslope segments/units were either concave, straight, or convex. Contributing area sizes and
shapes within each of these hillslope units are deterined by the nature of the
convergence/divergence and convexity/concavity of each such segment. The hydrologic response
at the base of such hillslope segments/units is generated by the sum effect of all the contributing
areas within the segment. Thus, evaluation of the hillslope response by considering a small
portion of the hillslope segment would not be representative of the full segment. Similarly, if the

portion of hillslope under investigation is larger than the size of the hillslope segment/unit,
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topographic features of adjacent slope units/segments influence the hillslope response. If the true
response of a hillslope segment is to be determined (either via field experimentation or model
simulation) and related to its topographic/geomorphic features, investigation should be limited to
the size of the hillslope segment. Hence, it was proposed that the size of such hillslope segments
represents the “representative hillslope scale”.

A detailed field survey was conducted at a 2 m interval to determine catchment area,
catchment shape, and drainage channel shapes at the identified “representative hillslope scale”.
Distributions for catchment area, catchment shape, and drainage channel shapes were extracted
from the topographic data using a digital elevation model (DEM) and a statistical package.
Distributions for each of these parameters were computed for three slope gradient categories - 7 to
15%, 15 to 20%, and greater than 20%.

Distributions of catchment area showed that catchment area decreases with slope gradient.
The data in the three slope categories were significantly different at the 95 % level. Based on this
information, the null hypothesis that catchment area does not decrease with increasing slope
gradient can be rejected. Previous studies have revealed contrasting results regarding drainage
area size. For steep hillslopes where subsurface stormflow was dominant, catchment area was
inversely correlated to slope gradient. For low slope gradients, where overland flow was the
dominant flow mechanism, drainage area size was positively correlated to slope gradient. It is
possible that some of the hillslopes sampled in this field study reflect hillslope forms which lie
somewhere in the middle of the spectrum bounded by the two case studies mentioned above. It is
also possible that determination of catchment areas could have been influenced by the DEM,
model, which can simulate only converging dendritic type channel networks and cannot
realistically represent conditions where channel bifurcation is expected. This analysis provided an
approach that can be used to quantify the distribution of runoff volumes on hillslopes. If accurate
data on the catchment areas are available for a hillslope, distribution of catchment areas could
provide a reasonable approximation of the runoff distribution. Such information can be used
effectively to simulate runoff in hillslope models.

Distributions of catchment shape data across the three slope categories were found to be
significantly different at the 95% level, thus rejecting the null hypothesis. This indicates that

catchment length to area ratio decreases with increasing slope gradient, indicating catchment shape
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elongation with increasing gradient. This means that the average width of contributing areas on
the slope decreases with increasing gradient. At present, modeling approaches simulating flow
concentration on hillslopes require the number of channels at a section as input. Estimating the
number of channels, especially in cases where flow concentrates along topographic depressions
and unincised drainages, is difficult, if not impossible. Use of catchment shape distributions
provides an estimate of flow concentration (surface as well as subsurface) based on the basic
topographic features of the hillslope.

Distributions of drainage channel shape data indicated a decreasing trend in width to depth
ratio with increasing slope gradient. These distributions were found to be significantly different at
the 95 % level, thus rejecting the null hypothesis. Deeper channels or low width to depth ratios for
steeper gradients are attributed to the long-term influences of greater flow concentration and
higher erosion potential of runoff associated with steep slope gradients. Since channel shape
influences the rate of surface and subsurface runoff movement, spatial distribution, and
production, it is imperative that they be considered in hillslope runoff models. This can be
accomplished by including channel shape (width to depth ratio) distributions which vary with
slope gradient.

Modeling efforts were directed towards the development of a hillslope scale, continuous
simulation model. The hillslope scale was the “representative hillslope scale” defined by the size
of the converging/diverging hillslope segments. Model scope was limited to simulating riparian
hillslopes typically observed in the Ridge and Valley region. The riparian hillslope was assumed to
be located downslope of an upland contributing area. Hydrologic and sediment transport
processes that were simulated include rainfall interception, evapotranspiration, infiltration,
infiltration excess and saturation overland flow, vertical drainage, interflow or subsurface
stormflow, return flow, and sediment deposition, detachment, transport, enrichment. These
phenomena were simulated using process-oriented modeling approaches.

Special attention was given to simulating unique riparian phenomena such as subsurface
lateral flow or interflow occurring over different soil horizons and its concentration along
depressions and drainages. Interflow was simulated as a combination of Darcian soil matrix flow
and non-Darcian macropore flow. Preferential macropore flow movement was simulated using a

combination of a stochastic description of the population of macropores within each soil horizon,
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and a description of flow in individual macropores via Manning’s equation. Surface saturation
and consequent generation of variable source areas due to the saturated water layer reaching the
surface within these concentrated interflow drainages were also simulated. Surface runoff
concentration in rills/channels was included. Flow concentration along subsurface and surface
routes was represented in the model by providing a stochastic description of the population of
drainages and surface channels on the hillslope.

Model predictions of interflow, generation of surface saturation (a key component of the
variable source area mechanism), and sediment transport and fate were evaluated by comparisons
with field observations. Evaluation results were expressed with the confidence associated with
model predictions. Interflow, or the subsurface lateral flow component of the model, was
evaluated using detailed quantitative field data from two hillslopes from the Canadian Shield
Basin study and a hillslope catchment from the Melton Branch subwatershed study in Tennessee.
The ability of the model to predict surface saturation was evaluated qualitatively using observed
data from the hillslope catchment of Hachioji Basin study in Japan. The sediment transport
component of the model was tested using detailed quantitative data on sediment trapping in
vegetative grass filters conducted at the University of Kentucky.

The interflow/subsurface lateral flow component was evaluated for total subsurface lateral
flow, peak flow, lag time to peak, and ratio of runoff to rainfall during different times within
events. The response relationship between model predicted runoff totals and rainfall totals
alongwith the 95% confidence bounds was compared to observed runoff totals. For most sites and
events, the model predicted the observed runoff totals at a 95% level of confidence. The model
predictions were not as good for the upper horizon of the Melton Branch watershed. The model
also could not predict lateral runoff from A horizons, which occurred on the Canadian Shield
hillslopes, and which was attributed to runoff over leaf litter. Procedures to simulate runoff over
leaf litter were not included in the model. Observed and predicted peak runoff values and lag
times to peak were regressed, and the slope and intercept of the regression line were compared to
that of the equal value line. Statistical analysis indicated that the regression line parameters (slope
and intercept) were not significantly different from the equal value line parameters for all sites.
For the Melton Branch hillslope, comparison of within event observed and predicted

runoff/rainfall depth ratio probability density functions yielded excellent resuits. Visual
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comparisons of observed and predicted subsurface runoff hydrographs of contributing soil
horizons were also conducted for each event. In general, observed hydrographs tended to be more
flashy and had lower recession periods than predicted hydrographs. For the Canadian hillslopes,
this was attributed to variable seepage through the bedrock, vertical macropore flow bypassing
intermediate horizons, and exposed bedrock conditions that were not simulated by the model.

Qualitative comparisons between observed and predicted surface saturation along the
length of the Hachioji hillslope catchment yielded good results. The model predicted the field
observed hillslope location where surface saturation was initialized. Surface saturation was
attributed primarily to the thinning of soil horizons towards the central lower portions of the
hillslope.

Evaluation of the sediment component using the Kentucky data indicated sediment
deposition as the primary phenomenon. Statistical analysis of the sediment trapping results
revealed that the parameters of the regression line between observed and predicted values were not
significantly different at a 95% level from those of the equal value line. Comparison of observed
and predicted sedigraphs and exiting particle size distribution indicated that the model tended to .
underestimate fine sediment trapping. Experimental studies have indicated that a significant
portion of the fine particles are entrapped in the soil matrix/litter layer as sediment is carried to the
soil surface with infiltrating water. Some fine sediment may also be deposited along with the mass
settling of large sediment particles typically occurring just upslope or in the upper portion of the
grass filter. Most of the fine sediment trapped in this manner cannot be considered discrete
settling. The model simulates particle trapping for all sizes based on discrete settling and thus
does not account for trapping due to other mechanisms.

Sensitivity analysis was performed to reveal sensitive parameters that influenced model
results. This was done by computing relative sensitivity values for selected outputs. For the
subsurface flow component, total subsurface runoff, peak runoff, and lag time to peak runoff were
the selected outputs. Sensitivity analysis results indicated that total porosity, field capacity, and
antecedent soil vmoisture were the parameters which influenced all three outputs. In addition to the
three parameters mentioned, peak runoff rates were sensitive to macropore roughness,
macroporosity, and horizon thickness. Model simulations revealed that a major portion of the

interflow, especially during peak flows, occurred through macropores. Similarly, in addition to
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antecedent moisture, porosity, and field capacity, lag time to peak was sensitive to vertical
saturated conductivity and horizon depth. Sensitivity analysis for the sediment component found
that sediment size distribution (or the fraction in each particle class), specific gravity for each
particle class, and runoff rate were the three parameters that influenced sediment deposition the
most. Simulation results from the Canadian Shield hillslopes and the Melton Branch hillslope
catchment revealed that with a subsurface restricting soil layer, subsurface lateral flow was the
major runoff contributor. Nearly 95% of the total runoff for the Canadian Shield hillslopes was
discharged as interflow at the junction of the B horizon and bedrock. Simulations with the Melton
Branch data demonstrated that as the depth of the unsaturated zone increased, the initiation and
peak of interflow was delayed. Comparisons of soil matrix and macropore flow contributions to
subsurface flow revealed that macropore flow rate was disproportionately higher than soil matrix
flow. The model also simulated the dynamic interaction between soil matrix flow and macropore
flow by simulating proportionately reduced macropore contributions in cases where the lateral soil
matrix conductivity was high. The decrease in saturation depths with increase in macroporosity
and decrease in macropore roughness was also simulated by the model.

Comparisons of concave-convergént and convex-divergent hillslope scenarios revealed
that convex slopes have higher peak flows and shorter recession periods. Simulations also showed
that concave-convergent hillslopes provide more favorable conditions for saturation overland flow
and return flow than convex-divergent hillslopes because of greater saturation depths at the base of
the concave-convergent hillslope. It is possible that for longer duration events saturation overland
flow or return flow initiated at the base of the concave-convergent slopes could yield higher peak
flows than those observed for convex-divergent hillslopes subjected to similar events.

Results from the sediment simulations showed that sediment delivery increased with
increase in flow concentration, and consequently sediment trapping was reduced. The difference
in trapping predicted for the concentrated flow scenario and the uniformly distributed flow
condition was not large because phenomena such as change in channel shape, reduced infiltration,
and decreased surface roughness that typically accompany flow concentration were not included in
the simulation. It is expected that more realistic (compared to the situation above) results will be

obtained if information to simulate these process mechanisms is included.
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In summary, the major conclusions of this research are:

. Riparian hillslopes are dissected into distinct convergent/divergent and convex/concave
hillslope units. Geomorphologic features used to characterize flow concentration on these
hillslope units revealed distinct trends with slope gradient. These results suggest that
hillslope topographic and geomorphologic attributes are not uniform and their variability
should be accounted for when investigating hillslope responses via field experimentation

or models.

. Site conditions such as slope gradient, slope convergence and divergence, slope concavity
and convexity, soil thicknesses and their characteristics, and flow concentration play a
significant role in shaping the hydrologic and sediment phenomena on these hillslopes.
These results underscore the need for site specific evaluation of riparian zones. If riparian
zones are to be utilized as BMPs, a model like the one developed in this research could
provide an initial estimate of their effectiveness (based on hydrologic and sediment

transport response) for a given set of site conditions.

In addition to these major conclusions, some of the salient conclusions regarding riparian hillslope

processes include:

. Interflow is the dominant runoff mechanism on riparian hillslopes. This indicates that the
effectiveness of riparian zones in mitigating pollution will be determined primarily by the
dynamics, pathways, and the rate of water moving as interflow.

. A large fraction of the interflow occurs via macropores. Water moving through
macropores is orders of magnitude quicker than that moving through the soil matrix.
Thus, it is important to have an accurate estimate on the macroporosity.

. Inﬁltraﬁon excess overland flow rarely occurs on riparian hillslopes. Overland flow if any
will generally occur due to saturation overland flow or return flow, typically at the base of
the hillslope. The occurrence of these flow mechanisms is strongly influenced by site

features such as slope gradient, slope shape, upslope contributing area, and soil horizon
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thickness and its characteristics.

. Considering the overall results from the subsurface and sediment components, it is
expected that most of the sediment entering riparian areas will be trapped due to high
infiltration losses. Sediment transport, if it occurs, will primarily be limited to
concentrated flow channels where overland flow is sustained by a combination of

infiltration excess, saturation excess, and /or return flow.
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13 LIMITATIONS OF RESEARCH AND
RECOMMENDATIONS FOR FUTURE WORK

In the scope of this research, a number of simplifying assumptions were made. The
discussion presented below describes some of the assumptions and limitations of this research and
how they can be addressed in future research. Limitations and recommendations associated with

field investigations and modeling studies are discussed separately.

13.1 Field investigations into geomorphologic features of riparian hillslopes

. When investigating the distribution of drainage areas and shapes it was assumed that slope
gradient was the overriding determinant in the formation of drainage features. With this
assumption, drainage features from concave-convergent, convex-divergent, straight-
straight, and other hillslope forms were lumped together to compare them for different
slope gradient categories. It is possible that within a slope category, drainage features may
vary with hillslope form. This variation needs to be investigated.

. The DEM used to delineate drainage features in this research could not simulate diverging
flow networks. This means the DEM could not have realistically represented drainage
features typical of divergent hillslopes. Drainage features for different hillslope forms
should be investigated with a DEM that can accommodate divergent topography.

. The scope of this research involved comparing distributions of drainage features across
slope gradients. Future research should be targeted towards determining if there is a
unique distribution of drainage features (area, shape) associated with a topographic form
(e.g., concave-convergent, convex-divergent) for a fixed slope range within a watershed.
Such information would immensely help in modeling of flow concentration and
distribution on such hillslopes. Also, if the population of drainage features for a given
topographic form follow similar trends, it would help confirm the hypothesis that the size

of such hillslope forms define the “representative hillslope scale”.
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. In the Ridge and Valley region of Virginia, hillslopes were dissected into distinct
convergent or divergent forms. It was hypothesized that the size of such hillslope
segments reflected the “representative hillslope scale”. What happens in regions where
the slopes are flat and the riparian slopes are not dissected into such distinct features (for
e.g., the riparian slope in the Atlantic Coastal Plain)? How doe one determine the
“representative scale” for such slopes? How can flow concentration and distribution on
such hillslopes be quantified? Future research needs to address some of these

fundamental issues.
13.2 Model studies

. The model assumed rainfall/throughfall input to the surface as uniformly distributed. This
is very unlikely in forested conditions where stem flow and canopy drip create localized
saturated areas. These localized saturation patterns further encourage vertical preferential
flow through macropores. Future modeling studies should somehow determine this non- .
uniform rainfall distribution by considering tree and canopy architecture.

. Vertical macropore flow was not simulated in the model. It could be important since it
allows water to bypass intermediate horizons and reach lower horizons.

. The model simulated vertical drainage using the field capacity soil moisture storage
concept. This is a simple concept and appropriate considering the variability and porous
nature of forest soils (conditions which do not support assumptions of more
mathematically sophisticated unsaturated models). The problem with the field capacity
routing is determination of the representative field capacity value for soil horizons. Field
capacity estimates derived from soil cores can not be representative of actual site
conditions.

. In model simulations, perched water tables forming over restricting soil horizons are
assumed transient and are drained quickly. Thus capillary influences associated with
water tables were assumed to be negligible and not simulated. For flat slopes where water
tables are maintained for extended periods, capillary effects associated with the perched

water could influence the vertical drainage. Such a condition could occur at the base of a
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concave-convergent hillslope. This situation could typically occur only for lower
horizons, since upper forest soil horizons are too porous for capillary effects to be
significant. Capillary influences associated with the water table may not allow a layer to
drain to field capacity.

. In model simulations, perched water table losses were assumed to occur to vertical and
lateral matrix flow, and lateral macropore flow. It is expected that in nature, a
considerable amount of perched water is also lost through vertically aligned macropores.

. The model indicated that peak values were sensitive to macropore roughness. This is a
cause of concern because of the high variability associated with this parameter.

. Macropores were assumed to be aligned parallel to the slope of the soil horizon. This may
or may not be true, depending on their origins. Macropores whose origins are root cavities
might run parallel to the surface of the impeding layer.

. Since the model was simulating the “hydrologically active” fraction of macroporosity,
macropores were assumed circular in cross-section and to assumed to flow full. It is
highly unlikely macropores will be circular considering their origins. In addition,
macropores in most cases would be filled with organic debris.

. Due to limited topographic information on the experimental data sets which were used to
evaluate the model, the probability distribution to simulate surface and subsurface
drainage channel shapes was generated by lumping together all drainage channel w/d
values for the hillslope segment. It is expected that channel w/d values will tend to change
along the hillslope length, a consequence of erosion and deposition processes. Thus for an
accurate representation of drainages, separate w/d distributions representing changing w/d
values along the slope should be used. This would require detailed topographic
information. The model has the capability to include variation in channel shape
distributions along the hillslope length.

. To simulate subsurface interflow concentration, the shape (w/d value) of the subsurface
drainageway was assumed to follow the surface profile. In nature, this is generally not the
case. Research indicates that the depth of the colluvium increases towards the center of
the drainageway.

. Surface topography was assumed to define the location of colluvial drainages. This
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assumption precludes the consideration of permeable colluvial seams which may not be
located in depressions.

. For computational simplicity, we assumed that the perched water table surface is
distributed uniformly across the width of the subsurface colluvial drainage channel. Thus,
the surface of the water table was defined by the w/d value of the drainageway. This
assumption may not hold for colluvial drainages that have low width to depth ratios. In
such drainages, subsurface water will concentrate towards the center of the drainageway
and the water table building up over the impeding layer will enter the upper layer, prior to
the lower layer being completely saturated. ‘

. In the model, total surface runoff at a section was partitioned into channels at that section
in proportion to the channel widths. This was done since accurate information on the
distribution of upslope contributing areas was not available. Flow partitioning should be
based on the probability distribution of upslope contributing drainage areas (provided
runoff is generated uniformly in upslope areas).

J Previous research has indicated that other than the phenomenon of subsurface saturated
layer reaching the surface, saturation overland flow may also be generated in conditions
where the capillary fringe associated with a shallow water table is close to the surface.
This is called the “groundwater ridging hypothesis” and is generally assumed to occur
only in near-stream areas. This condition was not simulated in the model. Future
investigations should be conducted to verify the occurrence of such a phenomenon, and
modeling approaches should be developed thereafter.

. The evapotranspiration component of the model was not evaluated in this research. Future
research should attempt to test the validity of this model for longer durations.

. This model was developed for and tested primarily on moderate to steep riparian
hillslopes. Riparian conditions may be very different for flat slopes neighboring streams
in areas such as the Atlantic Coastal Plain where shallow water table influences
predominate. Under these circumstances, “field capacity” is not a fixed variable but is
influenced by the position of the water table. In these situations, the physics of
evapotranspiration losses in the soil will also change, since there will be an upward flux

from the water table to meet upper evapotranspiration losses. Stream influences such as
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bank flooding and stream recharge may also play a larger role. These scenarios need to be
considered to expand the scope of the model.

. In the absence of forest sediment data, the sediment component was primarily evaluated
for deposition on grassed surfaces. Future research should be directed towards
investigating sediment detachment, deposition and transport processes under forest

canopy and the influences of litter layer on this movement.

. The sediment model should be modified to include fine sediment trapping due to
infiltration.
. The model includes suspended load and total load submodels but it is uncertain when one

or the other should be used, especially for grassed surfaces.
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APPENDIX I: FORTRAN PROGRAM FOR CATCHMENT SHAPE

PROGRAM LISTING:

dimension nry(100), nrx(100), nbx(300),nby(300)
dimension xlarat(300), nsubcel(300), nsubid(300)
CHARACTER*S runcde, idisk
character*30 infile, outfile, infil2, infil3,outfil2
write(*,*) 'input the runcode'
read(5,50) runcde

50 format(a5)
idisk = 'al’
infile = '/// runcde //" chn '/ idisk
infil2 = '/'// runcde //' bnd '/ idisk
infil3 = '/'// runcde //" net '// idisk
outfile= '/// runcde // wat // idisk
outfil2="/// runcde //' chk '// idisk
write(*,*) infile
write(*,*) infil2
write(*,*) infil3
OPEN(UNIT=12, FILE=infile)
open(unit=14, file=infil2)
open(unit=1S, file=infil3)
OPEN(UNIT=13, FILE=outfile)
OPEN(UNIT=16, FILE=outfil2)
write (6,*) 'input the number of rows'
read(5,*) nrow
write (6,*) 'input the number of columns'
read(5,*) ncol
read (12,*) nrill, nsub
ncount = 0
do 499 i = 1,nsub
read(12,*) nrilno,nbr,nbrcel,nbrno,nboucel,nsubcel(i)
if (nrilno.eq.0) then
ncount=ncount+1
endif -
if (nrilno.gt.0) then
do 511 kl=1,nbrcel
read(15,*) nrx(kl),nry(kl)

511 continue
stmlen=0.0
do 611 kl=2,nbrcel
stminc = (float(nrx(kl-1)-nrx(kl))* *2+float(nry(kl-1)-nry(kl))
& **2)**(1.12.)
stmlen = stmlen+stminc
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611 continue

[¢]

nrilenx = nrx(nbrcel)

nrileny = nry(nbrcel)

write(*,*) nrileny,nrilenx
read(14,*) (nbx(1),nby(1),I=1,nboucel)
ax1 =0.0

do 521 jk = 1,nrow

do 521 jm = 1,ncol

if (nrilenx.It. nrx(nbrcel-1)) then
ncoorx = nrilenx-(jm-1)

endif

if (nrilenx.eq.nrx(nbrcel-1)) then
ncoorx = nrilenx-(ncol/2)+(jm-1)
endif

if (nrilenx.gt.nrx(nbrcel-1)) then
ncoorx = nrilenx+(jm-1)

endif

if(nrileny.lt.nry(nbrcel-1)) then
ncoory = nrileny -(jk-1)

endif

if(nrileny.eq.nry(nbrcel-1)) then
ncoory = nrileny+(nrow/2)+(jk-1)
endif

if(nrileny.gt.nry(nbrcel-1)) then
ncoory = nrileny+(jk-1)

endif

if ((ncoorx.gt.ncol). or .(ncoory.gt.nrow)) go to 521
if ((ncoorx.lt.0 ). or .(ncoory.lt.0 )) goto 521

do 522 jn = 1,nboucel-1

if ((ncoorx.eq.nbx(jn)). and .(ncoory.eq.nby(jn))) then
axlen=(float(nbx(jn)-nrilenx)**2+float(nby(jn)-nrileny)**2)

& **(1.2)

write (*,8) nrileny,nrilenx, nby(jn), nbx(jn), axlen

format(3x,4(i3,2x),f7.3)
if (axlen.gt.ax]) then

ax| =axlen

jmax = jn

endif

endif -

522 continue
521 continue

if (axl.eq.0) then
nsubid(i)=0

else

nsubid(i)=1

endif

totlen = axl+stmlen

if (nsubcel(i).eq.0) then
xlarat(i) = 0.0
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else
xlarat(i)= (totlen)/float(nsubcel(i))
endif
write(16,8) nrileny, nrilenx, nby(jmax),nbx(jmax), ax!
write(16,7) stmlen, totlen, nsubcel(i), xlarat(i)
7 format(5x,2(2x,£7.3),3x,i5,3x,{7.3)
endif
499 continue
do 225 i=1,nsub-ncount
if (nsubcel(i).gt.1) then
if (nsubid(i).eq.1) then
write(13,*) i, nsubcel(i), xlarat(i)
endif
endif
225 continue
STOP
END
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APPENDIX II: PROBABILITY DISTRIBUTION FUNCTIONS

1) LOGNORMAL DISTRIBUTION

If a population of values follows a Lognormal distribution it essentially means that the
natural logarithms of those values follows a normal distribution. Thus, to compute the probability
associated with values following a lognormal distribution, the normal distribution function
ANORDF provided in IMSL was utilized.

The distribution function of a standard normal (Gaussian) random variable as computed in

ANORDEF is given by

1 7+ .
ox) = — [ e at 1.1
2
where ¢(x)is the distribution function, and x is the argument for which the normal distribution .
function is to be evaluated. The standard normal distribution (for which ANORDF is the
distribution function) has a mean of 0 and a variance of 1. The probability that a normal random

variable with mean xand variance o?is less than y is given by ANORDF evaluated at (y-u)/o.

2) GAMMA DISTRIBUTION
To compute the probability values associated with a population following a Gamma
distribution, the IMSL Gamma distribution function GAMDF was utilized. The distribution

function F of a gamma random variable with a shape parameter a, as computed in GAMDF is

given by

Foo) = T‘%a—) [ et ar 1.2
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where I'()is the gamma function (that is, the integral from 0 to ~of the same integrand as above).
Th above expression determines F(x) using only the shape parameter. Generally, the gamma
distribution is defined with the three parameters - shape (a), scale (b), and location (c). For a
random variable T which has all three parameters, the probability that T<t can be obtained by

setting X=(¢,-c)/b.

3) WEIBULL DISTRIBUTION
Probability values for the Weibull distribution were not determined using IMSL. A

separate FORTRAN program was written. The Weibull distribution function F(x) is given by

F(x) = 1-¢ oy If x>0
. 1.3
0 otherwise

where the terms are as defined earlier.

Since all the three distributions mentioned above are continuous, probability for a discrete
value x does not exist and is equal to zero. But, probability for x between an upper bound m and a
lower bound n can be computed, and is equal to the area of the density function between these two

bounds. This is expressed by

Prob(n < X < m) ='jn' fix) dx = F(m) - F(n) 1.4

where f(x) is the density function for x. Thus, the probability associated with a discrete channel
shape (w/d) value was given by Prob[(w/d-5/2)<w/d<(w/d+8/2)], where dwas the increment in w/d

values.
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APPENDIX III: CANADIAN SHIELD DATA
Source: (Peters, 1994)

Table III.1: Characteristics of orthic humo-ferric podzol (soil type of hillslope 1A)

Horizon Thickness (m) Textural Class

LFH 0.075 -

A, 0.020 sandy loam
A, 0.032 silty sand
B, 0.212 silty sand
By, 0.196 silty sand
BC 0.040 loamy sand
B 0.330 loamy sand

Table II1.2: Characteristics of orthic ferro-humic podzol (soil type of hillslope 2A).

Horizon Thickness (m) Textural class
LFH 0.064 -
Ay 0.023 loam
A, 0.029 loamy sand
Bh, 0.251 sandy loam
Bh, 0.215 sandy loam
B 0.153 silty sand
BC 0.090 silty sand
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Table II1.3: Average soil properties at sites 1 and 2 (+/- standard deviation).

Site Horizon Porosity (%)
1 A, 79.0 (12.5)
B 58.8 (5.8)
2 A, 79.6 (6.9)
B 65.0 (7.3)

Table I11.4: Vertical and lateral saturated conductivities at hillslope sites 1 and 2.

Site Depth (cm) | Vertical x 10%(m/s) | Depth (cm) | Horizontal x 10**(m/s)
1 0-12 2.0 6 20
12-24 0.7 18 2.0
24-36 0.8 30 0.3
2 0-12 2.0 6 2.0
12-24 2.0 18 2.0
24-36 2.0 30 2.0
36-48 0.2 42 2.0
48-60 0.3 54 0.3
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Table I11.5: Trench physical characteristics

Site Trough® Trough depth below Trough distance above
surface (m) bedrock (m)*
1A A, 0.07 0.41
INT 0.37-0.45 0.09
BR 0.40-0.52 0.0
2A A, 0.08" 0.41
INT 0.24-0.57 0.12
BR 0.32-0.65 0.0

Note:

* average value

® small range in horizon thickness
¢ Ae: Organic/Ae horizon; INT: intermediate trough within B horizon; BR: trough at

bedrock

Table II1.6: Characteristics of micro-catchments drained by the hillslope trenches.

Site Drainage area | Average soil depth | Range of soil Bedrock
(m? micro-catchment depth (m) gradient (%)
(m)
1A 397 0.43 0.0-1.00 17
2A 822 0.31 0.0-1.15 18
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Figure II1.2: Event C1 hyetograph.
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Figure I11.3: Event C2 hyetograph.

Appendix |l 262



Event 3
Canadian Shield

=
L
S
E
E
©
o
£
@
S
| 274.02
| 273.97 274.06
f julian day
|

Event II1.4: Event C3 hyetograph.
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Event I11.6: Event C5 hyetograph.
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APPENDIX IV: MELTON BRANCH, TENNESSEE
Source: (Wilson et al., 1993; Luxmoore and Abner, 1987)

Figure IV.1: Dimensions and depths of the subsurface pan collectors installed at the Melton
Branch site (Luxmoore and Abner, 1987).
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Figure IV.5: Rainfall hyetograph for Event 2 (Feb. 13).
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Figure IV.9: Rainfall hyetograph for Event 6 (Mar. 27).
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Figure IV.10: Rainfall hyetograph for Event 7 (Apr. 15).
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APPENDIX V: HACHIOJI CATCHMENT, JAPAN
Source: (Tanaka et al., 1988)

Figure V.1: Soil horizon depth and hydraulic conductivities.

r PF
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Figure V.2: Rainfall hyetograph for Event of Oct 7-9, 1982.
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APPENDIX VI: FORTRAN PROGRAM LISTING AND INPUT FILES

Due to their large size, the program code and the input data files have not been included in
this document. A listing of the fortran program and input data format can be obtained from this
author by sending a request at the following e-mail address: RIVERS@tifton.cpes.peachnet.edu.
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