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ABSTRACT 

The capacity of a cellular system is limited by two different phenomena, namely multipath fading and multiple 
access interference (MAI). A Two Dimensional (2-D) receiver combats both of these by processing the signal 
both in the spatial and temporal domain. An ideal 2-D receiver would perform joint space-time processing, but 
at the price of high computational complexity. In this dissertation we investigate computationally simpler 
technique termed as a Beamformer-Rake. In a Beamformer-Rake, the output of a beamformer is fed into a 
succeeding temporal processor to take advantage of both the beamformer and Rake receiver. Wireless service 
providers throughout the world are working to introduce the third generation (3G) cellular service that will 
provide higher data rates and better spectral efficiency. Wideband CDMA (WCDMA) has been widely accepted 
as one of the air interfaces for 3G. A Beamformer-Rake receiver can be an effective solution to provide the 
receivers enhanced capabilities needed to achieve the required performance of a WCDMA system. This 
dissertation investigates different Beamformer-Rake receiver structures suitable for the WCDMA system and 
compares their performance under different operating conditions. This work develops Beamformer-Rake 
receivers for WCDMA uplink that employ Eigen-Beamforming techniques based on the Maximum Signal to 
Noise Ratio (MSNR) and Maximum Signal to Interference and Noise Ratio (MSINR) criteria. Both the 
structures employ Maximal Ratio Combining (MRC) to exploit temporal diversity.  
 
MSNR based Eigen-Beamforming leads to a Simple Eigenvalue problem (SE). This work investigates several 
algorithms that can be employed to solve the SE and compare the algorithms in terms of their computational 
complexity and their performance. MSINR based Eigen-Beamforming results in a Generalized Eigenvalue 
problem (GE). The dissertation describes several techniques to form the GE and algorithms to solve it. We 
propose a new low-complexity algorithm, termed as the Adaptive Matrix Inversion (AMI), to solve the GE. We 
compare the performance of the AMI to other existing algorithms. Comparison between different techniques to 
form the GE is also compared. The MSINR based beamforming is demonstrated to be superior to the MSNR 
based beamforming in the presence of strong interference.  
 
There are Pilot Symbol Assisted (PSA) beamforming techniques that exploit the Minimum Mean Squared Error 
(MMSE) criterion. We compare the MSINR based Beamformer-Rake with the same that utilizes Direct Matrix 
Inversion (DMI) to perform MMSE based beamforming in terms of Bit Error Rate (BER). In a wireless system 
where the number of co-channel interferers is larger than the number of elements of a practical antenna array, 
we can not perform explicit null-steering. As a result the advantage of beamforming is partially lost. In this 
scenario it is better to attain diversity gain at the cost of spatial aliasing. We demonstrate this with the aid of 
simulation.  
 
Orthogonal Frequency Division Multiplexing (OFDM) is a multi-carrier technique that has recently received 
considerable attention for high speed wireless communication. OFDM has been accepted as the standard for 
Digital Audio Broadcast (DAB) and Digital Video Broadcast (DVB) in Europe. It has also been established as 
one of the modulation formats for the IEEE 802.11a wireless LAN standard. OFDM has emerged as one of the 
primary candidates for the Fourth Generation (4G) wireless communication systems and high speed ad hoc 
wireless networks. We propose a simple pilot symbol assisted frequency domain beamforming technique for 
OFDM receiver and demonstrate the concept of sub-band beamforming. Vector channel models measured with 
the MPRG Viper test-bed is also employed to investigate the performance of the beamforming scheme. 
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Chapter 1 

Introduction 

1.1 Introduction 

A Beamformer-Rake [1] receiver is a concatenation of a beamformer [2] and a Rake receiver [3], [4]. 

This provides a higher degree of freedom since the signal can be processed in both the temporal and 

the spatial domains. The signal processing of the Beamformer-Rake combats against the Multiple 

Access Interference (MAI) and mitigates fading. Wireless service providers throughout the world are 

working to introduce the third generation (3G) [5] cellular service that will provide higher data rates 

and better spectral efficiency. Wideband Code Division Multiple Access (WCDMA) [6], [7], [8], [9], 

[10] has been widely accepted as one of the air interfaces for 3G. A Beamformer-Rake receiver can 

be an effective solution to provide the receivers enhanced capabilities needed to achieve the required 

performance of a WCDMA system. One of the objectives of this research is to develop and study 

different Beamformer-Rake receiver structures that are suitable for WCDMA systems and investigate 

their performance under different operating conditions. The majority of the beamforming techniques 

employed for performing the spatial processing at the Beamformer-Rake receiver in this work are 

based on solving the Eigenvalue Problem [11].  The key objective of this dissertation is to investigate 

different computationally simple algorithms for solving the Eigenvalue problem and at the same time 

propose and develop additional low-complexity innovative techniques. Orthogonal Frequency 

Division Multiplexing (OFDM) [12] is a multi-carrier technique that has recently received 

considerable attention for high speed wireless communication. We propose a simple pilot symbol 

assisted frequency domain beamforming technique for OFDM receivers and investigate its 

performance for different channel conditions.  

 

The dissertation is organized as follows. The rest of this chapter is devoted to relevant literature 

survey. Chapter 2 introduces the fundamental concept of spatial and temporal processing and the idea 

of Beamformer-Rake receivers. Chapter 3 is devoted towards different beamforming criteria that can 

be employed in a CDMA based cellular environment and an OFDM system. Chapter 4 describes the 

physical layer of the WCDMA system as well as the current status of the deployment of 3G systems 

around the world.  
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Chapter 5 presents different adaptive algorithms to solve the Simple Eigenvalue problem (SE) [11] 

resulting from the Maximum Signal to Noise Ratio (MSNR) [13] criterion based beamforming. We 

develop a Beamformer-Rake receiver for the WCDMA system that utilizes MSNR based Eigen-

Beamforming for spatial processing. Simulations results that show the performance of the 

Beamformer-Rake receiver as well as compare the different adaptive algorithms are presented.  

 

The different techniques to perform beamforming based on the Maximum Signal to Interference and 

Noise Ratio (MSINR) [2] criterion in a Code Division Multiple Access (CDMA) system is introduced 

in Chapter 6. This chapter also describes several adaptive algorithms to implement the Eigen-

Beamforming. The Adaptive Matrix Inversion (AMI) method, a new adaptive algorithm to solve the 

Generalized Eigenvalue problem (GE) [11] is proposed. We also develop several Beamformer-Rake 

receivers based on MSINR Eigen-Beamforming for the WCDMA system. Simulation results that 

compare the performance of the different receivers are presented. The performance of the proposed 

AMI method is also compared with other existing algorithms. 

 

Chapter 7 is devoted to the Pilot Symbol Assisted (PSA) [14], [15] Beamformer-Rake receiver. 

Simulation results that compare this receiver with MSINR based Beamformer-Rake receiver are 

presented. This chapter concludes with a discussion on the merits of spatial diversity gain [13]. A 

PSA based frequency domain beamforming technique for the OFDM system is proposed in Chapter 

8. The concept of sub-band beamforming scheme is demonstrated for different multipath propagation 

conditions. We also employ measured vector channels to investigate the performance of this scheme. 

Chapter 9 concludes this dissertation. A brief summary of the contribution and future direction of the 

research is outlined. We point out further developments of the solution to the Eigenvalue problem. A 

list of publications based on the research presented in this dissertation is also provided. 

 

There are three appendices at the end of the report. Appendix A discusses the concept of 

beamforming in a flat fading channel that consists of components with multiple distinct Angle of 

Arrivals [2]. This also discusses the significance (or the lack of it) of beam pattern [2] in such a 

scenario. Appendix B provides block diagram of Beamformer-Rake receivers that employ the control 

channel signals only to compute the weight vectors. Appendix C discusses 2-D receivers based on 

conventional diversity combining [16]. We introduce two different structures for such receivers and 

establish their equivalence with the help of analysis. 

 

 



Chapter 1      Introduction 
 

 3

1.2 Literature Survey 

The term adaptive antenna has been used in the literature since the late 50�s and early 60�s [17], [18], 

[19], [20], [21], [22]. A multitude of different adaptive antenna techniques have been proposed in the 

last four decades or so. In this section we present a literature survey of adaptive antennas. Vector 

channel models [16] are required to investigate the performance of a receiver equipped with adaptive 

antenna processing. Therefore we also provide a literature survey on the topic of vector channels. 

This section concludes with a survey of different aspects of the OFDM [12] system including the 

adaptive antenna array techniques that are suitable for OFDM. 

 

A null-steering beamformer is used to cancel a plane wave coming from a particular direction by 

placing a null at the Angle of Arrival (AOA) of that plane wave in the beam pattern. One of the 

earliest schemes [23] proposed to achieve this by estimating the signal arriving from a known 

direction by steering a conventional beam in the direction of the source and then subtracting the 

output of this from each antenna element. Although this process is very effective in canceling strong 

interference, the scheme becomes unwieldy as the number of interfering signals grows. Therefore null 

steering based on constraints was proposed in [24]. The basic idea is to form a beam with unity gain 

in the direction of the desired user and nulls in the direction of the interferers [24], [25], [26] (see 

Section 2.3.1 for an example of this scheme). This beamformer does not minimize the uncorrelated 

noise at the output of the beamformer. This was achieved in [27]. Null steering schemes towards 

known locations have been also shown to be effective in a transmit beamforming array to minimize 

the interference towards other co-channel mobiles in a cellular system [28].  

 

The null-steering schemes do not maximize the output Signal to Noise Ratio (SNR). A beamformer 

that maximizes the SNR and at the same time tends to minimize the interference was therefore 

proposed by various researchers [29]-[32]. This beamformer termed as the optimal beamformer 

maximizes the Signal to Interference and Noise Ratio (SINR) at the output of the beamformer. The 

optimum beamforming technique can be attributed to [33] whose early work by finding the Maximum 

Likelihood (ML) estimate of the power of the desired signal led to its development. The optimum 

beamformer is often time termed as the Minimum Variance Distortionless Response (MVDR) 

Beamformer. In mobile communications literature, the optimal beamformer is often referred to as the 

optimal combiner. Discussion on the use of the optimal combiner to cancel interferences and to 

improve the performance of mobile communications systems can be found in [34]�[37]. 
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A beamformer that utilizes a reference signal to calculate the weights was proposed in [17]. The 

beamformer utilizes the Wiener solution arising from the Minimum Mean Squared Error (MMSE) 

criterion. Further analysis of this technique can be found in [38], [39], [40], and [32]. This scheme 

was also shown to be effective in acquiring a weak signal in the presence of strong jammers in [41] 

(see an example of this in Section 3.5). The MMSE beamformer was compared to an MVDR 

beamformer in [42]. Similar study in a mobile communication environment based on simulation was 

performed in [43]. The study of reference based beamforming for mobile communications system 

have also been reported in [44]-[47]. 

 

Beam-space processing is a two stage scheme where the first stage takes the array signals as input and 

produces a set of multiple outputs, which are then weighted and combined to produce the array 

output. Since beam-space beamforming is not very closely related to the research work presented in 

this dissertation, only references [39, 48-55] are provided here for interested readers. As the signal 

bandwidth increases and the narrowband assumption no longer holds, a Tapped Delay Line (TDL) 

structure or a lattice structure can be an effective solution. We will just present some pertinent 

references [56-63] here. The application of TDL structure for broadband beamforming in mobile 

communication environment has been reported in [44], [64], [65]. 

 

In a frequency domain beamformer, signals from each element are transformed into the frequency 

domain using the FFT and each frequency bin is processed by a narrow-band processor structure. In a 

way this is similar to the beamforming scheme we propose for the OFDM system in Chapter 8. The 

frequency domain beamformer can be suboptimal if the signals in different frequency bin are 

independent. Trade-offs and comparison with time domain beamforming have been presented in [66]. 

The advantage of the frequency-domain method for bearing estimation is discussed in [67], and the 

advantage for correlated data is considered in [68]. 

 

Estimation of Direction of Arrival (DOA) is one of the major branches of adaptive beamforming. 

Spectral estimation technique is one of the oldest methods for DOA estimation. Bartlett method is 

probably the most elementary method for spectral estimation. This method involves weighting the 

signals from all the antenna elements and finding the average power at different directions. The 

application of the Bartlett method to the mobile communications environment has been investigated 

in [69]. Finding the ML estimate of the direction can improve the resolution of the direction finding 

technique [70] over the Bartlett method. The application of linear prediction [71], Maximum Entropy 

Method (MEM) [72] and Maximum Log-likelihood Method (MLM) [70] has also been investigated.  
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The DOA estimate techniques based on the Eigenstructure methods are to some extent similar in 

principle to the beamforming techniques employed in our research. The basic idea is to utilize the 

structure of the received signal covariance matrix which can be partitioned into two orthogonal 

subspaces corresponding to the directional signal and the noise. The Eigenstructure methods try to 

find an eigenvector that is in the noise subspace and then search for directions for which the steering 

vector is orthogonal to this eigenvector. The Eigenstructure methods have been investigated in details 

in [73-81].  The MUSIC method and its several variations are probably the most investigated of the 

Eigenstructure based DOA estimate techniques. The spectral MUSIC estimates the noise space by 

employing the Eigen-decomposition of the estimated array covariance matrix [82] or the singular 

value decomposition of the data covariance matrix [83]. The application of MUSIC for mobile 

communications has been investigated in [84]. A variation of MUSIC termed as the Root-MUSIC is 

applicable to Uniform Linear Array (ULA) [85] and has better performance compared to the MUSIC. 

There are other variations of the MUSIC like the constrained MUSIC [83] and beam-space MUSIC 

[86], [87]. There have been also investigations of the min-Norm method [88], [89] and the CLOSEST 

method [90].  

 

ESPRIT [91] is a computationally efficient and robust method of DOA estimation that employs two 

identical arrays so that the second element of each pair is displaced by the same distance and in the 

same direction relative to the first element. Different variations of the ESPRIT algorithm can be 

found in [92-99]. The application of ESPIRIT in estimating the DOA at the reverse link of CDMA 

cellular system has been reported in [100]. WSF is another DOA estimation method that has been 

widely investigated [101], [102]. 

 

The optimal beamforming techniques mentioned a little earlier requires the estimate of the inverse 

interference and noise covariance matrix. The Sample Matrix Inversion (SMI) makes a running 

estimate of the matrix and utilizes matrix inversion lemma to get a simple estimate of the inverse. The 

SMI method is well described in [30], [103], and [104]. 

 

The Least Mean Squared (LMS) algorithm [105] is the most computationally simple algorithm to find 

the weight vector that satisfies the MMSE beamforming criterion. Ever since the publication of their 

seminal paper by Windrow et. al [17], the LMS has been the subject of numerous research 

investigations. There are different variations of the LMS algorithm, the unconstrained LMS [106-

112], sign algorithm LMS [113], [114], normalized LMS [115-118] and the constrained LMS [119-
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121] are to name a few.  The LMS algorithm is not a very robust algorithm in a fast fading channel. 

This fact was demonstrated in [122] in the context of spatial equalization. 

 

The convergence of LMS is very slow when the signal covariance matrix (the pertinent matrix in the 

Wiener solution) has a large spread in its Eigenvalue. The recursive Least Square (RLS) algorithm 

[105] avoids this at the cost of higher computational complexity. The details of RLS algorithm and its 

employment in adaptive beamforming can be found in [123-130]. Simulation study has shown the 

RLS algorithm to be superior to the LMS and the SMI algorithms for flat fading under mobile 

communications environment [131].  The capacity gain with an RLS based adaptive array at the 

reverse link of the CDMA system has been reported in [132]. 

 

The Constant Modulus Algorithm (CMA) is a gradient based blind adaptive technique. The CMA is 

widely attributed to [133] and [134]. The main disadvantage of this method is its slow convergence. 

Faster converging CMA namely the Orthogonalized CMA [135] and Least Squares CMA (LSCMA) 

[136], [137] have been proposed in the literature. The development and analysis of CMA is described 

in detail in [138]. 

 

Adaptive beamforming based on the optimal or MSINR criterion can lead to a Generalized 

Eigenvalue problem (GE) [1]. The Generalized Power Method (GPM) [11] is probably the most 

common method to solve the GE. However the high computational complexity of the GPM makes it 

unsuitable for real time implementation. Computationally simple algorithms like the Generalized 

Lagrange Multiplier method (GLM) [139] and the Adaptive Inversion Method [140], [141] have been 

proposed. In Chapter 6 we will derive the AMI method and investigate its performance. 

 

The conventional (MSNR criterion based) beamforming can be implemented by solving for a Simple 

Eigenvalue problem (SE) [142]. The Power method [11] can be used to solve the SE. The Conjugate 

Gradient Method has been proposed to implement the MSNR based beamforming [142-144]. The 

Lagrange multiplier method has also been proposed as a low complexity solution to the SE [145]. The 

power method has been simplified in [146] to reduce the computational complexity. An alternate 

method applying the Lagrange multiplier to solve the GE has been proposed in [147]. A similar 

technique has been proposed in [148] to solve the SE. 

 

A Rake receiver is used in a CDMA system to exploit the multipath diversity. Combining the 

adaptive antenna array with the Rake structure, a Beamformer-Rake receiver was proposed [36], 
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[149]. This receiver utilizes the Code Filtering Approach (CFA) [1] to formulate the GE required to 

perform MSINR based beamforming. The system capacity improvement for this receiver is analyzed 

in [37], [150], and [151]. Kwon et. al, [139] proposed an alternative technique to the CFA to form the 

Generalized Eigenvalue problem. Another alternative to CFA was proposed by [152]. This method 

termed as the Code Gated Algorithm (CGA) employs a combination of high-pass and low-pass filter 

and form the GE with the signals at the output of these filters. A Beamformer-Rake receiver that 

utilizes the LMS algorithm to perform MMSE based beamforming was proposed in [14]. A detailed 

study of this structure for the WCDMA system can be found in [15]. A thorough analysis of a 

Beamformer-Rake receiver that performs optimal and conventional combining in both the spatial and 

temporal domain can be found in [153]. Performance of the receiver at the uplink of a WCDMA 

system is also reported in that study. 

 

It is essential to have vector channel models [16] in order to investigate the performance of a receiver 

equipped with spatio-temporal processing. Vector channel models describe the temporal or spectral 

parameters like power delay profile, Doppler spread as well as spatial parameters like AOA 

distribution, angle spread. Geometrically based vector channel models define a region in space where 

the objects are distributed and the distribution of these objects. The objects are responsible for 

scattering and/or reflection. Typically a multipath signal is viewed as a single bounce from the 

transmitter to the receiver. Therefore these models are often termed as Geometrically Based Single 

Bounce (GBSB) models [154], [155]. Circular channel model [156-159] is a popular model to 

describe the macro-cellular environment. In a circular channel model the transmitter is surrounded by 

local scatterers that are distributed within a circle centered on the transmitter. Typical urban and bad 

urban models are special cases of the circular channel model [160-162]. The elliptical channel model 

[16], [154], [155] is a typical GBSB model to describe the microcellular environment. The objects are 

uniformly distributed within an ellipse and the transmitter and the receiver are located at the foci of 

the ellipse. The maximum delay defines the boundary of the ellipse. The elliptical model provides a 

much greater angle spread than the previously mentioned models. There are other geometrical models 

that can be found in the literature [163], [164].  There is also a separate class of vector channel 

models known as the statistical vector channel model that can be found in the literature [156], [161], 

[165]- [168]. A special statistical channel model based on the Jakes� model [156], [168] can be 

employed to generate the complex coefficient of a resolvable multipath as a summation of a number 

of unresolvable components. This model provides very good control over the angle spread of the 

unresolvable components.    
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The concept of frequency division multiplexing for multi-carrier transmission can be traced back to 

the 60s [169]. The patent for OFDM was issued in the beginning of 1970 [170]. In [171], it was 

demonstrated that the Discrete Fourier Transform (DFT) can be applied for efficient modulation and 

demodulation of an OFDM system. OFDM was studied during the 80s for high speed modems [172]. 

The research on OFDM gained momentum in the 90s. The loss of orthogonality due to Doppler 

spread has been analyzed in [173], [174]. The effects of Inter Carrier Interference (ICI) and Inter 

Symbol Interference (ISI) and techniques to combat these detrimental phenomena have been 

investigated in [175-180]. An adaptive antenna array has been proposed to increase the capacity of an 

OFDM based system [181], [182]. Co-channel interference (CCI) cancellation with the aid of an 

MMSE based adaptive antenna array has been demonstrated in [183].  Combined diversity and 

beamforming have been shown to be effective to combat ICI and CCI in a slow varying channel 

[184]. Time domain beamforming for an OFDM receiver based on LMS driven MMSE beamforming 

has been proposed in [185]. MMSE based adaptive antenna has also been proposed [186] to suppress 

the delayed signal and Doppler shifted signal. The concept of sub-band beamforming for OFDM 

system has been put forward independently by [187] and [188]. 

 



 

 

Chapter 2 

Fundamental Concepts of Space Time Processing 

2.1 Introduction 

The capacity of a cellular system is limited by two different phenomena, namely multipath fading and 

multiple access interference (MAI). A Two Dimensional (2-D) receiver [1], [15] combats both of 

these by processing the signal both in the spatial and temporal domain. An ideal 2-D receiver would 

perform joint space-time processing. But this will provide optimum performance at the cost of high 

computational complexity. In this chapter we will introduce the idea of a computationally simpler 

technique termed as a Concatenated Space Time Processor (CSTP) [13].  

 

Adaptive antenna arrays can be used to combat either fading or MAI with the employment of spatial 

processing only. Since the users of a cellular system transmit from different spatial locations, the 

received signal from each user has a unique spatial signature associated with it. Adaptive antenna 

arrays [2] can exploit this spatial property of the signal to reduce the MAI by performing 

beamforming. The beamformer may be a very practical solution to improve the performance of a 

Code Division Multiple Access (CDMA) system which is designed to operate in co-channel 

interference. The capacity of a CDMA system can be effectively increased with a small reduction in 

the co-channel interference levels. This is a marked contrast from Time Division Multiple Access 

(TDMA) systems which do not benefit as much from a small reduction in interference [138]. 

Adaptive antenna array can also attain diversity gain [16] if the received signals at the different 

antenna elements are relatively uncorrelated. The spatial diversity gain can help mitigate multipath 

fading. The opportunity to employ temporal diversity processing is an inherent advantage of a CDMA 

system. In a CDMA system, Rake [3] receivers are used to combat the fading by processing the 

different time resolvable copies of the received signal in the temporal domain. The CSTP cascades an 

antenna array with a Rake receiver to take advantage of both the antenna array and a Rake receiver. In 

a CSTP the output of a spatial processor is fed into a succeeding temporal processor or it can be the 

other way around [15]. 

 

In this chapter we will discuss a special class of CSTP popularly known as a Beamformer-Rake [1]. A 

Beamformer-Rake is a concatenation of a beamformer with a temporal Rake. We will employ this 



Chapter 2      Fundamental Concepts of Space Time Processing 

 10

structure in most of the cases throughout this report. In Appendix C we will briefly discuss 2-D 

diversity combiner which is a concatenation of a conventional spatial diversity combiner [16] with a 

Rake structure. This chapter begins with a discussion on antenna arrays and the fundamental concepts 

of beamforming. The description of temporal processing in the form of Rake receiver comes next. We 

conclude with a discussion on Beamformer-Rake and the potential of performance improvement with 

the application of such receiver. 

 

2.2 Antenna Array 

An antenna array consists of a set of antenna elements that are spatially distributed at known locations 

with reference to a common fixed point [189], [190].The antenna elements can be arranged in various 

geometries. Some of the popular geometrical configurations are Linear, Circular and Planar. In a 

linear array, the centers of the elements of the array are aligned along a straight line. In case of a 

circular array, the centers of the elements lie on a circle. For a planar array configuration, the centers 

of the array lie on a single plane. Both the linear and circular array are obviously special cases of the 

planar array.  

 

The radiation pattern of an array is determined by the radiation pattern of the individual elements, 

their orientation and relative positions in space, and the amplitude and the phase of the feeding 

current [189]. If each element of the array is an isotropic point source, the radiation pattern of the 

array will depend solely on the geometry and feeding current of the array. In that case the radiation 

pattern is commonly known as the array factor. If each of the elements of the array is similar but non-

isotropic, by the principle of pattern multiplication [2], the radiation pattern can be computed as a 

product of the array factor and the individual element pattern [191]. 

 

2.2.1 Uniform Linear Array 

If the spacing between the elements of a linear array is equal, it is known as Uniform Linear Array 

(ULA). Figure 2.1 shows an N element ULA. The spacing between the array elements is d and a plane 

wave arrives at the array from a direction q off the array broadside. The array broadside is 

perpendicular to the line containing the center of the elements. The angle q  measured clockwise from 

the array broadside is called Direction of Arrival (DOA) or the Angle of Arrival (AOA) of the 

received signal. 
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Figure 2.1: Plane wave incident on a ULA with an AOA of qqqq 

The received signal at the first element can be written as [189] 

{ }1 1( ) ( )cos 2 ( )cx t A t f t tπ γ β= + +! ,                  (2.1) 

where, 

1( )A t  is the amplitude of the signal 

cf  is the carrier frequency 

( )tγ  is the information 

β  is the random phase 

Note that the complex envelope of the signal at the first element is given by 

{ }( )
1 1( ) ( ) j tx t A t e γ β+=                     (2.2) 

 

Let us assume that the signals originate far away from the array and the plane wave associated with 

the signal advances through a non-dispersive medium that only introduces propagation delay. Under 

these circumstances, the signal at any other element can be represented by a time advanced or time-

delayed version of the signal at the first element. Referring to Figure 2.1, the wave front impinging on 

the first element travels an additional sind θ  distance to arrive at the second element. The time delay 

due to this additional propagation distance is given by 
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sind
c
θτ = ,                     (2.3) 

where c is the velocity of light. 

So the received signal at the second element is given by 

{ }
2 1

1

( ) ( )
( )cos 2 ( ) ( )c

x t x t
A t f t t

τ
τ π τ γ τ β

= −
= − − + − +

! !
                 (2.4) 

If the carrier frequency cf  is large compared to the bandwidth of the impinging signal, the signal may 

be treated as quasi-static during time intervals of order τ  and we can write 

{ }2 ( ) ( )cos 2 2 ( )c cx t A t f t f tπ π τ γ β= − + +!                  (2.5) 

Thus the complex envelope of the signal at the second antenna can be written as 

{ }

{ }

2 ( )
2

2
1

( ) ( )

( )

c

c

j f t

j f

x t A t e

x t e

π τ γ β

π τ

− + +

−

=

=
                   (2.6) 

It is thus evident from Equation 2.6 that the time delay of the signal can now be represented by a 

phase shift. From Equations 2.3 and 2.6, we can write 

sin2

2 1

2 sin

1

( ) ( )

( )

c
dj f

c

dj

x t x t e

x t e

θπ

π θ
λ

 − 
 

 −  
 

=

=

                    (2.7) 

Therefore the complex envelope of the received signal at the i th (i = 1, 2,�, N) element can be 

expressed as  

2 ( 1)sin

1( ) ( )
dj i

ix t x t e
π θ
λ

 − − 
 =                    (2.8) 

Let us define a column vector whose each element contains the received signal at the corresponding 

array element. Therefore the received signal vector is defined as 

[ ]1 2( ) ( ) ( ) ... ( ) T
Nx t x t x t x t= ,                  (2.9) 

where T represents transpose. 

We can also define 

2 sin 2 ( 1)sin
( ) 1 ...

Td dj j N
a e e

π θ π θ
λ λθ

   − − −   
   

 
=  
  

               (2.10) 
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( )a θ  is known as the array response vector or the steering vector of an ULA. The array response 

vector is a function of the AOA, individual element response, the array geometry and the signal 

frequency. We will assume that for the range of operating carrier frequency, the array response vector 

does not change. Since we have already fixed the geometry (Uniform Linear Array) and the 

individual element response (identical isotropic elements), the array response vector is a function of 

the AOA only. The received signal vector can now be written in a compact vector form as 

( ) ( ) ( )x t a x tθ=                    (2.11) 

 

We would like to point out that so far we have assumed that the bandwidth of the impinging signal is 

much smaller than the reciprocal of the propagation time across the array. This assumption, 

commonly known as the narrowband assumption [2] for the signal, made it possible to represent the 

propagation delay within the elements of the array by phase shifts in the signal. Although the 

narrowband model is exact for sinusoidal signals, this is usually a good approximation for a situation 

where the bandwidth of the signal is very small compared to the inverse of the propagation time 

across the array. Any deviation from the narrowband model is detrimental to the performance of a 

narrowband beamformer usually manifesting as a limit in the ability to null interferers [138]. In such 

a scenario, a wideband beamformer [2], [189] must be used (see section 1.2 for more references). 

Throughout this research we will assume that the WCDMA signal satisfies the narrowband 

assumption. We provide with a justification next. 

 

The delay the wave front experiences to propagate from the first element to the Nth element is given 

by 

max
( 1) sinN d

c
θτ −=                                (2.12) 

If the spacing between the elements is half the carrier wavelength, 

( )max

( 1)
2 ; max sin 1

( 1)
2 ( 1)

2
c

c

N

c
cN
f N

c f

λ

τ θ
−

= =

−
−= =

                (2.13) 

If there are 4 elements and the carrier frequency is 2 GHz, max 6

3
2 2000 10

τ =
× ×

 seconds. 
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So for the WCDMA signal which has a bandwidth of 5 MHz, the ratio of the reciprocal of the 

maximum delay and the signal bandwidth is given by 
6

max 6

3 5 10
2 2000 10
0.0037

χ × ×=
× ×

=
 

Therefore the narrowband assumption holds for WCDMA signal. 

 

2.3 Beamformer 

Beamforming is the most common spatial processing technique that an antenna array can utilize.  In a 

cellular system, the desired and the interfering signals originate from different spatial locations. This 

spatial separation is exploited by a beamformer which can be regarded as a spatial filter separating the 

desired signal from the interference. The signals from different antenna elements are weighted and 

summed to �optimize� the quality of the signal. Figure 2.2 illustrates the idea of a narrowband [2], 

[189] beamformer. With the proper selection of beamforming criterion, it is possible to point the 

beam towards the direction of the desired user and/or place nulls in the direction of the interferers. 

 

If we have K total signals with distinct Angle of Arrival (AOA) impinging on an antenna array 

consisting of N elements, the received signal vector can be written as 

1
( ) ( ) ( ) ( )

K

i i
i

x t s t a n tθ
=

= +∑ ,                (2.14) 

where ( )is t is the ith signal with an AOA of iθ , ( )ia θ is the 1N ×  antenna response vector for the 

AOA of iθ  and ( )n t is the thermal noise vector. The output of the antenna array is given by  

( ) ( ) ( )Hy t w t x t=                 (2.15) 

Here [ ]1 2 ... T
Nw w w w=  is the 1N ×  weight vector and H denotes Hermitian transpose. The 

weight vector is chosen to optimize some beamforming criterion. Popular adaptive beamforming 

techniques include Minimum Mean Square Error (MMSE) [2], Maximum Signal to Interference and 

Noise Ratio (MSINR) [2], Maximum Signal to Noise Ratio (MSNR) [192], Constant Modulus 

(CMA) [138], Maximum Likelihood (ML) [2], etc. We will discuss some of these beamforming 

criteria in Chapter 3. 
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1( )x t *
1 ( )w t

2 ( )x t *
2 ( )w t

Beamformer output
( ) ( ) ( )Hy t w t x t=

1

( ) ( ) ( ) ( )
K

i i
i

x t s t a n tθ
=

= +∑

( )Nx t * ( )Nw t

1( )x t *
1 ( )w t

2 ( )x t *
2 ( )w t

Beamformer output
( ) ( ) ( )Hy t w t x t=

1

( ) ( ) ( ) ( )
K

i i
i

x t s t a n tθ
=

= +∑

( )Nx t * ( )Nw t
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Figure 2.2a:  Beamformer principle Figure 2.2b: Typical array gain pattern 

 

2.3.1 Example of a Simple Beamforming (Null-Steering) with ULA 

We will use a very simple example to demonstrate the principle of beamforming. Let us assume that 

the desired users signal is coming from the broadside of the ULA so that its AOA is 00. Let us also 

assume that there is an interfering signal being received with an AOA of 450.  The array response 

vector for the desired user is given by 

1
(0)

1desireda a
 

= =  
 

.                (2.16) 

Similarly, the array response vector of the interferer is given by 

1int 2 sin
2 4 2

1 1 1
0.6057 0.79574 jja a

jee
πππ

π
  −− ×  
 

          = = = =   − −        
             (2.17) 

 

A beamformer will try to increase the gain in the direction of the desired user and at the same time 

will try to minimize the gain in the direction of the interferer. So an ideal weight vector will satisfy 

the following criterion: 

int

1

0

H
desired

H

w a

w a

=

=
                (2.18) 

We can solve Equation 2.18 to get 

0.5 0.2478
0.5 0.2478

j
w

j
− 

=  + 
. 
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The beamformer response (analogous to frequency response of an FIR filter) to a particular AOA q  is 

given by 

( ) ( )Hg w aθ θ=                 (2.19) 

The beam pattern is defined as the magnitude of ( )g θ , i.e. 

( ) ( )G gθ θ=                 (2.20) 

The beam pattern which describes the array gain versus AOA for a particular weight vector is in 

many ways analogous to the magnitude response of an FIR filter. The beam pattern for the above 

example is illustrated in Figure 2.3. As we can clearly observe, the beamformer has unity gain for the 

desired user and a null at the direction of the interferer. Since the beamformer can place nulls in the 

direction of the interfering user, it is often time referred to as null steering beamformer (see section 

1.2) in the literature. Note that this elementary beamforming will work only if the total number of 

discrete signals is equal to or less than the number of elements. In fact a beamformer with N  

elements can steer 1N −  nulls which makes it unsuitable for a CDMA cellular environment. When 

the number of incident signals exceeds the number of antenna elements, the array is called 

overloaded. However the processing gain of the CDMA receiver is a big ally against the overloading 

of an array and spatial diversity gain can improve the performance the antenna array.  

 

We can also make the following observations from the simple beamforming example 

•  Even though we have placed a null at the direction of the interferer, the antenna gain is not 

maximized at the direction of the desired user. So we can employ more refined 

beamforming criterion. We will discuss some of these beamforming criteria in the next 

chapter. 

•  We have implicitly assumed that we have apriori knowledge of the array response vectors 

corresponding to different users. In an urban cellular environment, each resolvable 

multipath may be comprised of several unresolved components coming from significantly 

different angles. In such case, it is not possible to associate a discrete AOA with a signal 

impinging the antenna array and the knowledge of the array response vector may not be 

very reliable. It is also necessary to estimate the AOA to find the array response vector. But 

one of the key assumptions all high resolution AOA estimation techniques require is that 

the number of signal wave fronts including co-channel interference signals must be less 

than the number of elements in the array. This is not a very realistic scenario for a 
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commercial CDMA system.  Eigen-Beamforming techniques, discussed in the latter 

sections, can be an effective solution since they do not need apriori knowledge of the array 

response vectors, i.e. there is no need to explicitly estimate the AOAs. 

We have used the beam pattern to illustrate the working principle of the elementary null-steering 

beamformer. However one should not put too much importance on the beam pattern as it only 

describes the magnitude response of the beamformer and does not provide any information of the 

phase. The weight vector is intended to satisfy a particular beamforming criterion. A MSINR weight 

vector for example, will maximize the output SINR and the beam pattern may not show a high gain at 

the AOA of the desired user or a null at the AOA of the interferer. This is especially true in a 

multipath environment when the array response vector is replaced by the composite channel vector 

(see Appendix A for more details) 
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Figure 2.3: Beam pattern for the elementary beamformer. The AOA of the desired user is 00 and the 
AOA of the interferer is 450. 

 

2.4 Array Ambiguity  

Let us consider the array response vector of a ULA given by Equation 2.10. It is obvious that any two 

AOAs 1θ  and 2θ  related as 2 1θ π θ= −  will have the same array response vector i.e. 1 2( ) ( )a aθ θ= . 

As a result it is impossible for a ULA to distinguish between the desired signal coming from the 

direction 1θ  and an interfering signal coming from the direction 2θ . This ambiguity makes it 
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impossible to place a null in the direction of the interferer without nulling the desired signal itself. 

Any linear array suffers from this ambiguity although the relation between the ambiguous AOAs 

depends on the inter-element spacing. This ambiguity can be avoided if sectorization [3] is employed 

and/or the individual elements are not isotropic. Throughout this report we will assume that the 

cellular system employs a 3 sector per cell arrangement which is a valid assumption for WCDMA 

systems. 

 

2.5 Spatial Sampling Theorem 

Theorems applied to the FIR filter in the time domain may sometimes also be applied to an ULA in 

the spatial domain because of the analogous relation between an FIR filter and an ULA [189]. In the 

time/frequency domain, the Nyquist sampling theorem [4] states that for a bandlimited signal with 

highest frequency f , the signal is uniquely determined by its discrete time samples if the sampling 

rate is equal to or greater than 2f. If the sampling rate is less than 2f, there will be aliasing. Similarly 

to avoid spatial aliasing, the beamformer must satisfy the following criterion [138], [189] 

2
d λ≤ .                    (2.21) 

This is known as the Nyquist sampling theorem in the spatial domain. Therefore to perform 

beamforming without spatial aliasing, the element spacing of the array must be less than or equal to 

half of the carrier wavelength. (Note that the ambiguity resulting from the spatial aliasing is different 

from the ambiguity we mention in section 2.4.) However the element spacing cannot be made 

arbitrarily small because of mutual coupling effects between elements. As a result, in a practical 

beamformer, the antenna elements are spaced close to half wavelength so that the spatial aliasing is 

avoided and the mutual coupling effect is minimized as well. For the beamformers employed in this 

report, we assume that the element spacing of the ULA is at half of the carrier wavelength unless 

explicitly mentioned otherwise.  

 

2.6 Spatial Diversity Gain 

The adaptive antenna array can achieve spatial diversity and mitigate multipath fading. This is in 

addition to the interference cancellation attained from steering beams towards the desired user and/or 

steering nulls in the direction of interferers. The signal envelopes observed across the elements of an 

antenna array should have very little cross-correlation in order to achieve diversity gain. As a result, if 

the signal at one of the elements is going through a deep fade, it is highly unlikely that the signals at 
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the other elements are encountering that at the same time. So there is nearly always good signal 

reception on one of the antenna elements. Therefore combining the signals from various elements will 

increase the SNR and the fidelity of the received signal. This gain in SNR is termed as the spatial 

diversity gain. The spatial diversity gain depends mainly on two factors [16]. They are cross-

correlation of the fading envelopes across the elements of the array and the mean power level of the 

signal. The lower the cross-correlation the lower the chances of the signals across various elements 

encountering simultaneous fades and therefore higher the diversity gain is. If the mean power level of 

the signals at the different elements is not equal, the element at higher power will dominate the 

combined output. It will be difficult to improve the SNR when the stronger branch is going through a 

deep fade. As a result the diversity gain is higher when the signals are received with equal mean 

power level on various antenna elements. 

   

Ideally, a diversity combiner would need zero cross-correlation between signals across elements. The 

elements may be required to be separated by distance that is on the order of several carrier 

wavelengths to ensure low cross-correlation between signals across elements. Therefore the elements 

of a diversity combiner are not usually �Nyquist-spaced�. The spacing between the elements depends 

on the angle spread of the channel. The higher the angle spread, smaller the element spacing can be. 

So there is an obvious trade-off between the diversity gain and spatial aliasing while deciding on the 

inter-element spacing of an adaptive antenna array. We will discuss attaining spatial diversity gain at 

the cost of spatial aliasing in Chapter 7. 

 

2.7 Temporal Processing: Rake Receiver for CDMA 

In a frequency selective channel, there are multiple replicas (that are resolvable in time) of the 

transmitted signal at the receiver, traversing different multipath. These multiple copies can be 

combined to improve the signal to noise ratio (SNR) at the receiver. Since the signals are coming 

from different paths, they encounter independent fading. This means that if one of the paths is 

undergoing a deep fade, it is very unlikely that the signals from the other paths are also encountering 

fading. As a result the receiver still has a good chance to attain acceptable fidelity. In a CDMA 

system the receiver can employ multiple correlators to separate the multiple copies of the signal and 

mitigate fading. This receiver, commonly known as a Rake receiver [3], has been extensively 

employed by the second generation CDMA based cellular systems like the IS-95. Temporal 

processing by the Rake receiver lets the CDMA system exploit multipath diversity and makes it 

inherently resistant to fading. There are different techniques that can be applied to combine the output 
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of the correlators. If the combining weights are matched to the discrete channel gain coefficients 

corresponding to the respective multipath components, it is called Maximal Ratio Combining (MRC). 

MRC is a coherent combining scheme. For non-coherent combining, all the weights can be set equal 

and this is termed as Equal Gain Combining (EGC).  Both the MRC and the EGC are intended to 

improve SNR. However it is also possible to set the combining weights such that SINR instead of 

SNR is maximized. 
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  Figure 2.4: Rake receiver 
 

2.8 Beamformer-Rake Receiver 

A Beamformer-Rake [1] cascades a beamformer with Rake reception to process the signal both in the 

spatial and the temporal domain. For each finger of the temporal Rake processor, there is a 

beamformer to improve the fidelity of the signal of that particular branch. Figure 2.5 illustrates the 

structure and operating principle of a Beamformer-Rake. At the front end of the receiver is an antenna 

array. The signals from the array are fed into a set of spatial combiners that perform beamforming for 

different multipath and each weight vector accentuates the signal from a particular multipath 

component of the desired user. A temporal combiner follows the spatial combiner where the 

contribution from different multipath (from their corresponding spatial combiner) is combined to 

exploit the multipath diversity. 
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Figure 2.5a:  Beamformer-Rake structure Figure 2.5b:  Different weight vector accentuates 
different multipath component of the desired user 
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Let us present an example of the performance dividends of a Beamformer-Rake receiver compared to 

a correlation receiver equipped with spatial processing only and a conventional Rake receiver that is 

equipped with temporal processing only. MSINR beamforming criterion is exploited in all the spatial 

processing whereas MRC is employed in the temporal domain combining. (We will discuss MSINR 

based beamforming in chapter 3. It is sufficient to know at this point that MSINR beamforming takes 

the interferers into account to evaluate the weight vectors.) We will not overly emphasize the 

simulation environment at this point. We will encounter the same scenario in the latter chapters and 

will describe the simulation scenario in detail. There are 6 users uniformly distributed within a sector 

of [-600  600]. In the case of the uniform user distribution all the users are operating at the same 

average received power level whereas for the non-uniform user distribution, the interferer closest to 

the desired user operates at a higher received power level. This particular user with higher data rate 

has a lower spreading factor (which is 4 as opposed to 32 for rest of the users) compared to the other 

5 users. It also has two data channels while the other users have one data channels only. The 

multipath propagation condition is described by the vehicular channel (see Chapter 7) which 

represents a channel with small angle spread and several relatively strong multipath components. In 

the Bit Error Rate (BER) vs. Eb/N0 curves of Figure 2.6, solid lines represent the case where the user 

distribution is uniform. We can see that temporal processing offers similar benefit compared to the 

spatial processing. This is because even though the rake receiver experiences signal degradation from 

MAI, there are several strong multipath components to provide temporal diversity. For the simple 

correlation receiver, the spatial processing reduces the MAI significantly even if there is no temporal 

diversity to be gained. A Beamformer-Rake receiver still outperforms both of them since the temporal 

processor of the 2-D receiver experiences less interference than the simple Rake Receiver.  

 

Now let us consider the case where one of interferers is operating at a higher data rate and therefore 

higher power level. This is known as the near-far problem [9]. Referring to Figure 2.6, we see that 

there is very little degradation in the performance of the spatial processor. Since the beamformer 

employs the MSINR criterion, it takes the effect of the interference into account. As a result it steers 

beam towards the desired user and at the same time ensures that the strong interferer is nulled 

somewhat. However the near-far effect from the strong interferer affects the Rake receiver severely 

and we see drastic degradation in the performance of the temporal processor. The Beamformer-Rake 

receiver does not suffer any significant performance degradation because the spatial processing 

shields the temporal processor from the near-far problem.  
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Figure 2.6: Performance comparison among various receivers under different user distribution 

  

 

The previous example illustrates the performance improvement that can be achieved with the 

application of a Beamformer-Rake which enjoys the collective benefit of the temporal and spatial 

processing and none of their individual weaknesses.  In the subsequent chapters we will investigate a 

variety of Beamformer-Rake receivers and demonstrate their performance under different operating 

conditions.



 

 

Chapter 3 

Beamforming Criteria 

3.1 Introduction 

In this chapter we describe different techniques that can be applied for beamforming in a CDMA 

based cellular environment and an OFDM system. The three beamforming criteria discussed in this 

chapter are the Maximum Signal to Noise Ratio (MSNR), the Maximum signal to Interference and 

Noise Ratio (MSINR) and the Minimum Mean Square Error (MMSE). The chapter starts with the 

formulation of the MSNR solution as a Simple Eigenvalue problem (SE). We then go on to discuss 

the MSINR beamforming criterion and formulate that as a Generalized Eigenvalue problem (GE). 

The MMSE based beamforming comes next. We end the chapter with a comparison between MSINR 

and MMSE beamforming for a simple scenario and a discussion on the estimation of second order 

statistics for beamforming.   

 

3.2 MSNR Beamforming 

The MSNR beamforming criterion as the name suggests is intended to maximize the Signal to Noise 

Ratio (SNR) at the output of the beamformer. In the literature, it is often termed as the conventional 

beamformer (see section 1.2 for detail references). The weight vector that maximizes the SNR is the 

principal eigenvector of the covariance matrix of the desired signal. If the interference and noise is 

spatially white, this is the optimum beamforming. 

 

3.2.1 Maximizing the Signal to Noise Ratio 

Let us consider the case of maximizing the Signal to Noise Ratio (SNR) of the desired signal in white 

noise. . The received signal can be written as 

x s n= + .                      (3.1) 

Here s   and n  are  the 1N ×  desired signal vector and complex additive Gaussian noise vector 

respectively with N being the number of antenna elements. The noise is zero mean and the covariance 

is given by 
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2( ) ( )H
n Nnn

R E n t n t Iσ = =  ,                   (3.2) 

where 2
nσ  is the noise variance. Equation 3.2 implies that the noise is spatially white. Let us for the 

time being further assume that the noise is temporally white also so that 

2
1 2 1 2( ) ( ) ( )H

n NE n t n t I t tσ δ  = −                    (3.3)  

Now the power of the desired signal at the output of the beamformer, assuming that the signal is a 

zero mean stationary process, is given by 

( )
( )

( )

2H
s

H H

H H

P E w s

E w s s w

w E s s w

=

=

=

 

H
s ss

P w R w⇒ =                    (3.4) 

Here ( )H
ss

R E s s=  is the covariance matrix of the desired signal vector s  and w  is the 1N ×  

antenna weight vector. 

Similarly, the power of the noise at the output of the beamformer is 

( )2

2

H
n

H
nn
H

n

P E w n

w R w

w wσ

=

=

=

                    (3.5) 

Therefore the SNR at the beamformer output is given by 

2

H
ss
H

n

w R w
SNR

w wσ
=                     (3.6) 

To find the optimum weight vector that maximizes the SNR, we take the derivative of the right hand 

side of Equation 3.6 with respect to Hw  and set it equal to a null vector. Therefore we get, 

( ) ( )
( )2 0

H H
ss ss

H

w w R w w R w w

w w

−
=  

H
ss

Hss

w R w
R w w

w w

 
⇒ =  

  
                    (3.7) 
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The value of 
H

ss
H

w R w
w w

 is bounded by the minimum and the maximum eigenvalue of the symmetric 

matrix 
ss

R [2], the maximum eigenvalue maxλ satisfying  

maxss
R w wλ=                      (3.8) 

is the maximum value of the SNR. The eigenvector MSNRw  corresponding to maxλ is the optimum 

weight vector that maximizes the SNR at the output of the antenna array. 

So, the MSNR solution for the optimum weight vector is given by the principal eigenvector (the 

eigenvector corresponding to the maximum eigenvalue) of the following Simple Eigenvalue problem 

(SE): 

MSNR MSNRss
R w wλ= .                    (3.9) 

This type of MSNR based beamforming is often known as Eigen-Beamforming for obvious reason.  

 

If we could assign a single AOA dθ  to the desired signal, the desired signal vector can be written as 

( ) ( ) ( )ds k d k a θ= ,                  (3.10) 

where d  is the desired symbol, k is the sample index and ( )da θ  is the array response vector for an 

AOA of  dθ . So we can write  

( )2 ( ) ( )H
d dss

R E d a aθ θ= .                 (3.11) 

So from Equation 3.8, we can write 

( )2
max( ) ( )H

d d MSNR MSNRE d a a w wθ θ λ=                (3.12) 

By defining 
( )2

max

( )H
d MSNRE d a wθ

ζ
λ

= , the MSNR weight vector is given by 

0( )MSNRw aζ θ= .                  (3.13) 

A similar expression can be derived for a scenario when a resolvable path is a summation of several 

unresolvable paths with distinct AOAs. The array response vector is replaced by the channel vector 

(see Appendix A for a definition of channel vector). 
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Equation 3.13 makes sense intuitively. Since there is no particular directivity or spatial structure 

associated with the noise, cophasing the received signals from different antenna elements will 

maximize the SNR. It also suggests that MSNR beamforming could be implemented with the help of 

any high resolution direction finding (DF) technique [69-104]. However DF techniques are not 

applicable for a large number of propagation conditions. Moreover the direction finding techniques 

usually require that the number of signal wave fronts including the co-channel interference signals be 

less than the number of antenna elements in the antenna array [1]. This is not a realistic scenario for a 

commercial, especially CDMA based, cellular system.  

 

3.2.2 Alternate SE for MSNR Beamforming 

Observation of Equation 3.9 indicates that we will need an estimate of the covariance matrix of the 

desired signal, 
ss

R ,  to perform the Eigen-Beamforming. However it may be difficult to separate the 

signal from the noise to form an estimate of 
ss

R  and if we could separate the signal from the noise, 

we might not require beamforming. However there is an alternative technique that would not require 

estimating the desired signal covariance matrix.  If the desired signal is independent of the noise, the 

received signal covariance matrix can be written as 

2
n Nxx ss

R R Iσ= +                   (3.14) 

So the Received Signal to Noise Ratio is given by 

1RSNR SNR= +                   (3.15) 

It is obvious from Equation 3.15 that maximizing the RSNR will maximize the SNR. If we follow the 

same procedure detailed by Equation 3.4 to 3.9 we get that the weight vector that maximizes the SNR 

is given by the principal eigenvector of the following SE: 

'
MSNR MSNRxx

R w wλ=                   (3.16) 

 

The principal eigenvector of the covariance matrix 
xx

R constitutes a single dimensional signal and 

noise subspace. The remaining eigenvectors corresponding to 1N −  equal eigenvalues constitute a 

non-unique orthonormal basis to the noise-only subspace which is orthogonal to the signal and noise 

subspace. So by applying the weight, the beamformer takes a projection of the signal to a subspace 

(the signal and noise subspace) that is orthogonal to the noise-only subspace.   
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If the noise is stronger than the desired signal, the maximum eigenvalue does not correspond to the 

desired signal and as a result the principal eigenvector of Equation 3.16 is not the MSNR weight 

vector. However in a CDMA environment, such a scenario is not very likely to occur because of the 

processing gain and the power control mechanism. The CDMA receivers are equipped with a bank of 

correlators and the output of the correlators contain the narrowband desired signal and in-band 

interference and noise (typically not very large compared to the desired signal because of the CDMA 

processing gain). Therefore the covariance matrix can be formed at the output of the CDMA 

correlators to formulate the required SE for the MSNR solution.  

 

In the previous analysis we have rather conveniently consolidated the entire undesired signal as noise 

and assumed it to be white. We could split the noise component of Equation 3.1 into two different 

components so that  

n n i′= + ,                   (3.17) 

where n′  is spatially and temporally white noise and i  is the interference. In this scenario if the 

interference is white, MSNR weight is the optimum weight vector. But if the interference is not white, 

the eigenvector corresponding to the maximum eigenvalue of the received signal does not correspond 

to the MSNR weight vector. However this is a moot point since the spatial structure of the 

interference requires to be taken into account and the optimum weigh vector will be the weight that 

maximizes the Signal to Interference and Noise Ratio (SINR). We will discuss maximum SINR 

(MSINR) based Eigen-Beamforming a little later in this chapter. 

 

3.2.3 Phase Ambiguity in Eigen-Beamforming 

Before we move on to other beamforming techniques, we would like to point out a potential 

drawback of Eigen-Beamforming techniques commonly known as the phase ambiguity. Since the 

beamformer is intended to maximize the SNR (or the SINR as we will see shortly), there is no 

constraint on the beamformer to preserve the phase of the signal. The MSNR weight vector 

maximizes the SNR  2

H
ss
H

n

w R w
w wσ

 and is the principal eigenvector of the SE given by Equation 3.9 

The SNR at the output of the beamformer is given by 

max 2

H
MSNR MSNRss

H
n MSNR MSNR

w R w
SNR

w wσ
=                  (3.18) 
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Let us see what the SNR would be if the beamformer employs a weight vector � MSINRw wρ=  where ρ  

is a complex scalar. The SNR at the output of the beamformer is given by 

2

2

2

22

2
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� �
� �

( ) ( )
( ) ( )

H
ss
H

n
H

MSNR MSNRss
H

n MSNR MSNR

H
MSNR MSNRss

H
n MSNR MSNR

H
MSNR MSNRss

H
n MSNR MSNR

w R w
SNR

w w
w R w

w w

w R w

w w

w R w
w w

SNR

σ
ρ ρ
σ ρ ρ

ρ

σ ρ

σ

′ =

=

=

=

=

                (3.19) 

Therefore the weight vector �w  also maximizes the SNR and there is no way to guarantee that the 

solution of the SE will preserve the phase. Similar phase ambiguity is present for MSINR based 

Eigen-beamforming. As a result Eigen-Beamforming is applicable where  

•  there is no phase modulation  

•  non-coherent detection is possible  

•  pilot assisted coherent detection is possible  

Since the WCDMA uplink has pilot symbols in the DPCCH, it is possible to perform Eigen-

Beamforming at the WCDMA reverse link. 

 

3.3 MSINR Beamforming 

In this section we introduce the idea of Eigen-Beamforming resulting from the Maximum Signal to 

Interference and Noise Ratio (MSINR) criterion for beamforming. In the literature, it is often termed 

as the optimal beamformer (see section 1.2 for detail references). In the previous section we discussed 

the MSNR beamforming criterion which is optimum only if the interference and noise is spatially 

white. In a WCDMA system, the users will have different data rate i.e. different spreading factors. At 

the same time they will have different target Bit Error Rate (BER). As a result some of the higher data 

rate users might be required to operate at a higher power level compared to their lower data rate 

counterparts and the interference is not spatially white. Under these operating conditions, the MSINR 

beamforming is the optimum beamforming criterion. Unlike the MSNR beamforming criterion that 

leads to a simple eigenvalue problem, the MSINR beamforming results in a Generalized Eigenvalue 

problem (GE). In addition to the signal covariance matrix, the interference and noise covariance 
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matrix becomes a factor in order to fine tune the weight according to the spatial distribution of the 

interference and noise. 

 

3.3.1 Maximizing the Signal to Interference and Noise Ratio 

Let us write the received signal vector as  

x s u= + ,                   (3.20) 

where s  is the desired signal and u is the undesired signal which comprises of interference and 

thermal noise. 

The power of the desired signal at the output of the antenna array after combining is given by 

Equation 3.4 which is repeated for convenience, 

H
s ss

P w R w=                     (3.21) 

Here ( )H
ss

R E s s=  is the covariance matrix of the desired signal vector s . 

Similarly, the power of the undesired signal at the output of the antenna array is 

( )2H H
s uu

P E w u w R w= =                  (3.22) 

with ( )H
uu

R E u u=  being the covariance matrix of the interference and noise signal vector u . 

So the output Signal to Interference and Noise Ratio (SINR) is 

H
ss

out H
uu

w R w
SINR

w R w
=                   (3.23) 

To find the optimum weight vector that maximizes the output SINR, we have to take the derivative of 

the right hand side of Equation 3.23 with respect to Hw  and set it equal to a null vector. Therefore, 

H
ss

Hss uu
uu

w R w
R w R w

w R w

 
=   
 

                 (3.24) 

The value of 
H

ss
H

uu

w R w
w R w

 is bounded by the minimum and the maximum eigenvalue of the symmetric 

matrix 1

uu ss
R R− [2]. The maximum eigenvalue maxλ satisfying  
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1
maxuu ss

R R w wλ− =                   (3.25) 

is the optimum (maximum) value of the SINR. The eigenvector MSINRw  corresponding to maxλ is the 

optimum weight vector that maximizes the SINR at the output of the antenna array. 

So, the MSINR solution for the optimum weight vector is given by the principal eigenvector (the 

eigenvector corresponding to the maximum eigenvalue) of the following Generalized (or joint) 

Eigenvalue problem (GE): 

MSINR MSINRss uu
R w R wλ= .                 (3.26) 

 

We can observe that the covariance matrix of the interference and noise signal has been introduced in 

the Eigen-Equation to take the spatial structure of the undesired signal into account. The matrix 
uu

R  

can be regarded as an operator modifying the weight vector that one would otherwise obtain from 

solving a simple eigenvalue problem like 
ss

R w wλ= . The MSINR beamforming can be viewed as a 

technique that maximizes the SNR for spatially colored noise, or the MSNR beamforming can be 

regarded as a special case of MSINR beamforming for spatially white noise. 

 

As discussed in the previous section, if we could assign a single AOA dθ  to the desired signal, the 

covariance matrix of the desired signal can be written as  

( )2 ( ) ( )H
d dss

R E d a aθ θ= ,                 (3.27) 

So from Equation 3.26, we can write 

( ){ }21
max( ) ( )H

d d MSINR MSINRuu
R E d a a w wθ θ λ− =                (3.28) 

By defining 
( )2

max

( )H
d MSINRE d a wθ

ξ
λ

= , the MSINR weight vector is given by 

1
0( )MSINR uu

w R aξ θ−= .                  (3.29) 

Once again we can observe that the interference and noise covariance matrix modifying the MSNR 

weight to compute the MSINR weight. The expression for the weight vector can be easily extended 

for a scenario when a resolvable path is a summation of several unresolvable paths with distinct 

AOAs. 
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3.3.2 Maximizing the Received Signal to Interference and Noise Ratio 

If the desired signal is independent of the interference and noise, the received signal covariance 

matrix can be written as 

xx ss uu
R R R= +                    (3.30) 

The Received Signal to Interference and Noise Ratio (RSINR) becomes 

1RSINR SINR= +                   (3.31) 

 

So maximizing RSINR amounts to maximizing SINR and we will end up with the same set of 

weights. As a result we will not distinguish between the MSINR and the Maximum RSINR 

(MRSINR) criterion. However let us formally state the MRSINR beamforming criterion as 

The MRSINR solution for the optimum weight vector is given by the principal eigenvector (the 

eigenvector corresponding to the maximum eigenvalue) of the following Generalized (or joint) 

Eigenvalue problem (GE): 

MRSINR MRSINRxx uu
R w R wλ= .                 (3.32) 

 

Equation 3.32 offers us another insight to the property of the optimum weight vector for colored 

noise. In case of the MSNR based Eigen-Beamforming (the solution of the Simple Eigenvalue 

problem), the objective is to split the eigenspace [193] of the received signal covariance matrix into 

two orthogonal subspaces and then find the eigenvector that defines the subspace (signal and noise 

subspace) orthogonal to the noise only subspace and corresponds to the desired signal. The two 

subspaces in the case of the MRSINR beamforming (or equivalently MSINR beamforming) are 

orthogonal to each other with respect to the covariance matrix of the interference and noise signal. 

This permits the adjustment of the weight vector according to the spatial signature of the undesired 

signal. 

 

3.4 MMSE Beamforming Criterion 

The Minimum Mean Squared Error (MMSE) criterion intends to find a weight vector that will 

minimize the Mean Squared Error (MSE) between the combined signal and some desired (or 

reference) signal. The error signal can be defined as [2] 

( ) ( ) ( )He k d k w x k= − ,                         (3.33) 
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where d is the reference signal, w  is the antenna weight vector, x  is the received signal vector at the 

antenna array, k is the sample index. 

So the MSE is given by 

2( )J E e k =                      (3.34) 

Here E denotes the ensemble expectation operator. 

Thus we can rewrite Equation 3.33 the following way. 

{ } { }

2
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2 *

2

( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

( )

H

H H

H H H H

H H H
xd xd xx

J E d k w x k

E d k w x k d k w x k

E d k d k x k w d k w x k w x k x k w

E d k r w w r w R w

 = −  
 = − −  
 = − − + 
 = − − + 

             (3.35) 

where, ( ) ( )H
xx

R E x k x k =    is the covariance matrix of the received signal and *( ) ( )xdr E x k d k =    

is the cross-correlation vector between the received signal vector x  and the reference signal d. 

The MSE J is minimized when the gradient vector ( )J∇ is equal to a null vector. Now the gradient 

vector is defined as  

*( ) 2J
w
∂∇ =
∂

                   (3.36) 

where *w
∂
∂

is the conjugate derivative with respect to vector w . 

So we can write 

( ) 0

2 2 0
MMSEw

xd MMSExx

J

r R w

∇ =

− + =
                  (3.37) 

Thus we arrive at the well-known Wiener-Hopf equation [8] 

MMSE xdxx
R w r=                    (3.38) 

We can premultiply Equation 3.38 by 1

xx
R−  and get 

1
MMSE xdxx

w R r−=                   (3.39) 

The above solution for MMSE weight is often called the Wiener solution [2]. 
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If the desired signal is uncorrelated with the interference and noise, 

xx ss uu
R R R= + ,                   (3.40) 

Now if the desired signal had a single AOA dθ  associated with it and the reference signal was the 

actual desired signal, 

 
( )
( )

2

2

( ) ( )

( )

H
d dss

xd d

R E d a a

r E d a

θ θ

θ

=

=
                 (3.41) 

By applying Woodbury’s Identity [2], we get 

( )
1 1

2 1

1
1 ( ) ( )xx uuH

d duu

R R
E d a R aθ θ

− −

−

 
 =  
+  

               (3.42) 

So the MMSE weight is given by 

1
0( )MMSE uu

w R aχ θ−= ,                  (3.43) 

where 
( )

( )
2

2 11 ( ) ( )H
d duu

E d

E d a R a
χ

θ θ−

 
 =  
+  

               (3.44) 

By comparing Equation 3.43 with Equation 3.29, we observe that the MMSE weight vector differs 

from the MSINR weight vector by a scalar. Since the SINR at the output of the beamformer does not 

depend on the scalar, the MMSE weight vector in fact maximizes SINR. 

 

3.5 Comparison of MSINR and MMSE Beamforming for a Simple Scenario 

In this section we compare the performance of the MSINR and MMSE beamforming for a simple 

scenario. The signal transmitted by the desired user is corrupted by two interferers and thermal noise 

at the receiver which is equipped with a 4 element ULA with half wavelength spacing between the 

omni directional elements. It is assumed that the receiver can perform coherent detection.  

 

3.5.1 Simulation Environment 

The desired user transmits 8ms long slots of QPSK symbols. 7ms of the slot contains actual QPSK 

symbol that represents the ON time. The remaining 1ms is the OFF period when no signal is 
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transmitted. This OFF period is to facilitate the estimation of interference and noise covariance matrix 

to perform MSINR based Eigen-Beamforming. At a sampling rate of 25 KHz, there are 25 samples of 

interference and noise signal. If one sample is used to represent one transmitted symbol, the ON 

period consists of 175 symbols/samples. Unless explicitly mentioned otherwise, all the statistics is 

estimated for 25 samples. So for the MMSE beamforming, it is assumed that there are 25 known pilot 

symbols at the beginning of each slot. 

 

The location of the desired user is at 300 with respect to the receiver array broadside. The two 

interferers are located at 600 and -600 respectively. The interference is assumed to be wideband zero 

mean white Gaussian Noise. The only channel impairment is Additive White Gaussian Noised 

(AWGN). There are no reflectors or scatterers assumed to be present so that there is no angle spread 

and the position of the transmitters directly translates to AOA. 

 

3.5.2 Estimation of Second Order Statistics for Beamforming: 

The MSINR weight vector is computed by employing the GE given by Equation 3.32. Let us assume 

for the time being that we can solve the GE. We will discuss the different algorithms to solve the GE 

in Chapter 6.  The required covariance matrices are estimated as an average over a block of data so 

that 

1
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=

+ −
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∑

∑
                 (3.45) 

Here ( )x l  is the received signal vector,  onN and offN  are the number of samples in the ON and OFF 

period respectively. 

 

The MMSE weight vector is estimated by applying the Wiener solution given in Equation 3.39. The 

estimate of the received signal covariance matrix, �
xx

R , is computed according to Equation 3.45. The 

cross-correlation vector is estimated as 

1
*

0

1� ( ) ( )
offN

xd
loff

r x l d l
N

−

=

= ∑ ,                 (3.46) 

where * ( )d l  is the conjugate of the known pilot sample. 
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For the given simulation scenario, the interfering signals are independent of each other and thermal 

noise. Each interfering signal can be associated with a discrete AOA. As a result, the actual 

Interference and Noise covariance matrix is given by 

( ) ( )
1

2 2

0

H
i i i nuu

i
R a a Iσ θ θ σ

=

= +∑                  (3.47) 

Here 2
iσ  is the received signal power of  the ith interferer, ( )ia θ  is the array response vector of the ith 

interferer with an AOA of  iθ , 2
nσ  is the variance of the zero mean thermal noise. Since the desired 

signal has a discrete AOA and it is independent of the interfering signals as well as the noise, the 

actual received signal covariance matrix is given by 

( ) ( )2 H
d d dxx uu

R R a aσ θ θ= +                  (3.48) 

where 2
dσ  is the power of  the desired signal, ( )da θ  is the array response vector of the desired signal 

with an AOA of  dθ  and 
uu

R  is the interference and noise covariance matrix as given by Equation 

3.47. 

 

For an AOA of 30o, the array response vector of the desired user is given by 

[ ]1 0.993 0.0376 0.9972 0.0751 0.9936 0.11263 Tj j j− − + − − . If we estimate the exact 

interference and noise covariance matrix with Equation 3.47, we can compute the actual MSINR 

weight by employing Equation 3.29. This actual MSINR weight is employed to generate the base-line 

performance curves. For comparison purposes, we also simulate the performance of a single antenna 

receiver that has no spatial processing capability.  

 

3.5.3 Simulation Results 

Figures 3.1 and 3.2 show the beam patterns for different levels of interference. The MSINR and 

MMSE beam patterns based on the matrix estimates are very similar to the beam pattern of the 

MSINR weight computed with exact knowledge of the desired signal AOA and the covariance matrix 

of the interference and noise signal. The Figures 3.3 to 3.6 show the BER for different interference 

power level. The single antenna receiver without spatial processing has unacceptable performance. 

There is a large improvement in performance if beamforming is employed. We can observe that the 

performance of the MMSE and MSINR beamforming based on the estimated covariance matrices are 

very similar. Also there is very little degradation compared to the performance of the beamformer that 

employs the actual MSINR weight.  
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Figure 3.1: Examples of beam pattern.  The desired 

user is at 300. The interferers are at 600 and -600 
(3000) respectively. Both the interferers are being 

received at 20 dB higher power level than the 
desired user. 

Figure 3.2: Examples of beam pattern.  The desired 
user is at 300. The interferers are at 600 and -600 

(3000) respectively. Both the interferers are being 
received at 10 dB higher power level than the 

desired user. 
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Figure 3.3: BER vs. Eb/N0. Both the interferers are 
being received at 20 dB higher power level than the 

desired signal. 

Figure 3.4: BER vs. Eb/N0. Both the interferers are 
being received at 10 dB higher power level than the 

desired signal. 
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Figure 3.5: BER vs. Eb/N0. Both the interferers are 

being received at equal power level compared to the 
desired signal. 

Figure 3.6: BER vs. Eb/N0. Both the interferers are 
being received at 10 dB lower power level than the 

desired signal. 
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The final set of simulation results shown in Figures 3.7 and 3.8 demonstrate the effect of sample size 

on the performance of the beamforming. We can observe that for both the beamforming criteria, the 

performance gets better with the increase in sample size. This is expected since the ensemble average 

provides a better estimate for larger number of samples. We can observe big gain in performance as 

the sample size increases from 10 to 15 and also from 15 to 20. However the performance does not 

improve significantly by increasing the sample size from 20 from 25. Therefore there is an optimum 

number of samples for an accurate estimate of the statistics required for beamforming and for this 

scenario it can be taken as 20 or 25. The simulations were conducted for static channel condition and 

in a time varying environment the coherence time [3], defined as the length of time for which the 

signal retains strong correlation, has to be considered also. The block must contain adequate number 

of samples for a reliable ensemble average and at the same time it must be small enough so that the 

channel does not change significantly within the block. 
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Figure 3.7: BER vs. Eb/N0 for MSINR 

beamforming. Both the interferers are being 
received at 20 dB higher power level than the 

desired signal. Different number of samples are 
being used to compute the required statistics. 

Figure 3.8: BER vs. Eb/N0 for MMSE 
beamforming. Both the interferers are being 
received at 20 dB higher power level than the 

desired signal. Different number of samples are 
being used to compute the required statistics. 

 



 

 

Chapter 4 

WCDMA 

4.1 Introduction 

In this chapter we briefly discuss the different generations of cellular standards and the migration 

from the circuit switched voice traffic oriented older generation wireless networks to the coming third 

generation cellular systems that will employ packet switched networking techniques to deal with the 

increased demand for wireless data services. The chapter begins with a brief discussion of the first 

and second generation cellular systems. Then we outline the migration towards the third generation 

systems and discuss the key requirements of the next generation cellular systems. We then proceed to 

discuss the key aspects of the physical layer of the uplink of WCDMA [6], [7], potentially the most 

popular of the third generation standards. The chapter concludes with a discussion on the current 

status of the deployment of the third generation cellular systems around the world. 

 

4.2 Cellular Standards: From 1G to 3G 

The goal for the next generation of mobile communication systems is to seamlessly provide a wide 

variety of communication services to anybody, anywhere, anytime. The intended services for next 

generation mobile phone users include services like transmitting high speed data, video and 

multimedia traffic as well as voice signals. The technology needed to tackle the challenges to make 

these services available is popularly known as the Third Generation (3G) Cellular Systems. The first 

generation systems are represented by the analog mobile systems designed to carry the voice 

application traffic. Their subsequent digital counterparts are known as second generation cellular 

systems. Third generation systems mark a significant leap, both in applications and capacity, from the 

current second generation standards. Whereas the current digital mobile phone systems are optimized 

for voice communications, 3G communicators are oriented towards multimedia message capability.  

 

4.2.1 First Generation (1G) Cellular Systems 

The first generation cellular systems generally employ analog Frequency Modulation (FM) 

techniques. The Advanced Mobile Phone System (AMPS) is the most notable of the first generation 
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systems. AMPS was developed by the Bell Telephone System. It uses FM technology for voice 

transmission and digital signaling for control information. Other first generation systems include 

Narrowband AMPS (NAMPS), Total Access Cellular System (TACS) and Nordic Mobile Telephone 

System (NMT-900). All the first generation cellular systems employ Frequency Division Multiple 

Access (FDMA) with each channel assigned to a unique frequency band within a cluster of cells. The 

first generation networks are based on circuit switched technique. 

 

4.2.2 Second Generation (2G) Cellular Systems 

The rapid growth in the number of subscribers and the proliferation of many incompatible first 

generation systems were the main reason behind the evolution towards second generation cellular 

systems. Second generation systems take advantage of compression and coding techniques associated 

with digital technology.  All the second generation systems employ digital modulation schemes.  

Multiple access techniques like Time Division Multiple Access (TDMA) and Code Division Multiple 

Access (CDMA) are used along with FDMA in the second generation systems. Second generation 

cellular systems include United States Digital Cellular (USDC) standards IS-54 and IS-136, Global 

System for Mobile communications (GSM), Pacific Digital Cellular (PDC) and cdmaOne based IS-

95A/IS-95B. Like their first generation counterparts, the 2G networks are also circuit switched. 

 

4.2.3 Transition towards 3G: 2.5G Cellular Systems 

The demand for wireless data services has resulted in transition towards packet switched networks. 

The so called 2.5 G cellular systems are currently being employed to facilitate the move from the 

circuit switched 2G cellular networks to the next generation packet based network. Two major 2.5G 

cellular systems currently being deployed are General Packet Radio Service (GPRS) and Enhanced 

Data-rates for Global Evolution (EDGE). 

 

The General Packet Radio Service (GPRS) is a value added service that allows information to be sent 

and received across a mobile telephone network. It supplements today's circuit switched data and 

short message service. GPRS is based on standardized open interfaces and therefore interworks with 

existing circuit-switched services. Since GPRS is a packet switched technology, bandwidth is only 

utilized during data transmission and is shared between all subscribers. This allows operators to offer 

billing on a usage basis rather than on connection time. Users are therefore always connected and 



Chapter 4      WCDMA 

 40

only charged for data transfer. This makes GPRS ideally suited to bursty traffic transmission, and 

opens the door to a world of new services previously impractical over mobile networks. 

 

Enhanced Data-rates for Global Evolution (EDGE) is a Third Generation (3G) compliant high-speed 

wireless data and Internet access technology that offers economies of scale. EDGE is a standardized 

set of improvements to the GSM radio interface. It defines a new modulation and new radio protocols 

that bring higher maximum data rates and increased spectral efficiency. EDGE is applicable to both 

GPRS traffic (EGPRS) and circuit switched data traffic (ECSD). EDGE can be integrated into 

existing GSM networks by the installation of new transceivers or new base stations. EDGE can also 

be applied to TDMA (D-AMPS/IS-136) networks by the addition of a complete EGPRS overlay. In 

the GSM context, EDGE is considered part of the 2G+/2.5G evolution, whereas for the TDMA 

community, it is sometimes termed as a 3G technology. 

 

4.2.4 Third Generation Cellular Systems 

Third generation cellular systems are being designed to support wideband services like high speed 

Internet access, video and high quality image transmission with the same quality as the fixed 

networks. The primary requirements of the next generation cellular systems are [5], [194]: 

•  Voice quality comparable to Public Switched Telephone Network (PSTN). 

•  Support of high data rate. The following table shows the data rate requirement of the 3G 

systems 

Table 4.1: 3G data rate requirements 

Mobility Needs Minimum Data Rate 
Vehicular 144 kbps 

Outdoor to indoor and pedestrian 384 kbps 
Indoor Office 2 Mbps 

 
•  Support of both packet-switched and circuit-switched data services. 

•  More efficient usage of the available radio spectrum 

•  Support of a wide variety of mobile equipment 

•  Backward Compatibility with pre-existing networks and flexible introduction of new 

services and technology 

•  An adaptive radio interface suited to the highly asymmetric nature of most Internet 

communications: a much greater bandwidth for the downlink than the uplink. 
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Research efforts have been underway for more than a decade to introduce multimedia capabilities into 

mobile communications. Different standard agencies and governing bodies have been responsible for 

the efforts to integrate a wide variety of proposals for third generation cellular systems. Three 

different 3G standards emerged as the solution for the next generation cellular systems. They are 

WCDMA, CDMA2000, and UWC-136. 

 

WCDMA employs CDMA air interface with the GSM based networks. CDMA2000 is a multi-carrier 

CDMA standard and is a natural progression of the CDMA based 2G standard IS-95. UWC-136, a 

TDMA based standard, was proposed to upgrade the existing TDMA based 2G networks. However 

recent developments suggest that UWC-136 will not come into service in practice. The following 

figure, adopted from [5], shows the evolution of third generation cellular systems: 
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Figure 4.1: Evolution towards 3G 

References [5] and [8-10] provide further discussion on the evolution of third generation cellular 

systems.  
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4.3 WCDMA: Air Interface for 3G 

One of the most popular approaches to 3G is to combine a Wideband CDMA (WCDMA) air interface 

with the fixed network of GSM. Several proposals supporting WCDMA were submitted to the 

International Telecommunication Union (ITU) and its International Mobile Telecommunications for 

the year 2000 (IMT2000) initiative for 3G. The organizations who merged their various WCDMA 

proposals include Japan�s Association of Radio Industry and Business (ARIB), Alliance for 

Telecommunications Industry Solutions (ATIS), T1P1 and European Telecommunications Standards 

Institute (ETSI) through its Special Mobile Group (SMG). The standard that emerged is based on 

ETSI's Universal Mobile Telecommunication System (UMTS) and is commonly known as UMTS 

Terrestrial Radio Access (UTRA) [5]. This standard is intended to take advantage of the WCDMA 

radio techniques without ignoring the numerous advantages of the already existing GSM networks. 

The access scheme for UTRA is Direct Sequence Code Division Multiple Access (DS-CDMA). The 

information is spread over a band of approximately 5 MHz. This wide bandwidth is the reason for the 

name Wideband CDMA or WCDMA. There are two different modes namely Frequency Division 

Duplex (FDD) and Time Division Duplex (TDD). For the FDD mode, the uplink and downlink 

transmissions employ two separated frequency bands for this duplex method. A pair of frequency 

bands with specified separation is assigned for a connection. In the TDD duplex mode, uplink and 

downlink transmissions are carried over the same frequency band by using synchronized time 

intervals. Thus time slots in a physical channel are divided into transmission and reception part. Since 

different regions have different frequency allocation schemes, the capability to operate in either FDD 

or TDD mode allows for efficient utilization of the available spectrum.  

 
The two dimensional (2-D) receivers described in this report are tailored for a WCDMA system 

operating in the FDD mode. So all the physical layer description provided in this chapter holds for 

the FDD mode only. 

 

4.3.1 WCDMA Key Features 

The key operational features of the WCDMA radio interface are listed below [9], [10]: 

•  Support of high data rate transmission: 384 kbps with wide area coverage, 2 Mbps with 

local coverage. 

•  High service flexibility: support of multiple parallel variable rate services on each 

connection. 

•  Both Frequency Division Duplex (FDD) and Time Division Duplex (TDD). 
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•  Built in support for future capacity and coverage enhancing technologies like adaptive 

antennas, advanced receiver structures and transmitter diversity. 

•  Support of inter frequency hand over and hand over to other systems, including hand over 

to GSM. 

•  Efficient packet access. 

 

4.3.2 WCDMA Key Technical Characteristics 

The following table shows the key technical features of the WCDMA radio interface: 

Table 4.2: WCDMA key technical characteristics 

Multiple Access Scheme DS-CDMA 
Duplex Scheme FDD/TDD 
Packet Access Dual mode (Combined and dedicated channel) 

Multi-rate/Variable rate scheme Variable spreading factor and multi-code 
Chip Rate 3.84 Mcps 

Carrier Spacing 4.4-5.2 MHz (200 kHz carrier raster) 
Frame Length 10 ms 

Inter Base Station Synchronization FDD: No accurate synchronization needed 
S h i i i dChannel Coding Scheme Convolutional Code (rate 1/2 and 1/3) 

b d 
 
The chip rate may be extended to two or three times the standard 3.84 Mcps to accommodate for data 

rates higher than 2 Mbps. The 200 kHz carrier raster has been chosen to facilitate coexistence and 

interoperability with GSM. 

 

4.4 WCDMA Physical Layer at the Uplink 

This section provides a layer 1 (also termed as physical layer) description of the radio access network 

of a WCDMA system operating in the FDD mode. The spreading and modulation operation for the 

Dedicated Physical Channels (DPCH) at the reverse link is illustrated in detail. The uplink data 

structure for the DPCHs is described and the spreading and scrambling codes used in the uplink are 

investigated. The spreading modulation and data structure for forward link DPCH, Physical Random 

Access channel (PRACH), Synchronization Channel (SCH), etc. are described in detail in [5] and [6] 

along with those of the uplink DPCHs. 
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4.4.1 Physical Channel Structure 

WCDMA defines two dedicated physical channels in both links: 

•  Dedicated Physical Data Channel (DPDCH): to carry dedicated data generated at layer 2 

and above. 

•  Dedicated Physical Control Channel (DPCCH): to carry layer 1 control information. 

Each connection is allocated one DPCCH and zero, one or several DPDCHs. In addition, there are 

common physical channels defined as: 

•  Primary and secondary Common Control Physical Channels (CCPCH) to carry downlink 

common channels 

•  Synchronization Channels (SCH) for cell search 

•  Physical Random Access Channel (PRACH) 

 

The spreading and modulation for the DPDCH and the DPCCH the uplink are described in the 

following two subsections. 
 

4.4.1.1 Uplink Spreading and Modulation  

In the uplink the data modulation of both the DPDCH and the DPCCH is Binary Phase Shift Keying 

(BPSK). The modulated DPCCH is mapped to the Q-channel, while the first DPDCH is mapped to 

the I-channel. Subsequently added DPDCHs are mapped alternatively to the I or the Q-channel. 

Spreading Modulation is applied after data modulation and before pulse shaping. The spreading 

modulation used in the uplink is dual channel QPSK. Spreading modulation consists of two different 

operations. The first one involves replacing each data symbol by a number of chips given by the 

spreading factor. The second operation is scrambling where a complex valued scrambling code is 

applied to the chips. The bandwidth of the signal spread signal becomes 3.84 Mcps. Figure 4.2 shows 

the spreading and modulation for an uplink user. The uplink user has a single DPDCH only. 

 

j
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Data (DPDCH)

Control (DPCCH)

Channelization Code(CC)
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p(t)

cos(ωct)
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Figure 4.2: Uplink spreading and modulation 
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The bipolar data symbols on I and Q branches are independently multiplied by different 

channelization codes. The channelization codes are known as Orthogonal Variable Spreading Factor 

(OVSF) codes. OVSF codes are discussed in section 4.4.1.3.The resultant signal is multiplied by a 

complex scrambling code. The complex scrambling code is a unique signature of the mobile station. 

Next, the scrambled signal is pulse shaped. Square-Root Raised Cosine filters with roll-off factor of 

0.22 are employed for pulse shaping. The pulse shaped signal is subsequently upconverted as shown 

in Figure 4.2.The application of a complex scrambling code with spreading modulation as described 

above is sometimes termed as Hybrid Phase Shift Keying (HPSK). HPSK reduces the peak-to-

average power of the mobile station by generating the complex scrambling sequence in a special way 

[195]. The generation of complex scrambling code is discussed in section 4.4.1.4. The spreading 

factor for the control channel is always set at the highest value which is 256. The channelization code 

of the control channel is always a sequence of 256 ones. 

 

4.4.1.2 Uplink Frame Structure  

Figure 4.3 shows the principal frame structure of the uplink dedicated physical channels. Each frame 

of 10 ms is split into 15 slots. Each slot is of length 2560 chips, corresponding to one power control 

period. The super frame length is 720 ms; i.e. a super frame corresponds to 72 frames. Pilot bits assist 

coherent demodulation and channel estimation. TFCI stands for transport format combination 

indicator and is used to indicate and identify several simultaneous services. Feedback Information 

(FBI) bits are to be used to support techniques requiring feedback. TPC which stands for transmit 

power control is used for power control purposes. The exact number of bits of these different uplink 

DPCCH fields is given in [7]. 

 

Data

Pilot

Tslot=2560 chips, 10×2k bits (k = 0..6)

Frame 1 Frame i Frame 72

Tf=10 ms

Tsuper=720 ms

TFCI FBI TPC

Slot 1 Slot i Slot 15

 

Figure 4.3: Frame structure for uplink DPDCH/DPCCH 
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The parameter k in Figure 4.3 determines the number of bits in each slot. It is related to spreading 

factor (SF) of the physical channel as  

256
2kSF =                                   (4.1)

  
The spreading factor thus may range from 256 down to 4. The spreading factor is selected according 

to the data rate. The following table shows the spreading factor and the number of data channel for 

the different data rates at the WCDMA uplink. 

 

Table 4.3: Uplink data rate vs. spreading factor 

Data rate (kbps) Data channel spreading factor Number of data channels 
12.2 64 1 
64 16 1 

144 8 1 
384 4 1 
768 4 2 

2048 4 6 
 

 

4.4.1.3 Uplink Channelization Codes  

The most important purpose of the channelization codes is to help preserve orthogonality among 

different physical channels of the uplink user. As mentioned in section 4.4.1.1, OVSF codes are 

employed as uplink spreading codes. OVSF codes can be explained using the code tree shown in 

Figure 4.4. The subscript here gives the spreading factor and the argument within the parenthesis 

provides the code number for that particular spreading factor. 

 

Each level in the code tree defines spreading codes of length SF, corresponding to a particular 

spreading factor of SF. The number of codes for a particular spreading factor is equal to the spreading 

factor itself. All the codes of the same level constitute a set and they are orthogonal to each other. 

Any two codes of different levels are orthogonal to each other as long as one of them is not the 

mother of the other code. For example the codes c16(2),c8(1) and c4(1) are all mother codes of c32(3) 

and hence are not orthogonal to c32(32). 
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c1(1)= (1)

c2(1)=(1,1)

c2(2)= (1,-1)

c4(1)= (1,1,1,1)

c4(2)= (1,1,-1,-1)

c4(3)= (1,-1,1,-1)

c4(4)= (1,-1,-1,1)

SF = 1 SF = 4SF = 2  

Figure 4.4: Code-tree for generation of OVSF codes 
 

The generation method of OVSF can be explained with the help of the following matrix equations: 
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    (4.2) 

In the above matrix notation, an over bar indicates binary complement (e.g.1 1= −  and 1 1− = ) and N 

is an integral power of two.  

 

The OVSF codes do not have a single, narrow auto-correlation peak as shown in figure 4.5. As a 

consequence code-synchronization may become difficult. OVSF codes exhibit perfect orthogonality 

only at zero lags and even this does not hold for partial-sequence cross-correlation. As a result the 

advantage of using OVSF codes could be lost when all the users are not synchronized to a single time 

base or when significant multipath is present. 
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Figure 4.5: Auto-correlation for two OVSF codes of SF=256 
 

A sequence of 256 ones, which is the first code at the code tree for a spreading factor of 256, is used 

to spread the DPCCH. The first DPDCH is spread by the code number (SF/4+1) where SF is the 

spreading factor for the data channel. As for example, the 5th code is used for spreading the first 

DPDCH for a spreading factor of 16. So the spreading code for the first DPDCH is always a 

repetition of {1,1, -1, -1}. Subsequently added DPDCHs for multi-code transmission are spread by 

codes in ascending order starting from code number 2 excepting the code used for the first DPDCH. 

Code selection in this orderly manner along with the proper choice of scrambling code increases the 

spectral efficiency by limiting the diagonal transitions in the signal constellation [194]. This also 

results into efficient use of the power amplifier [195]. We should mention that for multi-code 

transmission, the spreading factor is limited to 4 only. 

 

4.4.1.4 Uplink Scrambling Codes  

Uplink Scrambling codes help maintain separation among different mobile stations. Either short or 

long scrambling codes can be used in the uplink. Short scrambling codes are recommended for base 

stations equipped with advanced receivers employing multiuser detection or interference cancellation. 

In this report, we used long scrambling codes for the simulations.  

 

Scrambling codes (both short and long) can be defined with the help of the following equation 

1 1 2 2( )scC C w jw C ′= +                     (4.3) 

Here, C1 is a real chip rate code, C2
'  is a decimated version of a real chip rate code C2. 

The usual decimation factor is 2 so that, 

2 2 2(2 ) (2 1) (2 )C k C k C k′ ′= + =                    (4.4) 
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w1 is a repetition of {1 1} at the chip rate and w2 is a repetition of {1 -1} at the chip rate  

So we can write 

1 2 1 2scC C jw C C ′= +                      (4.5) 

 

The following block diagram shows the implementation of Equation 4.5. All the additions and 

multiplications are performed in modulo 2 arithmetic. 

C1

j
C2

↓2
C2�

w2
w2 = {1 -1 1 -1�}  

Figure 4.6: Generation of scrambling codes 
 

The WCDMA standard defines a period of 10 ms or 1 frame for the period of the scrambling codes.  

 

4.4.1.4.1 Uplink Long Scrambling Codes:  

Long scrambling codes are constructed as described in section 4.4.1.4. The real chip rate codes C1 and 

C2 are formed as the position wise modulo 2 sum of 38400 chip segments of two binary m sequences. 

The binary m sequences are generated from two generator polynomials of degree 25. This is 

explained in detail below following the discussion in [6] 

 

Two binary sequences x and y are generated using the generator polynomials 25 3 1X X+ +  and 
25 3 2 1X X X X+ + + +  respectively. The resulting sequence constitutes segments of a set of Gold 

sequences. Let n23……..n0 be the 24 bit binary representation of the scrambling code number n 

(decimal). In the binary representation, n0 is the least significant bit (LSB). The x sequence depends 

on the choice of the scrambling code number and is thus denoted as xn. Furthermore, let xn(i) and y(i) 

denote the ith symbol of the sequences xn and y respectively. The m sequences are constructed the 

following way  

 

The Initial conditions are set: 
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0 1 22 23(0) , (1) ,......, (22) , (23) , (24) 1
(0) (1) ...... (23) (24) 1
n n n n nx n x n x n x n x

y y y y
= = = = =
= = = =

               (4.6) 

Then  subsequent symbols are generated recursively according to: 

25
mod 2

25
mod 2

( 25) ( 3) ( ) , 0,1,......2 27

( 25) ( 3) ( 2) ( 1) ( ) , 0,1,......2 27
n n nx i x i x i i

y i y i y i y i y i i

+ = + + = −

+ = + + + + + + = −
             (4.7) 

The real chip rate code C1,n and C2,n for the nth scrambling code are defined as  

{ }1, mod 2 mod 2 mod 2

2,
mod 2 mod 2 mod 2

(0) (0) , (1) (1) ,...., ( 1) ( 1)

( ) ( 1) ( 1)
, ,...,

( ) ( 1) ( 1)

n n n n

n n n
n

C x y x y x N y N

x M x M x M N
C

y M y M y M N

= + + − + −

 + + − =  + + + + + −  

             (4.8) 

The generation of the codes 1,nC and 2,nC  are explained in the next figure [6] 

 

C1,n

C2,n

C1,n

C2,n

 

Figure 4.7: Uplink long scrambling code generator 

 

The scrambling codes are designed so that they have very low cross-correlation among them. This 

ensures good Multiple Access Interference (MAI) rejection capability.  

 

4.4.1.4.2 Uplink Short Scrambling Codes 

The short scrambling codes are also generated in the same way as described in section 4.4.1.4. Here 

the real and imaginary parts of the complex spreading codes, C1 and C2 respectively, are taken from a 
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family of periodically extended S(2) codes. The uplink short codes Sv(n), n=0,1,..,255, of length 256 

chips are obtained as the one chip periodic extension of  S(2) sequences of length 255 [6]. So 

Sv(0)=Sv(255). Figure 4.8 shows the generation of uplink short scrambling codes. 

 

Mapper

01234567

01234567

01234567

2

2

2

33

3

mod 4

mod 2

mod 4

mod 2

zv

ar

bs

ct

 

Figure 4.8: Uplink short scrambling code generator 

   

The quaternary sequence zv(n), 0 ≤ v ≤ 16777216, of length 255 is generated by the modulo 4 

summation of the quaternary sequence ar(n) and the two binary sequences bs(n) and ct(n), i.e. 

mod 4
( ) ( ) 2 ( ) 2 ( )v r s tz n a n b n c n= + +  n = 0,1,..,254                (4.9) 

The user index v determines the indexes r, s and t in the following way 

8 162 . 2 .
0,1,..,254, 0,1,..,254, 0,1,..,254

v r s t
r s t
= + +
= = =

               (4.10) 

The values of the indexes s and t are converted to 8-bit binary and used as the initial states at the 

respective registers. The value of the index r is transformed to an 8-bit word before being used as the 

initial state at the generator. The transformation is given by: 

mod 4
(0) 2 (0) 1r ra v= +                   (4.11) 

mod 4
( ) 2 ( )r ra n v n=              n = 1,2,..,7                (4.12) 
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Figure 4.9 shows the initial conditions at the shift registers. 

 

8 bits                                       8 bits                                       8 bits

v

s r

Msb Lsb

t

c t (7) to ct (0) b s (7) to bs (0)

Transformation

a r (7) to ar (0)  

Figure 4.9: Initial conditions at the shift registers 

 

The sequence zv(n) is mapped to Sv(n) according to the following table. The real and imaginary parts 

of Sv(n) are the sequences C1(n) and C2(n) respectively. 

 

Table 4.4: Mapping of zv(n) 

zv(n) Sv(n) 
0 +1+j 
1 -1+j 
2 -1-j 
3 +1-j 

 
 

4.4.1.5 Summary of WCDMA Uplink Modulation  

We can summarize the discussion on the modulation applied to the dedicated physical channels in the 

following table 

 

Table 4.5: Parameters of WCDMA spreading and modulation at the uplink 

Spreading Modulation Dual Channel QPSK for UL 
Data Modulation BPSK for UL 
Channelization OVSF codes 

Scrambling Complex Scrambling 
Frame Length 10 ms 

Chip Rate 3.84 Mcps 
Pulse Shaping Raised Cosine with 0.22 roll off 
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4.4.2 Channel Coding 

The main purpose of channel coding is to selectively introduce redundancy into the transmitted data 

and improve the wireless link performance in the process [3]. Channel codes can be used to detect as 

well as correct errors. The WCDMA systems have provision for both error detection and error 

correction. Channel coding scheme at the WCDMA system is a combination of error detection, error 

correction, along with rate matching, interleaving and transport channels mapping onto/splitting from 

physical channels [196]. This section gives a brief description on the error detection and error 

correction schemes recommended for the WCDMA systems. 

 

4.4.2.1 Error Detection  

Error detection is provided by a Cyclic Redundancy Check (CRC) code.  The CRC is 24,16,8 or 0 

bits. The entire transmitted frame is used to compute the parity bits. Any of the following cyclic 

generator polynomials can be used to construct the parity bits: 

24 23 6 5
24

16 12 5
16

8 7 4 3
8

( ) 1
( ) 1

( ) 1

g D D D D D D
g D D D D D
g D D D D D D

= + + + + +

= + + + +

= + + + + +

                (4.13) 

A detailed description of the error detection scheme is given in [196]. 

 

4.4.2.2 Error Correction 

Two alternative error correction schemes have been specified for the WCDMA system. They are  

Convolutional Coding and Turbo Coding. For standard services that require BER up to 10-3, which is 

the case for voice applications, convolutional coding is to be applied. The constraint length for the 

proposed convolutional coding schemes is 9. Both rate 1/2 and 1/3 convolutional coding have been 

specified. For high-quality services that require BER from 10-3 to 10-6, turbo coding is required. The 

feasibility of applying 4-state Serial Concatenated Convolutional Code (SCCC) has been investigated 

by different standardization bodies. Reference [196] provides a detailed description of the error 

correction coding schemes along with rate matching, interleaving and transport channel mapping.  

 

For the simulations performed for this report, we did not employ any error detection or error 

correction schemes. 

 



Chapter 4      WCDMA 

 54

4.5 Deployment Status of 3G around the World [197], [198] 

This section presents 3G activities that are taking place in major parts of the world.  This will 

illuminate highlights regarding 3G deployments and provide a clear view about the developments and 

key issues that face the 3G systems.  Different geographically important regions for 3G perspectives 

are addressed and these include USA, Europe, Asia, South America and Australia. 

 

4.5.1 Status of 3G in the USA 

The deployment of 3G cellular systems in the USA faces two major obstacles: legacy problem arising 

from a multitude of already existing 2G networks and the availability (or the lack of) RF spectrum. 

The existing networks are a major factor in determining what path the carriers will choose to get to 

3G. As per present-day status, WCDMA and CDMA2000 are the two realistic options. While 

WCDMA is a natural progression of GSM networks, CDMA2000 builds on standards currently using 

CDMA technology. The US currently has six major carriers or wireless service providers (Verizon, 

Sprint, Cingular, AT& T Wireless, Nextel, VoiceStream) and between them they have three different 

2G cellular standards (CDMA, TDMA and GSM). This means that the 3G in the U.S. may be heading 

towards both WCDMA and CDMA 2000 for the next generation of mobile applications. 

 

Shortage of spectrum may seriously undermine 3G implementation in the US. The frequency band 

between 2520 to 2670 MHz has already been identified for 3G. However this means that the big six 

carriers will have an average of somewhere between 25 MHz and 35 MHz of spectrum. In marked 

contrast, the big European carriers have about 90 MHz. As a result many feel that the US currently 

does not have adequate spectrum for a full-fledged nationwide implementation of 3G mobile services. 

The FCC has been discussing the possible allocation of the 1710-1755 band, primarily used by the 

U.S. Department of Defense, and the 2110-2150 band which is used by schools and health care 

centers. Both the US army and the Navy have refused to move into another frequency band. They 

maintain that altering the frequency of the military equipments could be a security risk and this 

migration will not be a speedy process. The Air Force has however indicated that it will handover its 

portion of the spectrum for $3.2 billion, which it claims is necessary to relocate its air-to-ground 

satellite communication system. Schools and health care centers have also balked at moving because 

of potentially enormous costs. As a result the FCC is struggling to find suitable spectrum for 3G 

services and recently postponed the designation of spectrum for 3G. This can significantly delay the 

rollout of 3G in the US. 
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Hoping to be the first to implement 3G in the U.S., several of the major carriers have been conducting 

field trials on the CDMA 2000 1XRTT. It appears that although most of the carriers have not decided 

on a particular standard yet, they do have some interim plans to speed up their network until they 

decide which third generation wireless solution they will eventually pursue. Several of the US carriers 

have significant stakeholder in European and Japanese carriers who have already adopted WCDMA 

as their 3G standard. They wield a significant influence on their US affiliates and may be the deciding 

factor in choosing the standard for the next generation cellular network in the US.  

 

Sprint PCS whose network is solely CDMA based, has decided to go with the CDMA2000 standard. 

During the middle of March 2001, Sprint announced that it would roll out its 3G technology in four 

phases. The first phase of the deployment will be to migrate to a CDMA2000 network, which will 

double the Sprint PCS network's capacity for voice communications, increase data transmission 

speeds from 14.4Kbps to 144Kbps. Companies supporting Sprint PCS' 3G migration include Lucent 

Technologies, Motorola, Nortel Networks, and Qualcomm.  

 

AT&T Wireless, who has about 18 percent of the wireless market in the U.S, is the only carrier in the 

US to date that has officially stated that it will migrate to WCDMA. The company�s Japanese affiliate 

NTT DoCoMo, who is a 16% stakeholder, had a big part in its decision-making. AT&T Wireless� 

plan is to begin overlaying GSM/GPRS on its TDMA network this year and is on schedule to begin 

introducing 2.5G services. Nokia Networks will provide AT&T Wireless with GPRS-ready 850 and 

1900 MHz radio network systems designed for seamless evolution to 3G. 

 

Verizon Wireless (which has a 27 percent share of the wireless market) is upgrading its network with 

interim technologies compatible with CDMA2000. The carrier has already upgraded its network to 

support next generation technology for enhanced wireless voice capacity in parts of Metro New York 

and Northern New Jersey. Lucent Technologies has a three-year, $5 billion deal with Verizon 

Wireless to supply 3G mobile telephony equipment. Verizon is also conducting trials with Ericsson 

handsets for using CDMA2000. British worldwide carrier Vodafone, which owns about 45% of 

Verizon, has recently announced that it would encourage Verizon to switch to WCDMA and as of 

now, it appears Verizon Wireless eventually will use a WCDMA network standard for 3G wireless 

services.  

 

VoiceStream, who are backed by the big European carrier Deutsche Telekom, will probably be also 

migrating towards WCDMA. VoiceStream currently owns 6 percent market share in the US. Given 
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this scenario, WCDMA appears to have won at least 51% of the US market share. Cingular (with 

about 21% of the US market share) probably faces the toughest road to 3G, because its network is 

part TDMA and part GSM. During the middle of March 2001, the company announced its plan to roll 

out the 2.5G data service GPRS. The company plans to roll out the service first in California, Nevada, 

and Washington, followed by regions in the southeastern United States. Since GRPS is based on 

GSM networks, Cingular appears to be leaning towards WCDMA. This overwhelming majority of 

WCDMA may force Nextel (9 percent market share) to also choose WCDMA, although the company 

is currently conducting tests on CDMA 2000 1XRTT. 

 

4.5.2 Status of 3G in Europe 

The deployment of 3G services in Europe seems to be significantly ahead than that in the US. Since 

GSM was the prevalent 2G standard in Europe, the WCDMA based 3G standard was supported by 

the European carriers from the very beginning of the 3G standardization process. The spectrum for 

the 3G has been already auctioned at different European countries and the carriers have paid 

approximately US$126 billion on wireless licenses. 

 

The largest of European service providers, Britain based Vodafone, had announced that commercial 

3G services would be launched in the second half of 2002. However recent development suggests that 

they are slowing the rollout of its infrastructure for 3G networks in the UK and other European 

countries and its launch of 3G services could slip to the middle of 2003. Recently British 

Telecommunications also indicated that it would delay the rollout of its first 3G service on Britain's 

Isle of Man due to a software bug in equipment that made the cell-to-cell handover of calls unreliable. 

Nortel and NEC have contracts with B-T to supply 3G equipments. 

 

4.5.3 Status of 3G in the South America 

Most Latin American countries, except for the large countries like Brazil and Argentina, probably 

will not roll out 3G services anytime soon. Telesp Celular, Brazil's largest mobile operator, and 

Lucent recently announced a $130 million contract to introduce the first 3G mobile network in Brazil.  

They are going with the interim CDMA 2000 based 1XRTT. On the other hand, Telemar, the biggest 

fixed operator in Brazil, is planning on launching a GSM based GPRS service with the help from 

Nokia. This is a strong indication that WCDMA could be the next generation technology chosen by 

the company. Argentina is in the process of auctioning the spectrum for 3G and the Argentine 
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government expects to raise between $500 million and $600 million from the auction. Current 2G 

services in Argentina include CDMA, GSM and TDMA. As a result, the country could be heading 

towards both WCDMA and CDMA2000. 

 

4.5.4 Status of 3G in Asia1 

4.5.4.1 3G in Korea 

All of the second generation cellular systems in Korea are based on IS95 CDMA technology. As a 

result, it seems that selecting CDMA2000 is a natural migration from 2 G to 3 G. However, all of the 

major service providers in Korea insisted deployment of third generation systems based on WCDMA 

because they wanted global roaming throughout the Asian area where most of the 2 G networks are 

based on GSM. Meanwhile, Korean government wanted to keep both WCDMA and CDMA2000 as 

standards for 3G. Finally, Korean government has selected two service providers, SKIMT and 

KTicomm, as WCDMA based service providers and one consortium consisting of LG Telecomm, 

Hanaro, and PowerComm as CDMA2000 based service providers. 

 

Three major wireless service providers, SK Telecomm, KT, and LG Telecomm, are now providing 

CDMA 1x based services in limited areas. The biggest service carrier, SK Telecomm, who has about 

50 percent of wireless market in Korea, is the first in the world to offer 3G services to its customers 

and provides the highest data rate in the world at 144kbps, based on Qualcomm's CDMA2000 

technology.  SKIMT, which merged to SK Telecomm, could not deploy its WCDMA IMT-2000 third 

generation wireless service before the start of 2002 Soccer World Cup co-host by Japan and Korea as 

it had originally promised. However, the company has further plans to launch commercial service of a 

CDMA-IMT 2000 service as a third-generation CDMA2000 1X-EV-DO (Evolution Data Only). 

KTicomm, the second largest wireless carrier in Korea, is in the selection process for infrastructure 

equipments supplier in order to place orders for WCDMA based wireless network equipments. The 

company is planning on deploying its WCDMA based wireless services by the end 2002 as the 

company promised. 

 

However, there is skepticism about deploying WCDMA based wireless networks in Korea. 

Qualcomm disclosed that the company would not be able to make the chip sets MSM6500 and 

MSM6600, which are core chip sets to support roaming between second and third generation and 

between CDMA2000 and WCDMA based networks, available to the public until 2003. If Korean 
                                                 
1 The author would like to thank K.K. Bae for his contributions 
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government requires service providers to support roaming between heterogeneous networks such as 2 

G and 3G, and CDMA2000 based and WCDMA based networks, and even requires dual mode 

handset, the deployment of 3G wireless services will be significantly delayed. 

 

4.5.4.2 3G in Japan 

The deployment of 3G WCDMA based services in Japan is significantly ahead of that of the USA and 

is competing with European companies. Two wireless carriers acquired license for WCDMA based 

3G services and one carrier acquired for CDMA2000 based 3G services. NTT DoCoMo conducted 

trial WCDMA based 3G services called FOMA to 4500 subscribers in Tokyo, Kawasaki, and 

Yokohama on May 30, 2001. The trial service was conducted for four months with expected 

maximum data rate at 384 kbps. NTT DoCoMo has started providing commercial services in limited 

areas, and is planning on expanding services to nationwide in 2003. 

 

4.5.4.3 3G in China 

Most of the current second generation networks in China are GSM based. China Mobile, China�s 

largest mobile service provider uses GSM technology. China Unicom, China's sole CDMA service 

provider and the second largest, is making headway in offering CDMA 2000 service aiming at 78 

million subscribers, which accounts for a market share of 30 percent, over the next five years. The 

company made contracts for CDMA mobile equipments with Lucent Technology and Motorola for 

US$400 million each, with Nortel Networks for US$275 million, and with Samsung and Ericsson for 

US$200 million each. 

 

4.5.4.3 3G in India 

India plans to use CDMA2000 technology as the 3G standard. 

 

4.5.5 Status of 3G in Australia 

Hutchison Telecom made a contract with Ericsson for third generation network in Australia under a 

$435 million contract marking Ericsson's first 3G project in Australia t. Ericsson will provide a radio 

access network, IP core network and transmission technologies. Also included in the contract are 

advanced network management systems, network operations, mobile Internet application platforms 

and terminals.  



 

 

Chapter 5 

Eigen-Beamforming based on MSNR Criterion 

5.1 Introduction 

In this chapter we investigate several computationally simple adaptive algorithms for solving the 

Simple Eigenvalue problem resulting from the Maximum Signal to Noise Ratio (MSNR) 

beamforming criterion. We compare the different algorithms in terms of their computational 

complexity. A Beamformer-Rake receiver employing the MSNR beamforming criterion is developed 

for the WCDMA reverse link. We conclude the chapter with simulation results that show the 

performance of the different algorithms when this receiver operates under various propagation and 

MAI conditions.  

 

5.2 Adaptive Algorithms to Solve the Simple Eigenvalue Problem 

There are several algorithms that can be applied to solve the simple eigenvalue problem. In this 

section we will discuss some of these techniques in detail. The algorithms discussed in this section are 

•  Power Method 

•  Lagrange Multiplier Method 

•  Conjugate Gradient Method 

We will provide flowcharts of the algorithms. Simple and efficient numerical methods are required to 

solve the SE for practical implementation. Therefore we will estimate the computational complexity 

of each of these algorithms.  

 

5.2.1 Metric for Computational Complexity 

Before we start discussion on the adaptive algorithms to solve the simple eigenvalue problem, we 

need to define a metric or unit to measure the computational complexity of a particular algorithm.  

 

Let us consider the scalar multiplication of two 1N ×  vectors complex vectors x  and y  where  

1 1 2 2 ... ...
TN N

real imag real imag real imagx x j x x j x x j x = + + +   and 
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1 1 2 2 ... ...
TN N

real imag real imag real imagy y j y y j y y j y = + + +   

Now a scalar multiplication will yield 

( ) ( ){ }
1

N
H i i i i i i i i

real real imag imag imag real real imag
i

x y x y x y j x y x y
=

= + + −∑                (5.1) 

So N  Complex Multiplications (CM) and 1N −  Complex Additions (CA) are required to perform 

such an operation. Since CA is easier to implement than CM, we will use CM as a measure of 

computational load. Let us define ( )O Nη  to be the metric of computational complexity which 

represents η times N number of CM. Throughout this report, we will use ( )O Nη  as the unit to 

measure the computational complexity of an algorithm. 

 

5.2.2 Power Method 

The power method [11] is probably the most well-known method to solve the simple eigenvalue 

problem. This technique is defined by the following simple update equation: 

1( 1) ( ) ( )
( ) ss

w i R k w i
iλ

+ = ,                   (5.2) 

where the eigenvalue is calculated at each iteration as  

( ) ( ) ( )
( )

( ) ( )

H
ss

H

w i R k w i
i

w i w i
λ = .                   (5.3) 

Here i is the index of iteration for each snapshot (sample) index k. 

In the limit i →∞ , the estimated eigenvalue eigenvector pair converges to the true quantities.  

In a time varying environment the covariance matrix is estimated as [1] 

( ) ( 1) ( ) ( )H
ss ss

R k f R k s k s k= − +                   (5.4) 

where f is a forgetting factor between 0 and 1. 

 

Since, it is the eigenvector not the eigenvalue that is of real concern for performing the beamforming, 

we can write down the following set of equations for the modified power method where a single 

iteration of the power method is applied during each snapshot.  
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( 1) ( ) ( )

( 1)
( 1)

( 1)

ss
q k R k w k

q k
w k

q k

+ =

+
+ =

+
                    (5.5) 

Note that the iteration index i reduces to the snapshot index k. Also we do not need to calculate the 

corresponding eigenvalue which is just a real scalar. We observe that the computation complexity of 

the power method is 2( )O N N+  where N is the number of elements. We would require another 

2(1.5 )O N  for updating the covariance matrix. 

 

We still have to choose an initial condition for the power iteration. Any signal in the N dimensional 

signal space can be expressed as a linear combination of the eigenvectors or the natural bases so that 

1

0

N

i i
i

s a q
−

=

=∑                      (5.6) 

Here 0 1 2 1, , , , Nq q q q −…  are the eigenvectors corresponding to the eigenvalues 0 1 2 1, , Nλ λ λ λ −> ≥ … . As 

long as 0 0a ≠  for the initial condition, the power method will converge. In order to guarantee a very 

fast convergence, it is better to have an initial guess that is rich in the direction of 0q  i.e. when 0a  is 

large compared to the other coefficients. The signal at the output of the CDMA correlator has such 

property because of the processing gain. As a result (0)(0)
(0)

sw
s

=  is a good starting point for 

iterative algorithms to solve the SE. Here (0)s  is the first sample of the signal vector at the output of 

the despreader. We are going to utilize this initial condition in the adaptive algorithms to solve the SE 

as well as the generalized eigenvalue problem arising from MSINR based Eigen-Beamforming 

described in this dissertation. 

 

If we employ the instantaneous estimate of the covariance matrices so that ( ) ( ) ( )H
ss

R k s k s k= , the 

power method can be described by the following set of equations 

*

( ) ( ) ( )
( 1) ( ) ( )

( 1)
( 1)

( 1)

Hy k w k s k
q k y k s k

q k
w k

q k

=
+ =

+
+ =

+

                    (5.7) 
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This reduces the computational complexity of the power method to (3 )O N . However our 

investigation showed that there is a stiff performance penalty associated with this simplification and 

consequently we did not employ this simplification when presenting the final simulation results. 

However we have pointed out another linearization of the power method in the Section 9.3.1.2 of 

Chapter 9.  

 

5.2.3 Lagrange Multiplier Method 

The Lagrange multiplier method computes the optimum weight vector by treating the Simple 

Eigenvalue problem as a constrained maximization problem [145]. The goal is to find a weight vector 

w  that maximizes H
ss

w R w  subject to the constraint 1Hw w = . So, we can introduce the following 

functional 

( ) (1 )H H
ss

J w w R w w wγ= + − ,                   (5.8) 

where γ  is the Lagrange multiplier for the constraint 1Hw w = . 

We will try to maximize the functional ( )J w subject to the constraint 1Hw w = . If the method of 

steepest ascent is employed to iteratively find the weight vector w  that maximizes ( )J w , we can 

write 

1( 1) ( ) ( )
2

w k w k kµ+ = + ∇                    (5.9) 

Here, µ  is a positive real constant which is chosen for the convergence of the adaptive procedure and  

∇  is the gradient vector of the functional ( )J w with respect to Hw (sometimes termed as the 

conjugate derivative). So, the weight update equation becomes 

( 1) ( ) ( ) ( ) ( )
ss

w k w k R k k I w kµ γ + = + −                 (5.10) 

Here, I  is the N N× identity matrix. Note that since Equation 5.10 represents a geometric series, 

µ must satisfy the following criterion for the absolute convergence of the weight vector w  

0

20
i

µ
λ λ

< <
−

, i = 1,2, �, N-1                 (5.11) 

where 0 1 1... Nλ λ λ −≥ ≥ ≥  are the eigenvalues of the covariance matrix
ss

R . 
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Since the constraint must be satisfied at each iteration, we can employ the expression given by 

Equation 5.10 to ( 1) ( 1) 1Hw k w k+ + = . By recognizing the fact that ( ) ( ) 1Hw k w k =  also, we can 

write the following solution for ( )kγ  [145]: 

2

( )
b b a c

k
a

γ
− −

=                   (5.12) 

where, 

2

, 1 ( ) ( ) ( )

( ) ( ) ( ) 2 ( ) ( ) ( )

H
ss

H H
ss ss

a b w k R k w k

c w k R k w k w k R k w k

µ µ

µ

= = +

= +
               (5.13) 

The signal covariance matrix can be estimated as Equation 5.4 which is repeated here 

( ) ( 1) ( ) ( )H
ss ss

R k f R k s k s k= − +                 (5.14) 

As stated before, (0)(0)
(0)

sw
s

=  is a very good initial guess at the beginning of the iteration. The 

weight vector ( )w k is normalized at the end of each iteration. Figure 5.1 illustrates the flowchart of 

the Lagrange multiplier algorithm: 

 

(0) (0)w s= Initial guess:

( ) ( 1) ( ) ( )H
ss ssR k f R k s k s k= − +

2

( ) ( )

1 ( ) ( )
( ) ( ) 2 ( ) ( )

( )

H
ss

H

d k w R k
a
b d k w k
c d k d k d k w k

b b ac
k

a

µ
µ

µ

γ

=

=
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= +

− −
=
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( 1)( 1)
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Hw k w k d k k w k
w kw k
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++ =
+

(0) (0)w s= Initial guess:(0) (0)w s= Initial guess:
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ss ssR k f R k s k s k= − +
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=
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w kw k
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µ µγ+ = + −
++ =
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Figure 5.1: Flowchart of the Lagrange multiplier method 
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We can observe that the Lagrange multiplier method takes about 2(2 4.5 )O N N+ computations for 

each iteration. Thus the computational complexity is quadratic with the number of antenna elements. 

We can reduce the computational complexity and make it linear with the number of antenna elements 

by using the instantaneous signal vectors only to estimate the signal covariance matrix [145] so that 

( ) ( ) ( )H
ss

R k s k s k= . 

The weight update equation becomes  

[ ] *( 1) 1 ( ) ( ) ( ) ( )w k k w k y k s kµγ µ+ = − +                (5.15) 

where, 

2

( )
b b a c

k
a

γ
− −

=                   (5.16) 

{ }2 2 2, 1 ( ) , ( ) ( ) 2 , ( ) ( ) ( )Ha b y k c y k s k y k w k s kµ µ µ= = + = + =             (5.17) 

At the beginning of the iteration, (0)(0)
(0)

sw
s

= is still applied as an initial guess and the weight vector 

( )w k is still normalized at the end of each iteration. 

The flowchart of the simplified Lagrange multiplier method is shown next: 
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Figure 5.2: Flowchart of the simple linear Lagrange multiplier method 
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The simplified Lagrange multiplier method has (4 )O N  computational complexity. So the 

computational complexity has been reduced significantly and linearized. The method of Lagrange 

multiplier can be utilized to develop an alternate algorithm that also has linear computational 

complexity. We derive this method in Section 9.3.1.1. 

 

5.2.4 Conjugate Gradient Method 

The Conjugate Gradient Method (CGM) [11] is a well-known method to solve matrix equations of the 

form A x y= where the matrix A  and the excitation vector y  are known. The CGM was modified in 

[142], [143] based on the fact that the solution to the Simple Eigenvalue problem maximizes the 

Rayleigh quotient of the covariance matrix at each snapshot. It was proposed that the weight can be 

updated by the following equation: 

( 1) ( ) ( ) ( )w i w i p i v i+ = + .                 (5.18) 

The adaptive gain ( )p i  for the ith  iteration is determined so that it maximizes the following 

functional, which is the aforementioned Rayleigh quotient, at each snapshot k = 1,2,� 

( )
( ) ( ) ( )

( )
( ) ( )

H
ss

H

w i R k w i
J w i

w i w i
= ,                  (5.19) 

with the constraint ( ) ( ) 1Hw i w i = . Here i is the iteration number in a given snapshot. The functional 

( )( )J w i is maximized as the iteration proceeds i = 1,2,� for each snapshot k. The iteration continues 

as the functional converges to its maximum at each snapshot and the weight is updated at each 

iteration by Equation 5.18. 

 

Now the adaptive gain ( )p i  that maximizes (or minimizes) ( )( )J w i  must satisfy the following 

condition: 

( )( 1) 0
( )

J w i
p i
∂

 +  = ∂
                  (5.20) 

So from Equations 5.18 and 5.19 and by realizing the fact that ( ) ( ) 1Hw i w i = , we can write [142] 

2 4
( )

2
B B AC

p i
A

− ± −
= ,                 (5.21) 
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where, 

[ ] [ ]

[ ] [ ]

( ) Re ( ) ( ) Re ( )
( ) ( ) ( )

Re ( ) ( )Re ( )

A b i c i d i a i
B b i i d i
C a i i c i

λ
λ

= −
= −
= −

                 (5.22) 

and 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ), ( ) ( ) ( ) ( )

( ) ( ) ( ), ( ) ( ) ( )

H
ss

H H
ss ss

H H

i w i R k w i

a i w i R k v i b i v i R k v i

c i w i v i d i v i v i

λ =

= =

= =

               (5.23) 

Here [ ]Re i is the real part of the complex quantity. Note that the negative sign in Equation 5.21 gives 

the adaptive gain ( )p i  that maximizes the Rayleigh quotient (whereas the positive sign corresponds 

to the one that minimizes). 

 

Obviously we still have to determine the search direction vector ( )v i  for the ith  iteration. The search 

direction vector is determined so that it is conjugate with the search direction vector at the previous 

iteration with respect to the covariance matrix ( )
ss

R k . Consequently the search direction vector is 

updated according to the following equation: 

( 1) ( 1) ( ) ( )v i r i i v iβ+ = + +                  (5.24) 

Here r  is the residue vector representing the instantaneous error and is updated by 

( 1) ( 1) ( 1) ( ) ( 1)
ss

r i i w i R k w iλ+ = + + − +                 (5.25) 

where the maximum eigenvalue is updated by 

( 1) ( 1) ( ) ( 1)H
ss

i w i R k w iλ + = + +                 (5.26) 

The scalar quantity ( )iβ is given by 

( 1) ( ) ( )
( )

( ) ( ) ( )

H
ss

H
ss

r i R k v i
i

v i R k v i
β

+
=−                  (5.27) 

 

It was proposed in [142], [143] to run a single iteration of the CGM at each snapshot so that the 

iteration index i becomes the snapshot index k and the resulting algorithm was termed as the Modified 
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CGM (MCGM). The weight vector is normalized at the end of each iteration (snapshot) and to begin 

the procedure the following initial conditions are used: 

(0)(0)
(0)

(0) (0) (0) (0)

(0) (0) (0) (0) (0) (0)

H
ss

ss

sw
s

w R w

v r w R w

λ

λ

=

=

= = −

                (5.28) 

The following figure shows the flowchart of the MCGM 

 

Initial guess

( ) ( 1) ( ) ( )H
ss ss

R k f R k s k s k= − +

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )
( ) ( ) ( )

H
ss

H
ss

H
ss

H

H

k w k R k w k

a k w k R k v k

b k v k R k v k

c k w k v k
d k v k v k

λ =

=

=

=
=

( 1) ( ) ( ) ( )
( 1)( 1)
( 1)

w k w k p k v k
w kw k
w k

+ = +
++ =
+

( 1) ( 1) ( ) ( 1)
( 1) ( 1) ( 1) ( ) ( 1)

( 1) ( ) ( )
( )

( ) ( ) ( )
( 1) ( 1) ( ) ( )

H
ss

ss

H
ss

H
ss

k w k R k w k
r k k w k R k w k

r k R k v k
k

v k R k v k
v k r k k v k

λ
λ

β

β

+ = + +

+ = + + − +

+
= −

+ = + +

[ ] [ ]

[ ] [ ]
2

( )Re ( ) ( )Re ( )
( ) ( ) ( )

Re ( ) ( )Re ( )

4
( )

2

A b k c k d k a k
B b k k d k
C a k k c k

B B ACp k
A

λ
λ

= −
= −
= −

− − −
=

Initial guess

( ) ( 1) ( ) ( )H
ss ss

R k f R k s k s k= − +( ) ( 1) ( ) ( )H
ss ss

R k f R k s k s k= − +

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )
( ) ( ) ( )

H
ss

H
ss

H
ss

H

H

k w k R k w k

a k w k R k v k

b k v k R k v k

c k w k v k
d k v k v k

λ =

=

=

=
=

( 1) ( ) ( ) ( )
( 1)( 1)
( 1)

w k w k p k v k
w kw k
w k

+ = +
++ =
+

( 1) ( 1) ( ) ( 1)
( 1) ( 1) ( 1) ( ) ( 1)

( 1) ( ) ( )
( )

( ) ( ) ( )
( 1) ( 1) ( ) ( )

H
ss

ss

H
ss

H
ss

k w k R k w k
r k k w k R k w k

r k R k v k
k

v k R k v k
v k r k k v k

λ
λ

β

β

+ = + +

+ = + + − +

+
= −

+ = + +

[ ] [ ]

[ ] [ ]
2

( )Re ( ) ( )Re ( )
( ) ( ) ( )

Re ( ) ( )Re ( )

4
( )

2

A b k c k d k a k
B b k k d k
C a k k c k

B B ACp k
A

λ
λ

= −
= −
= −

− − −
=

[ ] [ ]

[ ] [ ]
2

( )Re ( ) ( )Re ( )
( ) ( ) ( )

Re ( ) ( )Re ( )

4
( )

2

A b k c k d k a k
B b k k d k
C a k k c k

B B ACp k
A

λ
λ

= −
= −
= −

− − −
=

 

Figure 5.3: Flowchart of the modified conjugate gradient method 
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It is obvious that we need to perform a lot of matrix multiplications and as a result the computational 

complexity is quadratic with the number of antenna elements. We can observe that the computational 

load at  2(4 10.5 )O N N+  is very high and may be quite unacceptable for practical implementation. 

We can use the instantaneous estimate ( ) ( ) ( )H
ss

R k s k s k=  as we did in the previous section for the 

Lagrange multiplier method. This will reduce the computational complexity at the cost of some 

performance degradation [142]. The following flowchart shows the simplified MCGM: 
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Figure 5.4: Flowchart of the linear modified conjugate gradient method 

 

The computational complexity of the linear MCGM is still quite high at (9.5 )O N . 
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5.2.5 Summary of the Algorithms 

The following table compares the different algorithms in terms of their computational complexity 

 

Table 5.1: Computational complexity of algorithms to solve the SE 

Algorithm Computational Complexity 
Power Method 2( )O N N+  
Lagrange Multiplier Method 2(2 4.5 )O N N+  
Linear Lagrange Multiplier Method (4 )O N  

Modified Conjugate Gradient Method 2(4 10.5 )O N N+  
Linear Modified Conjugate Gradient Method (9.5 )O N  

 

5.3 Block Processing for Slow Varying Environment 

If the channel is changing slowly, tracking the changes becomes relatively easy and it is not necessary 

to update the weight at each sample. A single set of weight vector for a block of L samples, the value 

of L depending on the coherence time of the channel, can be sufficient. The covariance matrix can be 

estimated by averaging over L samples so that 

11� ( ) ( ) ( )
i
start

i
start

N L
H

xx
l N

R i x l x l
L

+ −

=

= ∑                   (5.29) 

Here i is the block index, i

startN  is the sample index of the first sample of the ith block. For such a 

scenario, it may be more efficient to generate a single set of weight for the block of L samples with 

the power method. Because of the fast convergence property of the power method it will require very 

few iterations (in most cases two or three) to compute a sufficiently accurate weight vector. 

 

5.4 MSNR Based Beamformer-Rake Receiver for WCDMA Uplink 

In this section we propose a MSNR based Beamformer-Rake receiver which is applicable in the 

reverse link of a WCDMA system. The proposed receiver is shown in Figure 5.5. In WCDMA uplink, 

the transmission format for a frame in the data channels is conveyed by the Transport Format 

Combination Indicator (TFCI) symbols of the corresponding Dedicated Physical Control Channel 

(DPCCH) frame. Therefore the weight vectors of the data and control channel have to be computed 

separately. First the control channel signal is combined and decoded. Once the number of data 

channel and the spreading codes for the DPDCHs are known, the receiver can despread the DPDCHs 
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and compute the weight vector for the data channel. For the simulations performed in this report, we 

operate on the data channel only and assume that we already know the transmission format at the data 

channel. Calculated weights at the end of a DPCCH slot are used to form the beam for the data 

symbols of the corresponding DPDCH slots and as the initial weights for the weight estimate in the 

next DPCCH slot. For a practical implementation, the pilot symbols of the DPCCH have to be 

utilized to synchronize the signal to the reference (first) antenna element. After that we have to ensure 

that the computed weight vector has a real scalar as the first element so that there is no phase 

ambiguity resulting from the Eigen-beamforming.  
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Figure 5.5: MSNR based Beamformer-Rake receiver for WCDMA uplink 

 

 

The beamforming operation is followed by temporal processing where the spatially combined signals 

from different multipath are combined. We propose Maximal Ratio Combining (MRC) at the 

temporal domain. Since the WCDMA uplink has pilot symbols at the DPCCH, coherent combining is 

feasible. For the simulations conducted in this report, we assume that we have perfect channel 

estimation. 
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5.5 Simulation Results 

In this section we present simulation results that illustrate and compare the performance of different 

algorithms for MSNR beamforming. We employ the Beamformer-Rake receiver described in the 

previous section in both the microcellular and macrocellular environment. We employ the circular 

and the elliptical channel models respectively to describe the multipath propagation condition. The 

channel parameters are described in Tables 5.2 and 5.3 respectively. We assume that we have 3 

sectors per cell so that the users are uniformly distributed within [-600  600]. The desired user always 

has a spreading factor of 32. The simulation parameters are described in Tables 5.4. We employ two 

types of spatial distribution for the users based on the received power level of the individual users. 

The first one is the uniform distribution where all the users having spreading factor of 32 for their 

single DPDCH are uniformly distributed in angle across the sector. Signals from all the users are 

received at equal mean power level. We term the second distribution as non-uniform where all the 

users except for the one closest to the desired user have spreading factor of 32 for their DPDCHs. The 

remaining user is a high data rate user whose DPDCH has a spreading factor of 4. The received power 

level of this user is proportionately higher to compensate for the lower spreading gain. The users are 

still uniformly distributed across the sector.  

 

Table 5.2: Circular channel parameters 

Number of Resolvable Multipath 6
Separation between TX and RX 8 km

Doppler Spread 177 Hz (100 kmph at 2 GHZ)
Maximum Relative Delay 8 µ sec (32 chips)

Table 5.3: Elliptical channel parameters 

Number of Resolvable Multipath 6
Doppler Spread 177 Hz (100 kmph at 2 GHZ)

Separation between TX and RX 800 m
Maximum Relative Delay 2 µ sec (8 chips)

Table 5.4: Simulation Parameters for MSNR based beamforming 

Type of Receiver Beamformer-Rake 
Beamforming Technique MSNR based Eigen-Beamforming 
Algorithms to Solve SE Power Method, Lagrange Multiplier Method, MCGM 

Antenna Elements 4 element ULA with half wavelength spacing betn omni elements 
Temporal Combining Maximal Ratio Combining (MRC) from 4 fingers 

Vector Channel Circular & Elliptical Channel Model (see Table 5.2& 5.3) 
Elli i l Ch l M d l ( T bl 4 3)Number of Interferers 5 and 10  

User Distribution Uniform and Non-uniform  



Chapter 5      Eigen-Beamforming based on MSNR Criterion 

 72

2 4 6 8 10 12 14 16
10-4

10-3

10-2

10-1

Power Method
Linear Lagrange
Linear MCGM

Eb/N0

BER

2 4 6 8 10 12 14 16
10-4

10-3

10-2

10-1

Power Method
Linear Lagrange
Linear MCGM

Eb/N0

BER

BE
R

-4 -2 0 2 4 6 8 10
Eb/N0

2 4 6 8 10 12 14 16
10-4

10-3

10-2

10-1

Power Method
Linear Lagrange
Linear MCGM

Eb/N0

BER

2 4 6 8 10 12 14 16
10-4

10-3

10-2

10-1

Power Method
Linear Lagrange
Linear MCGM

Eb/N0

BER

BE
R

-4 -2 0 2 4 6 8 10
Eb/N0

-4 -2 0 2 4 6 8 10
Eb/N0

-4 -2 0 2 4 6 8 10
Eb/N0  

Figure 5.6: BER vs. Eb/N0 performance of the MSNR based Beamformer-Rake receiver. There are 5 
interferers. The user distribution is uniform. Three different algorithms are applied to solve the Simple 

Eigenvalue Problem. Circular channel model describes the propagation condition. 
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Figure 5.7: BER vs. Eb/N0 performance of the MSNR based Beamformer-Rake receiver. There are 5 
interferers. The user distribution is non-uniform. Three different algorithms are applied to solve the 

Simple Eigenvalue Problem. Circular channel model describes the propagation condition. 
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Figure 5.8: BER vs. Eb/N0 performance of the MSNR based Beamformer-Rake receiver. There are 10 
interferers. The user distribution is uniform. Three different algorithms are applied to solve the Simple 

Eigenvalue Problem. Circular channel model describes the propagation condition. 
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Figure 5.9: BER vs. Eb/N0 performance of the MSNR based Beamformer-Rake receiver. There are 10 
interferers. The user distribution is non-uniform. Three different algorithms are applied to solve the 

Simple Eigenvalue Problem. Circular channel model describes the propagation condition. 
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Figure 5.10: BER vs. Eb/N0 performance of the MSNR based Beamformer-Rake receiver. There are 5 
interferers. The user distribution is uniform. Three different algorithms are applied to solve the Simple 

Eigenvalue Problem. Elliptical channel model describes the propagation condition. 
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Figure 5.11: BER vs. Eb/N0 performance of the MSNR based Beamformer-Rake receiver. There are 5 
interferers. The user distribution is non-uniform. Three different algorithms are applied to solve the 

Simple Eigenvalue Problem. Elliptical channel model describes the propagation condition. 
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Figure 5.12: BER vs. Eb/N0 performance of the MSNR based Beamformer-Rake receiver. There are 10 
interferers. The user distribution is uniform. Three different algorithms are applied to solve the Simple 

Eigenvalue Problem. Elliptical channel model describes the propagation condition. 
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Figure 5.13: BER vs. Eb/N0 performance of the MSNR based Beamformer-Rake receiver. There are 10 
interferers. The user distribution is non-uniform. Three different algorithms are applied to solve the 

Simple Eigenvalue Problem. Elliptical channel model describes the propagation condition. 
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Figure 5.14: BER vs. Eb/N0 performance of the Power method for a MSNR based Beamformer-Rake 
receiver. There are 5 &10 interferers. The solid and the dashed curves represent uniform and non-

uniform user distributions respectively. Circular channel model describes the propagation condition. 
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Figure 5.15: BER vs. Eb/N0 performance of Power method for a MSNR based Beamformer-Rake. There 
are 5 &10 interferers. Solid and dashed curves represent uniform and non-uniform user distributions 

respectively. Elliptical channel describes the propagation condition. 
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Figure 5.16: BER vs. Eb/N0 performance of linear Lagrange multiplier method for a MSNR based 
Beamformer-Rake. There are 5 &10 interferers. Solid and dashed curves represent uniform and non-

uniform user distributions respectively. Circular channel describes the propagation condition. 
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Figure 5.17: BER vs. Eb/N0 performance of linear Lagrange multiplier method for a MSNR based 
Beamformer-Rake. There are 5 &10 interferers. Solid and dashed curves represent uniform and non-

uniform user distributions respectively. Elliptical channel describes the propagation condition. 
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Figure 5.18: BER vs. Eb/N0 performance of the linear MCGM for a MSNR based Beamformer-Rake. 
There are 5 &10 interferers. Solid and dashed curves represent uniform and non-uniform user 

distributions respectively. Circular channel describes the propagation condition. 
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Figure 5.19: BER vs. Eb/N0 performance of the linear MCGM for a MSNR based Beamformer-Rake. 
There are 5 &10 interferers. Solid and dashed curves represent uniform and non-uniform user 

distributions respectively. Circular channel describes the propagation condition. 
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We can observe the following points from the simulation results presented from Figures 5.6 to 5.19: 

•  All the algorithms have almost similar performance when applied to a MSNR based 

Beamformer-Rake receiver. The Linear Lagrange Multiplier method performs a little poorer 

than the Power method and the Linear Modified Conjugate Gradient method. We can infer that 

there is very little penalty associated with employing the linear algorithms to solve the simple 

eigenvalue problem. 

•  The presence of a strong interferer drastically degrades the performance. This is not surprising 

since the MSNR beamforming criterion assumes that the interference and noise is spatially 

white and this does not hold when the signals from different users are not received at an equal 

average power level. As a result the temporal Rake experiences near-far problem. 

•  In the presence of a strong interferer the performance of the receiver is poorer when we have 5 

interferers than the case of 10 interferers when the propagation model is described by the 

circular channel model. The circular model has a narrow angle spread. As a result the signal 

coming from a particular user is confined within a narrow region. But in the case of elliptical 

channel, the signals form different users can come from a much wider angle spread. As a result 

the spatial whiteness is more likely for the elliptical channel. At the same time, a strong signal 

coming from a very specific narrow region can dominate the spatial structure of the 

interference and noise when we have fewer interfering signals. Therefore when the propagation 

condition is described by the circular channel model and there is a strong interferer present, the 

performance of the receiver is poorer than when we have 5 interferer rather than 10 interferers. 

The adverse effect of uneven power distribution among the received signals can be better coped with 

beamforming criterion that takes the spatial structure of the interference and noise into account. This 

leads us to Maximum Signal to Noise Ratio (MSINR) beamforming criterion which was described in 

Chapter 3. We will investigate computationally simple techniques to implement MSINR 

beamforming in the next chapter. 



 

 

Chapter 6 

Eigen-Beamforming based on MSINR Criterion 

6.1 Introduction 

In this chapter we describe efficient adaptive algorithms to solve the Generalized Eigenvalue problem 

resulting from the Maximum Signal to Interference and Noise Ratio (MSINR) beamforming criterion. 

The chapter starts with the formulation of the GE for the CDMA systems. We then go on to discuss 

various algorithms to solve the GE. Beamformer-Rake receivers based on the MSINR spatial 

processing are proposed for the WCDMA reverse link. We present simulation results that show the 

performance of these receivers under various propagation and MAI conditions. We compare the 

performance of different MSINR beamforming techniques as well as the performance of the different 

algorithms to solve the GE. We also compare the MSINR based Beamformer-Rake with the MSNR 

based Beamformer-Rake in terms of BER performance under different operating conditions. 

 

6.2 MSINR Beamforming for CDMA Systems 

There are different techniques to exploit the MSINR beamforming criterion in a CDMA system. The 

processing gain of a CDMA correlation operation is usually utilized to set up the Generalized 

Eigenvalue problem. In this section we will describe three different techniques, namely Code 

Filtering Approach (CFA), Modified CFA and Code Gated Algorithm (CGA). 

 

6.2.1 Code Filtering Approach (CFA) 

The code filtering approach (CFA) was proposed in [1]. The basic idea is to form the covariance 

matrices required for the MSINR criterion with help of CDMA despreading.  
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Figure 6.1: CDMA despreading 
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With reference to Figure 6.1, we can write that, 

{ } { }

( ) ( )

( ) ( ) ( ) ( )

H
xx

H

R E x m x m

E s m u m s m u m

 =  
 = + + 

 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )H H H HE s m s m E u m u m E s m u m E u m s m       = + + +                     (6.1) 

Now if the desired signal and the interference and noise signal are independent, the last two terms of 

Equation 6.1 goes away. So we have, 

xx ss uu
R R R= +                      (6.2) 

Similarly, 

yy ss uu
R GR R= +                      (6.3) 

So from Equations 6.2 and 6.3 we have 

( )1
1ss yy xx

R R R
G

= −
−

                    (6.4) 

and 

( )1
1uu xx yy

R GR R
G

= −
−

                   (6.5) 

Thus we can estimate the covariance matrices of the desired signal and the interference and noise 

signal form Equations 6.4 and 6.5 respectively. Obviously we still need to solve the GE. 

 

6.2.2 Modified CFA (M-CFA) 

Let us revisit the GE resulting from the MSINR criterion, 

MSINR MSINRss uu
R w R wλ=                     (6.6) 

Now if we replace 
ss

R and 
uu

R by the expressions given in Equations 6.4 and 6.5, we get 

( ) ( )1
1 1MSINR MSINRyy xx xx yy

R R w GR R w
G G

λ− = −
− −

 

1
1MSINR MSINRyy xx

GR w R wλ
λ
+ ⇒ =  + 

                  (6.7) 

So we can write  
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MSINR MSINRyy xx
R w R wλ ′=                    (6.8) 

Thus we do not have to form the covariance matrices of the desired signal and the interference and 

noise signal explicitly. We can form the covariance matrices at the input and the output of the CDMA 

correlator and still formulate the MSINR based GE. This modification of the CFA was proposed by 

Kwon et. al. [139]. They argued that the CFA for MSINR beamforming tends to maximize the 

following functional which is the SINR at the beamformer output 

H
ss

out H
uu

w R w
SINR

w R w
=                     (6.9) 

By utilizing the expressions given by Equations 6.4 and 6.5, it is straight forward to show that [139] 

1
1

H
yy

H
outxx

w R w GG
w R w SINR

−= −
+

                 (6.10) 

Obviously, 
xx

R has to be full rank so that 0H
xx

w R w ≠  for any 0w ≠ . 

So, any weight vector that maximizes the functional 
H

yy
H

xx

w R w

w R w
, eventually maximizes 

H
ss

out H
uu

w R w
SINR

w R w
= .  

Hence if G > 1 (which is always true for CDMA systems), the optimum weight vector for MSINR 

solution can be found as the principal eigenvector of the GE of Equation 6.8. 

 

6.2.3 Code Gated Algorithm 

The Code Gated Algorithm (CGA) [152] is a technique that maximizes the Received Signal to 

Interference and Noise Ratio (RSINR). As explained in Chapter 3, maximizing the Received Signal to 

Interference and Noise Ratio (RSINR) is equivalent to maximizing the SINR. When the received 

signal is multiplied by the chipping sequence (spreading code) of the desired user in a CDMA 

receiver, the despread signal consists of a narrowband desired signal in wideband interference and 

noise. The data can be filtered to form an estimate of the received signal and the interference and 

noise signal [152]. This is shown in Figure 6.2. Note that the processing gain G is assumed to be 

absorbed appropriately during the filtering operation. 
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Figure 6.2: The concept of CGA 

 

 
6.3 Adaptive Algorithms to solve the GE 

In this section we describe several adaptive algorithms that can be employed to solve the generalized 

eigenvalue problem. We start with a description of the well known Generalized Power Method 

(GPM) [11]. The computationally simpler Generalized Lagrange Multiplier method (GLM) [139] is 

described next. We then propose a new algorithm termed as the Adaptive Matrix Inversion (AMI) 

[140] method. The AMI is also linearized [141] to reduce the computational complexity. 

 

6.3.1 Generalized Power Method 

The generalized power method utilizes the property of a positive semi-definite matrix to reduce the 

generalized eigenvalue problem to a simple eigenvalue problem. The power method described in 

Chapter 5 is then applied to solve the problem. The interference and noise covariance matrix can be 

decomposed [199] in the following way 

H
uu

R R R=                    (6.11) 

Here R  is the Cholesky factor [199] of the matrix 
uu

R . So we can rewrite the GE as 

( )1 1 H H H
ss

R R R R w R wλ− − =                  (6.12) 

Let us define the following quantities, 

 ( )1 1 H

ss

H

R R R

R w ϖ

− − = ℜ

=
.                  (6.13) 

Therefore Equation 6.12 can be rewritten as the following SE 
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ϖ λϖℜ =                    (6.14) 

The power method outlined in Chapter 5 can be employed to solve the equivalent simple eigenvalue 

problem of Equation 6.14. The actual weight vector can be found after solving the following 

triangular system 

HR w ϖ=                    (6.15) 

We can update the relevant matrices at each snapshot of the signal and iterate the GPM once per 

snapshot to estimate the weight. However it is evident that the GPM involves a lot of computation 

(e.g. Cholesky factorization requires computational complexity of 3( / 3)O N  [199]) and consequently 

may not be practical for real time implementation. So we need algorithms that are less burdensome in 

terms of computational load. One such algorithm is the generalized Lagrange multiplier method.  

 

6.3.2 Generalized Lagrange Multiplier Method 

The Lagrange multiplier method computes the optimum weight vector by treating the Generalized 

Eigenvalue problem as a constrained maximization problem. The goal is to find a weight vector w  

that maximizes H
ss

w R w  subject to the constraint 1H
uu

w R w = [139]. Note that the constraint has 

changed from the simple Lagrange multiplier method described in Section 5.2.3. We can introduce 

the following functional 

( )( ) 1H H
ss uu

J w w R w w R wβ −= +                  (6.16) 

where β  is the Lagrange multiplier for the constraint 1H
uu

w R w = . To find the weight vector that 

maximizes ( )J w , the steepest ascent method can be utilized and the recursion can be written as 

1( 1) ( ) ( )
2

w k w k kµ+ = + ∇                   (6.17) 

where ( )k∇  is the gradient vector of ( )J w  with respect to Hw  which can be written as 

( ) 2
ss uu

k R w R wβ= − ∇   .                  (6.18) 

Substituting the value of  ( )k∇  in Equation 6.17, we have 

( 1) ( ) ( )
ss uu

w k w k R w R w kµ β− + = +   .                 (6.19) 
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In Equation 6.19, we need to find the Lagrange multiplier β  for each updating. If 1H
uu

w R w = , the 

value of β  must satisfy 

( 1) ( 1) 1H
uu

w k R w k+ + =                  (6.20) 

It provides the following equation of β : 

3 2 2 22 (2 )

0

H H H
uu uu ss uu uu ss ss uu ss

H H
uu ss ss uu

w R w w R R R R R w w R R R w

w R R w w R R w

µ β µ µ β µ−

+

+ + +

+ =
             (6.21) 

where ( )w w k= . By solving the quadratic equation for β  shown in Equation 6.21, we can determine 

the Lagrange multiplier required for the updating of weight given by Equation 6.19. Unfortunately, 

we can see that there are a lot of matrix multiplications to be performed resulting in high 

computational complexity.  

 

Instead of directly solving Equation 6.21, we can modify it to reduce computational complexity. 

Replacing 
uu

R  and 
ss

R  with instantaneous estimates Hu u  and Hs s , respectively, the Lagrange 

multiplier β  can be found as [139] 

2b b ac
a

β −−=                    (6.22) 

where  

2 2 2 * 2 2 *| | ; | | Re( ) ; | | | | 2Re( )a b z c z zµ δ α δ α µα ξ δ µ ξ ξ δ+= = + =             (6.23) 

and  

Hu uα = , Hu xξ = , Hw uδ = , Hz w x= .               (6.24) 

With the value of β  from Equation 6.22, the weight update equation can be written as 

( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( )H Hw k w k x k x k w k u k u k w kµ β + = + −  .             (6.25) 

Note that u  is the sampled sequence at the chip rate, while x  is the despread sequence at the symbol 

rate. Sine the weight vector is updated at the symbol rate, the signal vector u  has to be down sampled 

at the symbol rate. 

 

The following figure shows the flowchart of the Lagrange Multiplier method: 
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Figure 6.3: Flowchart of the GLM 
 

 

We can observe that the computational complexity of the GPM is (7.5 )O N . The Lagrange multiplier 

algorithm has been employed [147] to derive an alternate algorithm for solving the GE. This 

technique utilizes the fact that the Lagrange multiplier β , in Equations 6.16 and 6.19 is the largest 

eigenvalue of the GE. We provide a brief derivation of this method in Section 9.3.1.3. 

 

6.3.3 Adaptive Matrix Inversion (AMI) 

In this section we will propose a new algorithm to solve the generalized eigenvalue problem. We term 

this new method as Adaptive Matrix Inversion Method (AMI)[140], [141]. We begin the adaptive 

matrix inversion method by splitting the interference and noise covariance matrix  
uu

R  so that  

O D
uu uu uu

R R R= + .                  (6.26) 

D
uu

R denotes a matrix whose diagonal elements are identical to those of 
uu

R  and off-diagonal 

elements are zero and O
uu

R  represents a matrix whose diagonal elements are zero and off-diagonal 

elements are identical to those of 
uu

R . 

So we can write the GE as  
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( )D O
ss uu uu

R w R R wλ= + .                 (6.27) 

Now by rearranging the terms of Equation 6.27, we get 

1( ) ( )D O
uu ss uu

R R R w wλ λ− − =                 (6.28) 

We propose the following weight update equation  

{ } 1
( ) ( ) ( ) ( ) ( )

( 1)
( )

D O
uu ss uu

R k R k k R k w k
w k

k

λ
λ

−
 − + =              (6.29) 

By recognizing the fact that ( ) ( ) ( )O D
uu uu uu

R k R k R k= − , we can write the weight update equation as, 

{ } 1
( ) ( ) ( ) ( ) ( )

( 1) ( )
( )

D
uu ss uu

R k R k k R k w k
w k w k

k

λ
λ

−
 − + = +             (6.30) 

Note that the left multiplication by { } 1
( )D

uu
R k

−
amounts to element-by-element division of each 

element of the 1N ×  right vector by the diagonal element of the matrix 
uu

R . We can calculate the 

eigenvalue ( )kλ during each iteration as 

( ) ( ) ( )
( )

( ) ( ) ( )

H
ss

H

uu

w k R k w k
k

w k R k w k
λ =                  (6.31) 

The covariance matrices are updated according to the following equations: 

( ) ( 1) ( ) ( )

( ) ( 1) ( ) ( )

H
ss ss

H
uu uu

R k f R k s k s k

R k f R k u k u k

= − +

= − +
                (6.32) 

At the beginning, (0) (0)w s= is used as an initial guess. 

 

If the interference and noise is spatially white, 

{ } 12
2

1( ) ( ) ; ( ) 0 ; ( )
( )

O D
u N Nuu uu uuN

u

R k k I R k R k I
k

σ
σ

−
= = =              (6.33) 

So Equation 6.29 reduces to 
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2

2

1 ( ) ( ) 0 ( )
( )( 1)

( )

( ) ( )

( ) ( )

N ss N
u

N ss

u

I R k k w k
kw k

k

I R k w k

k k

λ
σ

λ

σ λ

 − 
+ =

  =

 

21( 1) ( ) ( ) ; ( ) ( ) ( )
( ) uss

w k R k w k k k k
k

λ σ λ
λ

′⇒ + = =
′

              (6.34) 

Similarly, 

2

( ) ( ) ( )
( )

( ) ( )( ) ( )

H
ss

H
u

w k R k w k
k

k w k k w k
λ

σ
=  

( ) ( ) ( )
( )

( )( ) ( )

H
ss

H

w k R k w k
k

w k k w k
λ ′⇒ =                  (6.35) 

So as the GE reduces to an SE the AMI reduces to the Power method. 

 

The flowchart of the AMI method is shown in the next Figure. As we can observe that the AMI 

requires a lot of matrix multiplications which may make its implementation in real time burdensome. 
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Figure 6.4: Flowchart of the AMI 
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We can reduce the computational complexity of the algorithm by utilizing the expressions of the 

covariance matrices given in Equation 6.32. Let us redefine Equation 6.31 as  

( )( )
( )

num

den

kk
k

λλ
λ

=                    (6.36) 

Here, 

( ) ( ) ( ) ( )

( ) ( 1) ( ) ( ) ( )

( ) ( 1) ( ) ( ) ( ) ( ) ( )

H
num ss

HH
ss

HH H
ss

k w k R k w k

w k f R k s k s k w k

f w k R k w k w k s k s k w k

λ =

 = − + 

= − +

 

( ) ( 1) ( 1) ( 1) ( ) ( ) ( ) ( )HH H
num ss

k f w k R k w k w k s k s k w kλ⇒ ≈ − − − +             (6.37) 

Now if we define ( ) ( ) ( )Hk s k w kα = , we can write 

2( ) ( 1) ( )num numk f k kλ λ α= − +                  (6.38) 

Similarly, 

2( ) ( 1) ( )den denk f k kλ λ β= − +                  (6.39) 

where, ( ) ( ) ( )Hk u k w kβ =  

 

Now let us simplify Equation 6.30. We will start by rewriting Equation 6.30 as  

( 1) ( ) ( )w k w k z k+ = +                  (6.40) 

Here, 

{ } 1
( ) ( ) ( ) ( ) ( )

( )
( )

D
uu ss uu

R k R k k R k w k
z k

k

λ
λ

−
 − =               (6.41) 

Now, 

{ }

{ } { }

1

1

( )
( ) ( ) ( ) ( ) ( )

( )

( )
( 1) ( ) ( ) ( ) ( 1) ( ) ( ) ( )

( )

D
uu

ss uu

D
H Huu

ss uu

R k
z k R k k R k w k

k

R k
f R k s k s k k f R k u k u k w k

k

λ
λ

λ
λ

−

−

 = − 

 = − + − − + 
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{ } { }1
1 ( 1) ( ) ( ) ( ) ( )
( )( ) ( )

( 1) ( ) ( ) ( ) ( )

H
ssD

uu
H

uu

f R k w k s k s k w k
kz k R k

f R k w k u k u k w k

λ−
 − + 

⇒ =  
 − − − 

             (6.42) 

We can define 

( ) ( 1) ( ) ( ) ( ) ( ) ( 1) ( 1) ( ) ( ) ( )

( 1) ( ) ( )

H H
ss ss

v k f R k w k s k s k w k f R k w k s k s k w k

fv k k s kα
= − + ≈ − − +

= − +
          (6.43) 

Initial guess: (0) (0) (0)v sα=  

Similarly, 

( ) ( 1) ( ) ( ) ( ) ( )

( 1) ( ) ( )

H
uu

y k f R k w k u k u k w k

f y k k u kβ
= − +

≈ − +
               (6.44) 

Initial guess: (0) (0) (0)y uβ=  

So, we can write, 

{ } 1 1( ) ( ) ( ) ( )
( )

D
uu

z k R k v k y k
kλ

−  
= − 

 
                (6.45) 

Note that the multiplication by { } 1
( )D

uu
R k

−
 amounts to dividing the elements of an 1N × vector 

element by element by the elements of a vector ( )d k  which can be computed as 

( ) ( 1) ( ).* ( ( ))d k f d k u k conj u k= − + .                (6.46) 

At the beginning, (0) (0)w s= is used as an initial guess. 

 

The simplified AMI is illustrated in the next flowchart. We can observe that the computational 

complexity of the linear AMI is (8.5 )O N  which is a little higher than the same of the generalized 

Lagrange multiplier method. However we will show a little later that the linear AMI provides better 

performance compared to the GLM. 
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Figure 6.5: Flowchart of the linear AMI 

 
 

6.4 MSINR based Beamformer-Rake receiver for WCDMA uplink 

In this section we will put forward two Beamformer-Rake receivers for the WCDMA uplink. Both the 

receivers employ the MSINR beamforming criterion. They utilize the CGA and the modified CFA 

techniques to perform the spatial beamforming operations. The proposed receivers are shown in the 

following two figures. 
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Figure 6.6: CGA based Beamformer-Rake receiver for WCDMA uplink 
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Figure 6.7: Modified CFA based Beamformer-Rake receiver for WCDMA uplink 

 

As mentioned in the previous chapter, the transmission format for a WCDMA uplink frame in the 

data channels is conveyed by the TFCI symbols of the corresponding DPCCH frame. Therefore we 

compute the weight vector of the data and control channel separately. This is similar to the MSNR 

based Beamformer-Rake receiver. Note that the signal at the input of the despreader needs to be 

decimated down to symbol level before forming the matrix that corresponds to the interference and 

noise signal. This is essential to reduce the number of operations. For our simulations, we operate on 

the data channel only and assume that we already know the transmission format at the data channel. 

Calculated weights at the end of a DPCCH slot are used to form the beam for the data symbols of the 

corresponding DPDCH slots and as the initial weights for the weight estimate in the next DPCCH 

slot. Both the receivers employ a 4 element ULA with half wavelength spacing between the omni 

directional elements.   

 

The beamforming operation is followed by temporal processing where the spatially combined signals 

from different multipath are combined. The receiver has 4 fingers to exploit the multipath diversity. 

We employ Maximal Ratio Combining (MRC) at the temporal domain. The underlying assumption is 

that the spatial processing has mitigated the MAI sufficiently so that maximizing the SNR in the 

temporal domain will suffice. Since the WCDMA uplink has pilot symbols at the DPCCH, coherent 

combining is feasible. For the simulations conducted, we assume that we have perfect channel 

estimation.  
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6.5 Simulation Environment 

We employed the two different MSINR based Beamformer-Rake receivers described in the previous 

section. They utilize the CGA and the modified CFA to perform beamforming in the spatial domain. 

The details of the 2-D receivers employed are shown in Table 6.1. 

 

Table 6.1: MSINR based Beamformer-Rake details 

Type of Receiver Beamformer-Rake
Beamforming Techniques CGA based MSINR and modified CFA based MSINR 
Algorithms to Solve GE GPM, AMI, Linear AMI and GLM

Antenna Elements 4 element ULA with half wavelength spacing betn omni elements 
Temporal Combining Maximal Ratio Combining (MRC) from 4 fingers 
 

 

We essentially utilize the same simulation environment that we employed for the MSNR based 

Beamformer-Rake receivers in Chapter 5. The essential points are reiterated below: 

•  There are 5 and 10 interferers distributed uniformly within [-600 600] along with the desired 

user who is in the middle of all the users. The uniform distribution indicates all the users 

including the desired user have spreading factor of 32 at their data channels. The non-

uniform distribution represents one interferer located closest to the desired user with a data 

channel spreading factor of 4. (The details can be found in Section 5.5.) 

•  The Circular and Elliptical channel models, representing macro-cellular and micro-cellular 

environments respectively, describes the propagation conditions. (The details of the channel 

models can be found in Tables 5.2 and 5.3) 

 

6.6 Simulation Results for the MSINR Beamforming for the Beamformer-Rake 

In this section we will present simulation results that illustrate the performance of the MSINR 

beamforming technique for the Beamformer-Rake receiver. We will compare the performance of the 

different algorithms to solve the Generalized Eigenvalue problem. We will show that the Code gated 

Algorithm and the modified Code Filtering Approach provide the same performance regardless of the 

algorithm applied to solve the GE. The simulation environment was discussed in the previous section. 

The BER vs. Eb/N0 performance will be used to compare the different receiver structures as well as 

the beamforming techniques and iterative algorithms for solving the GE. 
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Figure 6.8: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user 

distribution is uniform. 5 interferers, CGA 
beamforming, Circular channel. 

Figure 6.9: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user 

distribution is non-uniform. 5 interferers, 
CGA beamforming, Circular channel. 
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Figure 6.10: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user 

distribution is uniform. 10 interferers, CGA 
beamforming, Circular channel. 

Figure 6.11: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user 

distribution is non-uniform. 10 interferers, 
CGA beamforming, Circular channel. 
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Figure 6.12: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user 

distribution is uniform. 5 interferers, CGA 
beamforming, Elliptical channel. 

Figure 6.13: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user distribution 

is non-uniform. 5 interferers, CGA 
beamforming, Elliptical channel. 
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Figure 6.14: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user 

distribution is uniform. 10 interferers, CGA 
beamforming, Elliptical channel. 

Figure 6.15: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user 

distribution is non-uniform. 10 interferers, 
CGA beamforming, Elliptical channel. 
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Figure 6.16: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user 

distribution is uniform. 5 interferers, M-CFA 
beamforming, Circular channel. 

Figure 6.17: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user 

distribution is non-uniform. 5 interferers, M-
CFA beamforming, Circular channel. 
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Figure 6.18: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user 

distribution is uniform. 10 interferers, M-
CFA beamforming, Circular channel. 

Figure 6.19: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user 

distribution is non-uniform. 10 interferers, 
M-CFA beamforming, Circular channel. 
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Figure 6.20: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user 

distribution is uniform. 5 interferers, M-CFA 
beamforming, Elliptical channel. 

Figure 6.21: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user distribution 

is non-uniform. 5 interferers, M-CFA 
beamforming, Elliptical channel. 
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Figure 6.22: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user 

distribution is uniform. 10 interferers, M-
CFA beamforming, Elliptical channel. 

Figure 6.23: BER vs. Eb/N0 of MSINR based 
Beamformer-Rake when the user distribution is 

non-uniform. 10 interferers, M-CFA 
beamforming, Elliptical channel. 
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Figure 6.24: BER vs. Eb/N0 comparison 
between CGA & M-CFA. Beamformer-Rake 

receiver, uniform user distribution. 5 
interferers, Circular channel. 

Figure 6.25:   BER vs. Eb/N0 comparison 
between CGA & M-CFA. Beamformer-Rake 

receiver, non-uniform user distribution. 5 
interferers, Circular channel. 
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Figure 6.26:  BER vs. Eb/N0 comparison 
between CGA & M-CFA. Beamformer-Rake 

receiver, uniform user distribution. 10 
interferers, Circular channel. 

Figure 6.27:  BER vs. Eb/N0 comparison 
between CGA & M-CFA. Beamformer-Rake 

receiver, non-uniform user distribution.10 
interferers, Circular channel. 
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Figure 6.28: BER vs. Eb/N0 comparison 
between CGA & M-CFA. Beamformer-Rake 

receiver, uniform user distribution. 5 
interferers, Elliptical channel. 

Figure 6.29:   BER vs. Eb/N0 comparison 
between CGA & M-CFA. Beamformer-Rake 

receiver, non-uniform user distribution. 5 
interferers, Elliptical channel. 
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Figure 6.30:  BER vs. Eb/N0 comparison 
between CGA & M-CFA. Beamformer-Rake 

receiver, uniform user distribution. 10 
interferers, Elliptical channel. 

Figure 6.31:  BER vs. Eb/N0 comparison 
between CGA & M-CFA. Beamformer-Rake 

receiver, non-uniform user distribution.10 
interferers, Elliptical channel. 
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Figure 6.32: Performance comparison of 
different algorithms to solve GE. 

Beamformer-Rake, 5 interferers, CGA 
beamforming, Circular channel. 

Figure 6.33:  Performance comparison of 
different algorithms to solve GE. 

Beamformer-Rake, 10 interferers, CGA 
beamforming, Circular channel. 
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Figure 6.34:  Performance comparison of 
different algorithms to solve GE. 

Beamformer-Rake, 5 interferers, CGA 
beamforming, Elliptical channel. 

Figure 6.35:  Performance comparison of 
different algorithms to solve GE. 

Beamformer-Rake, 10 interferers, CGA 
beamforming, Elliptical channel. 
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We can make the following conclusions form the simulation results (Figures 6.8 to 6.35) 

•  When applied to a Beamformer-Rake receiver, the CGA and the modified CFA provide the 

same BER vs. Eb/N0 performance. 

•  The Adaptive Matrix Inversion method performs the same as the Generalized Power 

method. 

•  There is very little penalty associated with linearizing the AMI. Although the difference is a 

little more visible when there is a strong interferer present. Since both the covariance 

matrices are factors during the estimation of the weight vector, the consequence of the 

approximation is more pronounced when the interference is no longer spatially white (i.e. 

no longer of the structure 2
u Nuu

R Iσ= ). 

•  The performance of the linear AMI is similar to the Generalized Lagrange Multiplier 

method when the user distribution is uniform. 

•  The linear AMI outperforms the GLM significantly for non-uniform user distribution i.e. 

when one of the interferers is much stronger than the other interferers. The GLM uses the 

instantaneous estimates of the covariance matrices. As a result the effect of this 

approximation is more prominent when both the matrices are vital for the estimation of the 

weight vector i.e. the case when the interference and noise is no longer spatially white 

because of the presence of a strong interference. 

 

6.7 Comparison of MSINR and MSNR Beamforming Techniques for 
Beamformer-Rake 

In the next few Figures, we are going to present a comparison between the MSNR and MSINR 

beamforming techniques. The results will demonstrate the superiority of the MSINR beamforming 

technique. The vector channel models are still described by Tables 5.2, 5.3. The Code Gated 

Algorithm was selected to perform the MSINR beamforming. We still employ Beamformer-Rake 

receivers that utilize the MSINR and MSNR beamforming criteria to perform the spatial processing. 

Since the Adaptive Matrix Inversion algorithm exhibited similar performance to the Generalized 

Power method, we excluded the AMI to make the BER graphs a little more readable. 
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Figure 6.36:  Performance comparison between 
MSNR & MSINR beamforming. Beamformer-
Rake, 5 interferers, uniform user distribution, 

Circular channel. 

Figure 6.37:   Performance comparison between 
MSNR & MSINR beamforming. Beamformer-

Rake, 5 interferers, non-uniform user 
distribution, Circular channel. 
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Figure 6.38:   Performance comparison between 
MSNR & MSINR beamforming. Beamformer-
Rake, 10 interferers, uniform user distribution, 

Circular channel. 

Figure 6.39:   Performance comparison between 
MSNR & MSINR beamforming. Beamformer-

Rake, 10 interferers, non-uniform user 
distribution, Circular channel. 
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Figure 6.40:  Performance comparison between 
MSNR & MSINR beamforming. Beamformer-
Rake, 5 interferers, uniform user distribution, 

Elliptical channel. 

Figure 6.41:   Performance comparison between 
MSNR & MSINR beamforming. Beamformer-

Rake, 5 interferers, non-uniform user 
distribution, Elliptical channel. 
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Figure 6.42:   Performance comparison between 
MSNR & MSINR beamforming. Beamformer-
Rake, 10 interferers, uniform user distribution, 

Elliptical channel. 

Figure 6.43:   Performance comparison between 
MSNR & MSINR beamforming. Beamformer-

Rake, 10 interferers, non-uniform user 
distribution, Elliptical channel. 
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Let us highlight the significant facts of the comparison between MSINR and MSINR beamforming 

techniques:  

•  The Beamformer-Rake receivers perform the same for both the Circular and Elliptical 

channel as long as all the signals are received at the same average power level. This is to be 

expected, because under the condition of spatial whiteness of the interference and noise, the 

MSINR beamforming criterion reduces to the MSNR criterion. Therefore there is no 

advantage to be achieved from the MSINR beamforming.  

•  In the presence of strong interferer, the MSINR based 2-D receiver outperforms the same 

based on the MSNR criterion. In this scenario, the MSNR is not the optimum beamforming 

criterion anymore. The spatial structure of the colored interference and noise has to be taken 

into account to estimate the optimum beamformer weight vectors. The MSNR Eigen-

Beamforming does exactly that by introducing the interference and noise covariance matrix 

into the Eigen-equation. The MSINR based beamformers can protect the temporal Rake 

structure better from the near-far situation.  

•  The difference in performance is less significant in the case of the Elliptical channel 

environment. This is because the Elliptical channel with its much wider angle spread is 

more conducive to maintaining the spatial whiteness of the interference and noise signal. 

 

Although we have demonstrated the superiority of the MSINR based beamforming, the importance 

and the applicability of the MSNR beamforming should not be dismissed. In the simulations 

conducted, we have assumed that the interferer with a lower spreading factor is allowed to raise its 

power level proportionately to compensate for the lower spreading gain. However in an actual system 

the power control mechanism will maintain some sort of parity between the mean power levels of the 

received signal and will not allow the near-far system to occur. At the same time, if the mobile station 

with a higher data rate (low spreading factor) is required to transmit at a very high power level, the 

coverage area for high data rate service will be very small due to the power constraint. Since the 

higher data rate user may not require real-time service, an acceptable level of performance could be 

achieved by transmitting at a lower power level and employing some form of Automatic Repeat 

Request (ARQ) scheme. The MSINR based beamforming allows for better flexibility on the power 

control scheme, but the MSNR based beamforming has the advantage of reduced complexity in the 

receiver design and less computational burden for estimating the weights. 



 

 

Chapter 7 

Beamformer-Rake based on MMSE Criterion 

7.1 Introduction 

The Beamformer-Rake receivers we have discussed so far employ Eigen-Beamforming technique 

based on the MSNR and MSINR criterion. In this chapter we will introduce a Beamformer-Rake 

receiver that employs the Minimum Mean Square Error (MMSE) [2] criterion to perform the spatial 

processing. The MMSE beamforming technique, as explained in Chapter 3 requires known data and 

uses that as a reference to generate the error to be minimized. The receiver still employs the MRC at 

the temporal domain. The chapter begins with a discussion of the Direct Matrix Inversion (DMI) 

technique for the Wiener solution. We also briefly layout the steepest descent method and outline the 

well known Least Mean Square (LMS) approach for solving the MMSE problem. We propose a 

Beamformer-Rake receiver for the WCDMA uplink that employs Pilot Symbol Assisted (PSA) [14], 

[15] MMSE based beamforming technique. This section concludes with a performance comparison of 

this Beamformer-Rake with the MSINR based Beamformer-Rake receiver described in the previous 

chapter. The last section of this chapter provides a discussion on the importance of spatial diversity 

gain. We provide simulation results that show that achieving diversity gain is more important than 

maintaining Nyquist spacing between the elements of an adaptive antenna array at the presence of a 

large number of co-channel interferers. 

 

7.2 MMSE Beamforming Criterion 

The Minimum Mean Squared Error (MMSE) weight vector is given by the Wiener solution (see 

Chapter 3 for a detailed discussion) 

1
MMSE xdxx

w R r−= ,                    (7.1) 

where 1

xx
R−  is the inverse of the covariance matrix, ( ) ( )H

xx
R E x k x k =   , of the received signal vector 

x  and *( ) ( )xdr E x k d k =    is the cross-correlation vector between the received signal vector x  and 

the reference signal d. 
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7.2.1 Direct Matrix Inversion (DMI) 

The received signal matrix can be estimated by using an L sample rectangular averaging window as  

1

1� ( ) ( ) ( )
k

H
xx

l k L
R k x l x l

L = − +

= ∑                    (7.2) 

Here ( )x l  is collected sample of the received signal over a block of L samples. Similarly, the cross-

correlation vector can be estimated as 

*

1

1� ( ) ( ) ( )
k

xd
l k L

r k x l d l
L = − +

= ∑                    (7.3) 

where ( )x l  is collected samples of the received signal, * ( )d l  is the conjugate of the actual sample 

sent. As before the estimation is performed over a block of L samples. The DMI [15] involves 

computing the inverse of the estimated received signal matrix �
xx

R and then calculate the MMSE 

weight vector by applying the Wiener solution. Based on the estimates of Equation 7.2 and 7.3, the 

MMSE weight can be computed as 

1�( 1) ( ) ( )MMSE xdxx
w k R k r k

−
+ =                    (7.4) 

Since matrix inversion requires a lot of computation, the inverse can be computed according to the 

following rank 1 update: 

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )

( )

1 1
1 1

1

1

1 1
1

1 1

10 , 0

H
xx xx

Hxx xx
xx

xx

R k x k x k R k
R k R k

x k R k x k

R I ε
ε

− −
− −

−

−

− −
= − −

+ −

= >

                (7.5) 

The update according to Equation 7.5 is termed as the Sample Matrix Inversion (SMI) [103], [104] 

technique. Each iteration of Equation 7.5 requires computational complexity on the order of 
2(3.5 )O N N+ . 

 

If the channel does not change very rapidly, it may not be necessary to estimate and update the weight 

for each sample and a single set of weight for a block of L samples may be adequate. For such a 

scenario, the received signal covariance matrix and cross-correlation vector can be estimated only 

once by averaging over the entire block of samples. We can then employ the Cholesky [11] or LDLT 
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[199] factorization of �
xx

R and the Forward-Backward solve [199] technique to get the MMSE weight. 

This procedure is outlined in the following set of Equations. 

1

1
*

1� ( ) ( ) ( )

1� ( ) ( ) ( )

i
start

i
start

i
start

i
start

N L
H

xx
l N

N L

xd
l N

R i x l x l
L

r i x l d l
L

+ −

=

+ −

=

=

=

∑

∑
                   (7.6) 

� � �( ) ( ) ( )
H

xx
R i R i R i=                     (7.7) 

� �( ) ( ) ( )

� ( ) ( ) ( )

xd

H

MMSE

R i y i r i

R i w i y i

=

=
                   (7.8) 

Here i is the block index, i
startN  is the sample index of the first sample of the i th block and �( )R i is the 

Cholesky factor of � ( )
xx

R i . Equation 7.8 defines the Forward-Backward solve method. Note the 

computational savings due to the triangular structure of �( )R i .  

 

Before we leave the topic of DMI, we would like to point out an enhancement to DMI which is 

commonly referred to as the Diagonal Loading (DL) [200] technique. A diagonal loading factor [200] 

is introduced in the Wiener solution to prevent singularity due to matrix inversion so that 

1� �MMSE xdxx
w R I rγ − = +                     (7.9) 

Here γ  is the diagonal loading factor and we have ignored the indices for block and sample for the 

sake of convenience. In a practical system the adaptive antenna array will always operate in the 

presence of thermal noise and as a result the received signal covariance matrix will almost always be 

full rank. However the value of γ  can be chosen according to the Interference to Noise Ratio (INR) 

to provide performance enhancement [201].  Obviously this means that the INR has to be known a 

priori or can be determined. 

 

7.2.2 Method of Steepest Descent 

The method of steepest descent provides a computationally simple alternative to DMI. This is the 

exact opposite of the steepest ascent method applied in the Lagrange multiplier methods for solving 

the Eigenvalue problem. The steepest ascent method intends to find the maxima of a functional 
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whereas the method of steepest descent aims towards reaching the minima of a functional. The 

procedure is outlined below [105], [189]: 

1. Begin with an initial guess (k = 0, k being the index of iteration) for the weight vector w  as 

(0)w . Typically, (0)w is set equal to a column vector of an N N× identity matrix. 

2. Using the present estimate of the weight vector ( )w k  (the initial guess (0)w for k = 1), 

compute the gradient vector { ( )}J k∇ for the kth iteration. 

3. Compute the next estimate of the weight vector ( 1)w k +  by making a change in the present 

estimate (initial guess for k = 1) in a direction opposite to that of the gradient vector. 

4. Go back to step 2 and repeat the process. 

Successive adjustments to the weight vector in the direction of the negative of the gradient vector 

should eventually lead to the minimum mean squared error minJ , at which the weight vector is the 

optimum weight vector MMSEw . 

 

If ( )w k denotes the estimate of the weight vector at the kth iteration, the next estimate of the weigh 

vector for the (k+1) th iteration, ( 1)w k + , is estimated according to the following simple recursion: 

[ ]1( 1) ( ) { ( )}
2

w k w k J kµ+ = + −∇ ,                             (7.10) 

where µ  is a small positive constant, often termed as the step size. Now, 

{ ( )} 2 2 ( )xd xx
J k r R w k∇ = − +                  (7.11) 

So the weight update equation becomes 

( 1) ( ) ( )xd xx
w k w k r R w kµ  + = + −                  (7.12) 

If we apply the definitions of the covariance matrix and the correlation vector, the gradient vector 

during each iteration can be computed as 

{ } { }
{ }
{ }
{ }

*

*

*

*

{ ( )} 2 ( ) ( ) ( ) ( ) ( )

2 ( ) ( ) ( ) ( )

2 ( ) ( ) ( ) ( )

2 ( ) ( )

H

H

H

J k E x k d k E x k x k w k

E x k d k x k w k

E x k d k w k x k

E x k e k

 ∇ = − − 

 = − − 

 = − − 

= −

              (7.13) 

So we can write the weight update equation as 
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{ }*( 1) ( ) ( ) ( )w k w k E x k e kµ+ = +                      (7.14) 

Equations 7.12 and 7.14 are the mathematical formulation of the steepest descent method.  

 

7.2.3 Least Mean Square (LMS) algorithm 

It is obvious that an exact measurement of the gradient vector { ( )}J k∇  as well as a judicious choice 

of the step size µ  is required for the convergence of the steepest descent method to the optimum 

MMSE weight vector. However Equation 7.11 indicates that an exact measurement of the gradient 

vector requires prior knowledge of the covariance matrix of the received signal and the correlation 

vector between the received signal vector and the reference signal. As a result the gradient vector 

must be measured from the observed data. The Least Mean Square (LMS) algorithm proposes a very 

simple instantaneous estimate [105] of the gradient vector so that 

*� { ( )} 2 ( ) ( )J k x k e k∇ = − .                 (7.15) 

The weight update equation for the LMS algorithm becomes 

*( 1) ( ) ( ) ( )w k w k x k e kµ+ = + .                 (7.16) 

The following two equations thus define the LMS algorithm: 

*

( ) ( ) ( ) ( )
( 1) ( ) ( ) ( )

He k d k w k x k
w k w k x k e kµ

= −
+ = +

                 (7.17) 

 

We can observe that the LMS has a computational complexity of (2 )O N . This low computational 

complexity is the most attractive feature of the LMS algorithm. The response of the LMS algorithm is 

determined by the following three principal factors [105] 

•  The step-size 

•  The size of the weight vector 

•  Eigen-value distribution of the received signal covariance matrix 

The LMS algorithm is described in detail in [105], [17].  

 

We have shown in a previous study [202], [203] that the LMS is not a very suitable algorithm for 

spatial processing in a Beamformer-Rake receiver. One of the reasons for this is the eigenvalue 

distribution of the covariance matrix of the received signal. Since the control channel has a large 

processing gain (because of a spreading factor of 256) the covariance matrix has a large dominant 
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eigenvalue (corresponding to the desired signal) followed by quite small eigenvalues (corresponding 

to interference and noise). The LMS algorithm has difficulty to converge in such a scenario [105]. 

Also it has been shown [122] that the LMS based MMSE beamforming is not a very robust technique 

in a fast fading channel. Therefore we propose a Beamformer-Rake receiver for WCDMA uplink that 

computes the MMSE weight vector by employing the DMI technique outlined in section 7.2.1.   

 

7.3 Pilot Symbol Assisted DMI-based Beamformer-Rake Receiver for WCDMA  

The Wiener solution requires a reference signal to compute the cross correlation vector. Since, 

WCDMA specifies pilot symbols at the DPCCH, we can employ a Beamformer-Rake receiver that 

computes the optimum MMSE weight for its spatial processing with the help of the pilot symbols. 

This type of beamforming technique is sometimes termed as the Pilot Symbol Assisted (PSA) [14] 

beamforming. Figure 7.1 shows the PSA based Beamformer-Rake receiver for the WCDMA uplink. 

It employs the DMI technique to compute the set of weight vector required for the spatial processing. 
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Figure 7.1: MMSE based Beamformer-Rake reciver for WCDMA uplink 

 

 

The received signal from a particular multipath is descrambled with the appropriate scrambling code 

of the desired user. The control channel signal is despread from the chip level to the symbol level. 

The despread control signal from all the antenna elements is employed to evaluate and update the 

MMSE weight vector for the particular multipath. Calculated weights for the ith DPCCH slot are used 

to form the beam for the data symbols of the corresponding DPDCH slots. The weight vectors for the 

ith DPCCH slot is calculated from the despread pilot symbols of the (i-1)th , ith and (i+1)th DPCCH 
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slots. The number of pilot symbols in WCDMA DPCCH slot varies from 4 to 6 depending on the data 

rate. This is the reason for employing samples from three slots so that there are sufficient samples for 

collecting the required statistics. However for the simulations conducted, we assume that all 10 

symbols of a DPCCH slot are known pilot symbols. The beamforming operation is followed by 

temporal processing where the spatially combined signals from different multipath are combined with 

MRC. Since the WCDMA uplink has pilot symbols at the DPCCH, coherent combining is feasible. 

We assume that we have perfect channel estimation for the simulations conducted. 

 

7.4 Performance Comparison with MSINR Beamforming 

In this section we will compare the performance of the MMSE based Beamformer-Rake receiver with 

that of an MSINR based Beamformer-Rake receiver. Pilot Symbol Assisted DMI technique is 

employed to compute the set of MMSE weight vector. The modified CFA is employed to perform 

MSINR beamforming. We use the linear AMI algorithm developed in Section 6.3.3 to solve the 

generalized eigenvalue problem. Note that the DMI based receiver uses the DPCCH only to compute 

the weight vectors and employ those weight vectors to combine the DPDCH. Therefore for fair 

comparison, we employ the DPCCH only to calculate the weight vector for the MSINR based 

receiver. This is different from the receivers described in Chapters 5 and 6. We have provided the 

block diagram of Beamformer-Rake receivers that employ the DPCCH only to compute the weight 

vectors in Appendix B. Figure B.3 shows the block diagram of the Beamformer-Rake receiver 

employed in this study. For the simulations conducted, even though we used the control channel only 

to compute the weight vectors, we assumed that the TFCI bits were decoded without any error. 
 

We assume a three sector per cell configuration so that the users are located within [-600   600]. The 

receivers operate in an outdoor vehicular environment and the multipath propagation conditions are 

given by the vehicular channel described in Table 7.1. We assume that all four resolvable multipath 

components are within 300 of the angle spread with respect to the central arriving angle of the 

transmitted signal. Using the Jakes� model [156], the complex amplitude of the lth resolvable 

multipath component on the nth antenna can be represented as [168]   

, , .
c

21 2 cos( ) sin( )
λ

,
0

( )
d l m l m n l mM j f t d

l
l n

m

P
h t e

M

ππ φ θ
 − Φ + + 
 

=

= ∑                   (7.18) 

where lP  is the average power received for the lth path (taken from Table 7.1 for the simulations), M 

is the number of scatterers composing each resolvable path, df  is the maximum Doppler frequency, 
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,l mφ  is a uniformly distributed random phase, ,l mΦ  is the random angle of departure relative to the 

motion of the mobile of each multipath, nd  is the distance between the nth antenna element and the 

reference antenna, cλ  is the carrier wavelength, and 
,l m

θ  is the angle of arrival of each scattered 

replica with respect to the array broadside.  Moreover, we assume that 
,l m

θ  is uniformly distributed 

between [ , ]
2 2

l l
l l

∆ ∆
Θ − Θ + , where lΘ  and l∆  are the central angle of arrival and the angle spread of 

the lth resolvable multipath, respectively.  Table 7.1 shows the parameters used for generating the 

complex coefficients of the vehicular channel model for our study.  The simulation parameters are 

summarized in Table 7.2. The spatial distributions of the users are the uniform and non-uniform 

distributions described in Section 5.5.  

 

Table 7.1: Vehicular channel 

Jakes Model Parameters Power Delay Profile 
fd 223 Hz (120 Km/hr at 2 GHz) Relative Delay (ns) Average Power (dB) 
M 20 0 0 
∆ 50 260 -3 
Φ 00~3600 521 -6 
φ 00~3600 781 -9 

dn/λ 0.5n 

 

Table 7.2: Simulation parameters for MSINR vs. MMSE beamforming for Beamformer-Rake 

Type of Receiver Beamformer-Rake 
Spatial Processing Technique MMSE 

Antenna Elements 4 element ULA  
Temporal Combining Maximal Ratio Combining (MRC) from 4 fingers 

Vector Channel Vehicular Channel (see Table 7.1) 
Number of Interferers 5 and 10 

 

The following four figures compare the performance of the MMSE and MSINR beamforming for 

Beamformer-Rake receiver application. We can observe that the performance of the MSINR and 

MMSE based Beamformer-Rake is very close. This is in agreement with the theoretical equivalence 

shown in chapter 3. However the MMSE based beamforming does provide small improvement in 

performance. This is largely due to the fact that the MMSE weight vector for a slot is computed with 

samples from that slot as well as with samples from the previous and next slots and we assume that all 

the DPCCH symbols are known pilot. DMI requires a lot of operations and the computational 

complexity is quadratic. As we mentioned previously in Section 7.2.2, computationally simple 

algorithm like the LMS does not perform satisfactorily in this environment. At the same time linear 

AMI is one of the several computationally simple algorithms to perform MSINR based beamforming 
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and there is very little penalty associated with choosing a linear complexity algorithm. Therefore, the 

MSINR based beamforming seems to be the better option. 
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Figure 7.2: Performance comparison between MMSE and MSINR based Beamformer-Rake receivers in 

terms of BER vs. Eb/N0. There are 5 interferers. The user distribution is uniform. The multipath 
environment is defined by the vehicular channel.  
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Figure 7.3: Performance comparison between MMSE and MSINR based Beamformer-Rake receivers in 

terms of BER vs. Eb/N0. There are 5 interferers. The user distribution is non- uniform. The multipath 
environment is defined by the vehicular channel. 
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Figure 7.4: Performance comparison between MMSE and MSINR based Beamformer-Rake receivers in 

terms of BER vs. Eb/N0. There are 10 interferers. The user distribution is uniform. The multipath 
environment is defined by the vehicular channel. 
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Figure 7.5: Performance comparison between MMSE and MSINR based Beamformer-Rake receivers in 

terms of BER vs. Eb/N0. There are 10 interferers. The user distribution is non-uniform. The multipath 
environment is defined by the vehicular channel. 
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7.5 Diversity Gain vs. Spatial Aliasing  

The Nyquist sampling theorem states that in order to avoid spatial aliasing the spacing between the 

elements of an antenna array has to be less than or equal to half the carrier wavelength. However in 

order to get diversity gain, correlation across the signals at different antenna elements has to be low. 

As a result, the elements are often required to be not Nyquist-spaced and because of the larger spacing 

there is spatial aliasing and grating lobes [191] that are generated in the beam-pattern. However the 

loss due to spatial aliasing can be offset by the diversity gain. In a wireless system where the number 

of co-channel interferers is larger than the number of elements of a practical antenna array, we can 

not perform explicit null-steering. As a result the advantage of beamforming is lost to some extent. In 

this situation it is essential to attain diversity gain, even at the cost of spatial aliasing if necessary. 

This fact will be demonstrated with the aid of simulation in this section  

 

7.5.1 Simulation Results: Spatial Aliasing vs. Diversity Gain 

We equip the Beamformer-Rake receivers with two different 4 element ULA. For one array the 

spacing between the elements is half the carrier wavelength. For the other ULA the spacing between 

the elements is 10 times the carrier wavelength to ensure diversity gain in a channel with very small 

angle spread. Both the antenna array performs MMSE based spatial combining. The simulation 

parameters are described in Table 7.3. The spatial distributions of the users are similar to that 

described in Section 5.5. The vehicular channel of Table 7.4 describes the propagation condition 

Table 7.3: Simulation parameters for spatial aliasing vs. diversity gain 

Type of Receiver Beamformer-Rake 
Beamforming Criterion MMSE 

Antenna Elements 4 element ULA with spacing of  λ/2 and 10λ 
Temporal Combining Maximal Ratio Combining (MRC) from 4 fingers 

Vector Channel Vehicular Channel (see Table 7.4) 
User Distribution Uniform and Non-Uniform (see Section 5.5) 

 

Table 7.4: Vehicular channel 

Jakes Model Parameters Power Delay Profile 
fd 223 Hz (120 Km/hr at 2 GHz) Relative Delay (ns) Average Power (dB) 
M 20 0 0 
∆ 50 260 -3 
Φ 00~3600 521 -6 
φ 00~3600 781 -9 

dn/λ 0.5n & 10n 
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Figure 7.6: Spatial Aliasing vs. Diversity Gain. There are 5 interferers. The user distribution is uniform. 
The multipath environment is defined by the vehicular channel. 

-4 -2 0 2 4 6 8 10
10-4

10-3

10-2

10-1

Eb/N0

B
E

R

spacing=10λ
spacing=λ/2

 
Figure 7.7: Spatial Aliasing vs. Diversity Gain. There are 5 interferers. The user distribution is non-

uniform. The multipath environment is defined by the vehicular channel. 
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Figure 7.8: Spatial Aliasing vs. Diversity Gain. There are 10 interferers. The user distribution is uniform. 

The multipath environment is defined by the vehicular channel. 
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Figure 7.9: Spatial Aliasing vs. Diversity Gain. There are 10 interferers. The user distribution is non-
uniform. The multipath environment is defined by the vehicular channel. 
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We can clearly observe the benefit of spatial diversity. The performance gain shown demonstrates 

that it is not essential to maintain Nyquist spacing among elements of an adaptive antenna array when 

the number of co-channel interferers exceeds the number of elements and the angle spread of the 

channel is very narrow. It is better to achieve diversity gain even at the cost of the spatial aliasing to 

cope with the overloading of the array. 



 

 

Chapter 8 

Beamforming for OFDM Systems 

8.1 Introduction 

Orthogonal Frequency Division Multiplexing (OFDM) [12] is a multi-carrier technique that has 

recently received considerable attention for high speed wireless communication. In this chapter we 

will develop a simple pilot symbol assisted frequency domain beamforming technique for the OFDM 

receiver. The weight vector estimated with the proposed scheme cancels strong interference and 

minimizes channel impairments. Interference rejection from beamforming can enable more than one 

pair of nodes of an ad hoc network to share the same channel. This can potentially increase the 

system throughput of the ad hoc networks which are mainly based on Collision Sense Multiple 

Access (CSMA) [204] techniques. The chapter begins with a brief description of the fundamental 

concept of an OFDM system. The beamforming scheme is explained next and we investigate different 

aspects of the beamforming technique in a simple AWGN environment. The concept of sub-band 

beamforming is demonstrated by employing two multipath channels with contrasting frequency 

response in the next section. The final section investigates the performance of the proposed 

beamforming scheme for vector channel based on actual measurement data. The applicability of 

computationally simple LMS algorithm instead of the RLS algorithm is also investigated in this 

section.  

 

8.2 Fundamental concepts of OFDM 

OFDM has been accepted as the standard for Digital Audio Broadcast (DAB) [205] and Digital Video 

Broadcast (DVB) [206] in Europe. It has also been established as one of the techniques for the IEEE 

802.11a wireless LAN standard [207]. OFDM has emerged as one of the primary candidates for the 

Fourth Generation (4G) wireless communication systems and high speed ad hoc wireless networks. 

The basic principle of OFDM is to split the data into multiple parallel streams and employ orthogonal 

sub-carriers to each of these streams [12]. The sub-carriers are allowed to overlap but they are still 

mathematically orthogonal [4] to each other. This makes the OFDM spectrally efficient compared to 

a conventional multi-carrier system. Each OFDM symbol consists of a sum of sub-carriers that are 

modulated by PSK or QAM. The kth sample of an OFDM symbol can be written as   
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where M is the number of sub-carriers and mX  is the data symbol, PSK or QAM modulated, on the 

mth sub-carrier. 

 

Equation 8.1 is identical to the expression of an M point Inverse Discrete Fourier Transform (IDFT). 

Therefore the sub-carrier multiplexing can be efficiently performed with the help of Inverse Fast 

Fourier Transformation (IFFT) operation. This is one of the most attractive features of OFDM since 

the transmitter can multiplex data symbols onto sub-carriers by employing the computationally 

efficient IFFT operation. Therefore the frequency division multiplexing can be achieved by baseband 

processing rather than band-pass filtering. Figure 8.1 shows a simple OFDM transmitter. Obviously 

an OFDM receiver can perform the demodulation with a simple Fast Fourier Transform (FFT) 

operation. This eliminates the banks of sub-carrier oscillators and coherent demodulators required by 

conventional frequency division multiplexing systems [12].  
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Figure 8.1: A Simple OFDM transmitter 

 

 

8.3 Inter Symbol Interference in OFDM 

The basic principle of OFDM involves splitting a high rate data stream into M streams of lower data 

rate streams that are transmitted simultaneously over the same number of sub-carriers. The lower data 

rate streams have M times the symbol duration compared to the original data stream. This reduces the 

ratio of the relative delay spread to the symbol duration by the same factor and diminishes the 

multipath dispersion in an OFDM system. The ISI can be completely eliminated by introducing a 

guard time, longer than the delay spread [12], for each OFDM symbol. The OFDM symbol is 

cyclically extended during the guard time in order to eliminate the Inter Carrier Interference (ICI). ICI 
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is the cross-talk between the sub-carriers which is detrimental to the orthogonality of between the 

sub-carriers. The cyclic extension is an overhead to the system and reduces the system throughput. 

For the simulations conducted, we employed cyclic extensions to eliminate the loss of orthogonality 

between sub-carriers. References [12] and [208] provide detailed discussion on the topic of ISI and 

ICI. 

 

8.4 Spectrum Shaping of OFDM 

There are several signal processing techniques that can be applied to make the out of band spectrum 

of an OFDM signal reduce rapidly. Windowing of individual symbols is one method that ensures that 

the amplitude goes smoothly to zero at the symbol boundaries [12]. This reduces the sidelobe levels 

and lends better spectral property to the OFDM signal. Raised Cosine window is one of the most 

commonly used windows. A Raised Cosine function is defined as  
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                 (8.2) 

Here Ts is the symbol duration and α is the roll-off factor. Conventional filtering techniques can also 

be applied instead of time domain windowing in order to reduce out of band spectrum. However, 

from an implementation viewpoint windowing is an order of magnitude less complex than the 

filtering [12]. For the simulations conducted, we did not apply any spectrum shaping techniques since 

there were no adjacent channel users. 

 

8.5 Frequency Domain Beamformer for OFDM receiver2 

Multipath propagation causes data symbols on each sub-carrier to encounter different amplitude and 

phase responses.  As a result, even when individual sub-carriers experience flat channel response, the 

channel can still be frequency-selective from the whole signal spectrum perspective. Consequently a 

conventional OFDM receiver requires one-tap equalizers for each sub-carrier to minimize the channel 

distortion. In this section, we propose a novel OFDM adaptive beamforming technique that eliminates 

the equalization at the output of the FFT operation [187]. This is achieved by grouping adjacent sub-

carriers into sub-bands and employing separate weight vector for each of the sub-bands. The number 

                                                 
2 The author would like to thank B. L. P. Cheung for his contributions 
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of sub-carriers in a sub-band depends on the coherence bandwidth [9], the bandwidth for which the 

signal retains strong correlation, of the channel.  

 

Let us assume that each OFDM symbol is transmitted through a multipath channel with L resolvable 

multipaths and the receiver is equipped with a uniformly spaced linear array (ULA) consisting of N 

elements.  Using the narrowband model assumption, the kth sample at the nth antenna element can be 

expressed as  

,
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where d is the antenna spacing, cλ  is the wavelength of the carrier, ,k lθ  is the angle of arrival (AOA) 

with respect to the array broadside for the lth path of the channel impulse response at time k, ,k lh  is the 

complex random variable for the lth path of the channel impulse response at time k, and ,k nη  is the 

additive white Gaussian noise (AWGN) at the nth antenna element at time k.  Let us for the time being 

assume that the AOA does not change with time so that it is a function of l only. If we let ( )n lω θ  be 

the phase shift of the received signal from the lth path at the antenna element n with respect to the 

received signal at the reference antenna element, Equation 8.3 can be rewritten as  
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where  

c

2( ) ( 1) sin
λn l ln dπω θ θ= −                         (8.5) 

We assume that the guard time is longer than the delay spread so that ISI can be completely 

eliminated.  The demodulated symbol on the mth sub-carrier at the output of FFT at the nth antenna 

element can be written as [187] 
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where ,m nN  is the AWGN noise on the mth sub-carrier at the nth antenna element, ,m nα  is the 

multiplicative distortion caused by the channel at the mth sub-carrier at the nth antenna element, ,m nβ  

is the ICI term, and ( )lH m k−  is the FFT of a time-variant multipath channel ,k lh , which is defined 

as  

2 ( )1
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π −− −

=

− = ∑                        (8.7) 

If we assume that the multipath channel is time-invariant over one OFDM symbol duration, 

( )lH m k−  in Equation 8.7 becomes zero and thus there is no ICI.  In this case, Equation 8.6 contains 

only the multiplicative distortion whose effect can be visualized in a signal constellation diagram.  

Figure 8.2 shows a 16QAM signal constellation diagram at one of the antennas of the receiver for a 

64-subcarrier OFDM system for a two-ray multipath channel. The delay spread of the channel is less 

than the guard time so that there is no ISI. We assume that the power of the second path is 6 dB lower 

than the first one and no noise is present at the receiver front end. The multiplicative distortion moves 

some of the signal points over the decision boundaries and results in significant degradation in the 

BER performance.  
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Figure 8.2: 16QAM signal constellation diagram for a 64-subcarrier OFDM system with a two-ray 
multipath channel, the second ray being 6 dB lower than the first one.  No equalization is implemented 

 
The multiplicative distortion ,m nα  can be eliminated by using a one-tap equalizer [207] at the nth sub-

carrier. For the case in Figure 8.3, one-tap equalizers [207] based on the zero-forcing criterion are 
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implemented on individual sub-carriers at the output of the FFT.  No distortion is observed in the 

signal constellation diagram since the multiplicative distortion is compensated by the one-tap 

equalizers.  Therefore in a conventional OFDM receiver, channel equalization is usually employed at 

the FFT output to correct the amplitude and phase distortion caused by the multipath distortion.  
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Figure 8.3: 16QAM signal constellation diagram for a 64-subcarrier OFDM system with a two-ray 
multipath channel, the second ray being 6 dB lower than the first one.  One-tap equalization is 

implemented at the output of FFT for individual sub-carriers. 

 

However, the multiplicative distortion ,m nα  contains ( )n lω θ , which provides the AOA information 

for beamforming.  Thus equalization should not be performed at this stage if we want to retain the 

AOA information.  Instead, the multiplicative distortion is left with the demodulated symbol so that 

the beamformer can steer the beam towards the desired user.  Employing the proper beamforming 

criterion, the beamformer will be able to minimize the effect of ,m nα  when the adaptive algorithm 

converges.  Therefore the weight vectors cancel interference and at the same time perform 

equalization. Since the multiplicative distortion may be fairly distinctive across the spectrum, a single 

beamformer with one set of weight vector will not be able to perform optimum combining for all sub-

carriers.  Therefore, symbols on individual sub-carriers should ideally be processed by their own 

beamformers.  In this way, each beamformer has its own set of weight vector which combines the 

demodulated symbols on its corresponding sub-carrier in an optimal way. If  

, 1, 1,m n m n m p nα α α+ + −≈ ≈ ≈$ , all p sub-carriers can be processed by the same beamformer and the 

computational load is reduced.  We term this group of sub-carriers a sub-band. It is obvious that the 
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size of the sub-band, i.e. the value of p, depends on the coherence bandwidth of the channel. We have 

implicitly assumed that the spectral property of the interferer remains the same across the whole 

spectrum. If that is not the case, the size of the sub-band may be limited by the interfering signal. A 

beamforming scheme based on the concept of sub-band beamforming is shown in the next figure. 
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Figure 8.4: Proposed beamforming scheme 

 

8.6 Simulation Study of the Proposed Beamforming Scheme 

In this section we will show simulation results that illustrate the concept of sub-band beamforming 

and investigate different aspect of the technique.  

 

8.6.1 Description of the OFDM System 

The OFDM system has a data rate of 20 Mbps.  We employ 16-QAM modulation scheme which 

means that the bandwidth of the OFDM signal is 5 MHz. The number of sub-carriers for each OFDM 

symbol is 512. The beamforming scheme requires pilot symbols as reference signal. While inserting 

pilot symbols into the data stream, one has to consider the coherence time [3] of the channel. We have 

to ensure that there are enough pilot symbols within the coherence time of the channel to estimate the 

required statistics. At the same time, since we are computing separate weight vector for each sub-

band, there should be an adequate number of pilot symbols for each sub-band. However the pilot 

symbols are an overhead for the system and it should not reduce the throughput significantly. We 

define a transmitted frame which consists of 107 OFDM symbols.  The first 12 symbols are known 

pilot symbols which are used to compute the initial weight vectors based on the Recursive Least 
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Square (RLS) [105] technique. There are 88 data symbols during which we switch to the decision-

directed RLS algorithm to update the weight vector for tracking the time-variant channel. In order to 

facilitate the tracking and to keep the MSE at a low level, we insert 7 more pilot symbols at equal 

interval during the data portion of the frame. (We will ignore these pilot symbols while investigating 

the beamforming scheme in an AWGN environment.) Figure 8.5 illustrates the frame structure of the 

OFDM system. 
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Figure 8.5: Frame structure of the OFDM system 
 

 

8.6.2 Recursive Least Square Algorithm 

We employ the Recursive Least Square (RLS) algorithm to ensure that the computed weight vector 

converges within the first 12 pilot symbols. In this section we will briefly describe the well known 

Recursive Least Square (RLS) algorithm to compute and update the weight vector. The weight vector 

is intended to minimize a cost function consisting of the sum of squares over a time window. The 

error signal is defined as [105] 

( ) ( ) ( )He i d i w x i= − ,                    (8.8) 

where d is the reference signal, w  is the antenna weight vector, x  is the received signal vector at the 

antenna array, i is the sample index and H denotes Hermitian transpose. An exponential windowing is 

applied to define the cost function so that 

2

1
( ) λ ( )

k
k i

i
J k e i−

=

=∑                     (8.9) 

Here 0 λ 1≤ ≤  is a positive constant known as the forgetting factor. This determines how quickly the 

previous data samples are de-emphasized. In a stationary environment, all samples past and present 
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should have equal weight and λ  is set to 1. In a time varying environment λ  is close to but less than 

1. Usually the faster the channel conditions change, the smaller the value of λ  is. Note that the cost 

function is different from that of an MMSE case where the cost function is the ensemble average of 

the squared errors. The RLS algorithm can be obtained from minimizing Equation 8.9 by expanding 

the magnitude squared and by applying the matrix inversion lemma [105]. The RLS algorithm can be 

described by the following few steps [105]: 

*

1 1

( ) ( )
( )

λ ( ) ( ) ( )

( ) ( ) ( ) ( )
( 1) ( ) ( ) ( )
( 1) λ ( ) λ ( ) ( ) ( )

H

H

H

P k x k
k

x k P k x k

e k d k w k x k
w k w k e k k
P k P k k x k P k

κ

κ
κ− −

=
+

= −
+ = +
+ = −

                (8.10) 

The initial value for ( )P k  is set as (0) N NP I ×= ϒ , where ϒ is a large positive constant and N NI ×  is 

the N N×  identity matrix with N being the number of antenna elements. The convergence of RLS 

algorithm is typically an order of magnitude faster than the LMS algorithm [105]. The RLS algorithm 

was chosen for this reason so that the beamforming scheme requires very few pilot symbols to 

converge. However the computational complexity of the RLS algorithm for each iteration is 
2(4 4 )O N N+  which is much higher than that of the LMS.  

 

8.6.3 Simulation in Simple AWGN Environment 

Let us first employ the beamforming scheme in a very simple scenario where the only channel 

impairment is AWGN. The receiver is equipped with a four element ULA with half carrier 

wavelength of spacing between the elements. The elements are assumed to be omni-directional. The 

desired signal is corrupted by two interferers and thermal AWGN. The interfering signal is complex 

wideband white Gaussian noise. The interfering signals are uncorrelated from the desired signal and 

have similar wideband spectral property of the desired signal in the band of interest. So this can be 

regarded as a simplified model for representing the MAI. The desired user is transmitted from the 

spatial location of 00 with respect to the array broadside.  Two interfering signals whose received 

powers are 6 dB higher than the desired signal originate at 600 and -600. Note that this is significantly 

different from the simulation environment employed to evaluate the performance of the 2-D 

receivers. In such a scenario, there were more interferers than the number of antenna elements and 

after the processing gain, all the interfering signals were weaker than the desired signal. However in 

this case, the number of interfering signals is less than the number of antenna elements and our 
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objective is to cancel or null the interferers that are significantly stronger than the desired signal. Such 

interferers are common in a military environment and are often termed as jammers. We have 

mentioned in the introductory section that one of the targeted applications for this beamforming 

scheme could be to increase the system throughput of an ad hoc network by enabling more than   one 

pair of nodes to share the same channel. In an ad hoc network there is no centralized power control. If 

the transmitting node of the latter pair is closer to the receiving node of the original pair, it can create 

near-far scenario. As a result the beamformer must be able to cancel a few interfering signals that are 

much stronger than the desired signal.  

 

Since the channel is not time varying, we do not insert any pilot symbols in the middle of the OFDM 

frame. Obviously we still have the first 12 symbols as known pilot symbols to aid the convergence of 

the adaptive algorithm. In this simple environment, we would require only one set of weight vector to 

process all the sub-carriers i.e. the size of the sub-band is 512 sub-carriers. For the simulations 

conducted we used samples from a randomly chosen sub-carrier to compute the weight vector. The 

forgetting factor λ  of the RLS algorithm is set at 1. Figure 8.6 shows the Mean Square Error (MSE) 

at the output of the beamformer for the 1st sub-carrier for two different input SNR levels. We can 

observe that the MSE converges within the first 12 pilot symbols. The steady state MSE for an SNR 

of 20 dB settles below 10-2 (-20 dB). Similarly, the steady state MSE for 10 dB input SNR is lower 

than 10-1 (-10dB). This is a clear indication that the interference has been cancelled successfully. We 

can also observe that the MSE is similar when each sub-carrier is processed by its own weight vector. 
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Figure 8.6: MSE in AWGN environment for sub-carrier no. 1  
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Table 8.1 shows the Signal to Interference Ratio (SIR) at the output of the beamformer and 

demonstrates that the interference has been cancelled effectively. Also the average and the minimum 

SIR are similar regardless of the number of weight vectors applied to combine the signal at different 

sub-carriers. This is consistent with the behavior of the MSE observed previously. 

 

Table 8.1 Output SIR at AWGN environment 

1 sub-carrier per sub-band 512 sub-carrier per sub-band 

Avg. SIR for 
SNR=10 dB 

Min. SIR for 
SNR=10 dB 

Avg. SIR for 
SNR=20 dB 

Min. SIR for 
SNR=20 dB 

Avg. SIR for 
SNR=10 dB 

Min. SIR for 
SNR=10 dB 

Avg. SIR for 
SNR=20 dB 

Min. SIR for 
SNR=20 dB 

52.5 dB 44.8 dB 59.8 dB 53.6 dB 51.5 dB 44.9 dB 58.7 dB 54.1 dB 
 

The beam pattern can be an important tool to investigate the performance of the beamforming scheme 

in this simple scenario. Since there is no multipath and the objective is to cancel interference, we 

should be able to notice high gain at the direction of the desired user and deep nulls at the directions 

of the interfering signals. Figure 8.7 illustrate the beam pattern for three different sub-carriers when 

we compute separate weight vectors for different sub-carriers. The input SNR is 10 dB. All the beam 

patterns are very similar which is what we would expect in an AWGN environment. We can observe 

the nulls at � 600 and 600 which are the locations of the interferers. Also the gain at the desired user�s 

location (00) is approximately equal to one. The beam pattern when only one weight is used is also 

plotted in Figure 8.7 and we can observe its similarity with the other three beam patterns. 
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Figure 8.7: Beam pattern for various sub-carriers 
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Based on the discussions so far, we can infer that the BER does not depend on the number of weight 

vectors employed for this simple simulation scenario. This is evident from the BER plot shown in 

Figure 8.8. 
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Figure 8.8: BER in AWGN environment 

 

 

8.6.4 Simulation in Frequency Selective Multipath Channel 

We apply our proposed beamforming scheme to two different multipath environments. The objective 

is to demonstrate that a number of sub-carriers, composing a sub-band, can be processed by a single 

set of weights and that the number of sub-carriers per sub-band can vary with the frequency selective 

nature of the channel. The desired user is once again at 00 with respect to the array broadside. There 

are two interferers located at 300 and -600 and are being received at 13 dB and 6 dB higher power 

level than the desired user respectively. The receiver is equipped with an 8 omni-element ULA. 

 

The first channel employed is the COST-207 six-tap typical urban (TU) channel [209], which is 

defined by the power delay profile of Table 8.2.    We assume that all six resolvable multipath 

components are within 300 with respect to the central arriving angle of the transmitted signal.  The 

vector model based on Jakes� model described in Chapter 7 is employed to generate the complex 

amplitude of the resolvable multipath components for different antenna elements. The different 

parameters of Jakes� model for COST-207 model are defined in Table 8.3. This channel is extremely 

frequency selective as we can observe from Figure 8.9. The second channel employed is the IMT2000 
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indoor A channel [194] described by the power delay profile of Table 8.4. This channel has a fairly 

flat response (see Figure 8.10) with a much higher angle spread. We assume that the resolvable 

multipath components are within 600 with respect to the central arriving angle of the transmitted 

signal. The parameters of the vector channel model for the indoor channel are also shown in Table 

8.3. 
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Figure 8.9: Magnitude response of the COST-207 
TU channel model 

Figure 8.10: Magnitude response of the IMT2000 
Indoor A channel model 

 

Table 8.2: COST-207 TU channel  

Tap number 1 2 3 4 5 6 
Delay ( sµ ) 0.0 0.2 0.5 1.6 2.3 5.0 
Frac. power 0.19 0.38 0.24 0.09 0.06 0.04 

 

Table 8.3: Parameters of vector channel model  

 Doppler spread, fd 10 Hz 
Number of local scatterers, M 20 

 Angle spread, ∆ 100(COST-207), 600(IMT2000) 
Angle of departure, Φ 00~3600 

Random phase, φ 00~3600 
 Normalized distance of element from reference, dn/λ 0.5n 

 

 

Table 8.4: IMT2000 Indoor A channel  

Relative Delay (ns) Average Power (dB) 
0 0 

50 -3 
110 -10 
170 -18 
290 -26 
310 -32 
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Figure 8.11 show the BER performance of the sub-band beamforming scheme for the COS-207 TU 

channel condition. The baseline performance curve is generated for the case when there is a weight 

vector for each sub-carrier i.e. the size of the sub-band is only one sub-carrier. When the size of the 

sub-band is increased from one, the weight vector is computed for the first sub-carrier of the sub-band 

and that weight is employed to combine all the sub-carriers of that particular sub-band. We can 

observe that the performance of the beamforming scheme is similar when the size of the sub-band is 

either two sub-carriers or one sub-carrier. However when four sub-carriers are grouped together to 

form a sub-band the performance starts to deteriorate. Therefore for an extremely frequency selective 

channel like the COST-207 TU channel, the size of the sub-band is limited to only two sub-carriers. 

However by computing 256 weight vectors rather than 512 weight vectors, the computational load is 

reduced by a factor of two. This also means that the number of known QAM symbols can be halved 

in the OFDM pilot symbols and the system throughput can be increased by a reduction of the 

overhead.  
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Figure 8.11: Performance of the sub-band beamforming scheme in COST-207 TU channel condition 
 

 

Figure 8.12 shows the BER performance of the beamforming scheme for the IMT2000 indoor A 

channel condition. The baseline performance curve is once again generated for the case when the size 

of the sub-band is only one sub-carrier. The performance does not diminish significantly when 8 sub-

carriers are grouped together to form a sub-band. The performance does not change even when the 

size of the sub-band is increased from 8 to 32 sub-carriers. However the performance deteriorates to 
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some extent as the size of the sub-bands become 64. We can see that the BER becomes unacceptable 

for sub-band size larger than 64. Based on these observations we can conclude that at least 32 sub-

carriers can be grouped to form a sub-band and we would require only 16 weight vectors. In such a 

scenario only 32 out of the 512 QAM symbols in a OFDM pilot symbol needs to be known. The 

larger size of the sub-band for the IMT2000 is expected because the channel is fairly flat compared to 

the COST-207 TU channel. As a result the number of sub-carriers that experience similar channel 

response is much larger and consequently a single weight can serve a larger number of sub-carriers.  
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Figure 8.12: Performance of the sub-band beamforming scheme in IMT2000 Indoor A channel condition 
 
 

The previous example of the beamforming in two channels with widely different coherence 

bandwidth demonstrates the concept of sub-band beamforming. We have established that the size of 

the sub-band varies according to the channel condition. Therefore it is necessary to determine the 

optimum size of the sub-band before the system can begin operation. 

 

8.7 Performance in Vector Channel based on Measurement Data3 

In this section we are going to employ the beamforming scheme in an environment where the 

propagation condition is described by vector channel based on actual measurement data. 

Measurements were performed using Virginia Tech�s wideband, vector channel measurement system.  

The VIPER (vector impulse response) system [210] simultaneously measures channels between a 

transmitter antenna and up to four receiver antennas.  The measurement system transmitter uses an 

                                                 
3 The author would like to thank Raqibul Mostafa, Bill Newhall and James Hicks for their contributions. 
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FPGA programmed to produce a 1023-chip length PN sequence clocked at 80 Mcps.  The PN 

sequence bi-phase modulates the 2050 MHz carrier, and the resultant signal is amplified and 

transmitted using a single antenna.  The receiver down converts signals with bandwidths up to 400 

MHz and samples up to four channels at 1 Gsps.  Snapshots of signals are stored in RAM and 

processed in software.  Figure 8.13 [211] shows the block diagram of the VIPER measurement 

system. 

 

FPGA X

Sig. Gen

80 Mcps
PN sequence

2050 MHz

FPGA X

Sig. Gen

80 Mcps
PN sequence

2050 MHz  

1 G
sps

A
nalog-to-D

igital
C

onversion

R
A

M

Frequency
Translation

Frequency
Translation

Software-Defined
Radio Modules

Channel
Measurements

…

…

1 G
sps

A
nalog-to-D

igital
C

onversion

R
A

M

Frequency
Translation

Frequency
Translation

Software-Defined
Radio Modules

Channel
Measurements

…

…
Figure 8.13: VIPER measurement system 

 

 

Power-delay profiles are computed and used to approximate the channel impulse responses.  A cross-

correlation function is calculated between the received signal and the transmitted signal (known by 

the receiver) to produce the power-delay profile, resulting in knowledge of strength and delay 

characteristics of multipath components for each channel.   

 

The wideband measurements were performed on the Virginia Tech campus in an area with dense 

buildings and other obstructions.  Figure 8.14 shows a map of the plaza, which is bordered by four 

buildings of stone construction reaching heights of two stories or greater.  The obstructions within the 

plaza consist of vestibules and skylights constructed of concrete, metal, and glass.  Pedestrian traffic 

in the area was very low during measurements.  Two one receiver location and two transmitter 

locations were used.  The locations were chosen such that the line-of-sight path between the 

transmitter and receiver was blocked by multiple obstructions.   

 

The receiver antenna was a four-element, linear array of vertical monopoles with quarter-wavelength 

spacing.  The transmitter antenna was an end-fed dipole oriented vertically throughout the 

measurements.  Transmitter-receiver separation was approximately 210 feet; for this distance, a 

transmit power of 1 dBm was used. The two transmitter positions are separated by approximately 300. 
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Figure 8.14: Layout of the VIPER outdoor measurement4 

 

Measurements were performed with the receiver array was held stationary.  While the receiver was 

logging signal data, the transmitter antenna was moved throughout an extent of approximately five 

wavelengths about the defined transmitter location.  This movement enabled recording of small-scale 

fading of multipath at the receiver without including large scale effects. The collected snapshots when 

the transmitter was at position NLOS4 were used to represent the propagation channel for the desired 

user. The collected snapshots when the transmitter was at position NLOS1 were employed to describe 

the channel for the interfering source. 

 

The channel frequency response for the desired user for two different snapshots is shown in Figure 

8.15. We can observe the channel response is moderate. The channel has a wide angle spread 

resulting from the rich scattering environment and as a result we observe that there is large variation 

in the channel response across the antenna elements. 

                                                 
4 The author would like to thank Mike Hill for providing the layout of the plaza 
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Figure 8.15a: Magnitude response of the vector 
channel of the desired user for snapshot 6 

Figure 8.15b: Magnitude response of the vector 
channel of the desired user for snapshot 25 

 

 

Let us present the performance of the proposed beamforming scheme in this channel environment. 

The desired user employs the OFDM system described in Section 8.5.1. The interfering signal is a 

complex wideband Gaussian random signal. The received power of the interfering signal is 6 dB 

higher than the desired signal. Figure 8.16 shows the performance of the beamforming scheme in 

terms of BER for different sizes of the sub-bands. We can observe that there is very little performance 

degradation as long as the size of the sub-band is kept to 8 sub-carriers. There is a large performance 

degradation when 16 sub-carriers are grouped together to form a sub-band and we can clearly observe 

an error floor. The performance deteriorates further for a sub-band size of 32 sub-carriers and the 

error floor is noticeable even at a very low SNR. Thus we can conclude that for this particular 

environment, the optimum size of a sub-band is 8 sub-carriers.  
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Figure 8.16: Performance of the beamforming scheme for various sub-band sizes in measured channel 

 

The choice of RLS algorithm for computing the weight vectors and then for tracking in a decision 

directed mode is based on its good convergence property. However the RLS algorithm is fairly 

complex in terms of its computational complexity and the number of operations required is quadratic 

with the number of antenna elements (see Section 8.5.2). Therefore, once the initial weight vectors 

are computed, it may be possible to employ a computationally simple algorithm to update the 

weights. We investigated the applicability of the LMS [105] algorithm for tracking. The LMS 

requires a lot less operations compared to the RLS algorithm and the computational complexity is 

linear with the number of antenna elements (see Section 7.2.2). Figure 8.17 shows the performance of 

the beamforming scheme when the LMS algorithm is applied for tracking the channel and updating 

the weight vectors after the first 12 pilot symbols. The step size for the LMS algorithm is 0.001. The 

size of the sub-band is 8 sub-carriers. We observe that there is some performance degradation (about 

2 dB at a BER of 10-3) when we employ the LMS algorithm. However, the reduction in computational 

complexity may justify this slight performance degradation.  
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Figure 8.17: Comparison of performance for RLS and LMS 

 



 

 

Chapter 9 

Conclusions and Future Works 

9.1 Conclusions 

In this dissertation we have achieved the following  

•  We investigated different beamforming techniques that are applicable to the 3G CDMA 

systems and OFDM based wireless systems. 

•  We developed a Beamformer-Rake that utilizes the MSNR beamforming for spatial 

processing. This receiver is suitable for the WCDMA base station. 

•  We thoroughly investigated different algorithms for solving the Simple Eigenvalue problem 

required to perform MSNR based Eigen-Beamforming. We compared the different 

algorithms in terms of computational complexity. The performance of these algorithms 

when applied to a Beamformer-Rake was investigated for various conditions at the reverse 

link of a WCDMA system. 

•  We proposed several Beamformer-Rake receivers that employ the MSINR beamforming. 

These receivers are suitable for the WCDMA base station. 

•  We comprehensively described different algorithms to solve the Generalized Eigenvalue 

problem required to perform MSINR based beamforming. 

•  We proposed a completely new low-complexity algorithm to solve the Generalized 

Eigenvalue problem. We compared this method with existing ones in terms of 

computational complexity. The performance of this algorithm compared to other existing 

algorithms when applied to a Beamformer-Rake operating at the uplink of a WCDMA 

system was investigated for various operating conditions. We also compared the 

performance of different MSINR based Beamformer-Rake receivers. 

•  We compared the performance of the MSNR beamforming with that of MSINR 

beamforming in the context of Beamformer-Rake receivers. 

•  We proposed a Pilot Symbol Assisted DMI based Beamformer-Rake and compared its 

performance with that of a MSINR based Beamformer-Rake. 

•  We described two different structures of 2-D diversity combiners and showed their 

equivalence with the aid of analysis. 
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•  We demonstrated the importance of spatial diversity gain in a CDMA based cellular 

environment. 

•  We proposed a new frequency domain beamforming scheme for the OFDM system and 

demonstrated the concept of sub-band beamforming for various propagation conditions. 

•  We investigated the performance of the proposed OFDM beamforming scheme in vector 

channel based on actual measurement data. 
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9.3 Future Work 

We have put forward suggestions for extending the current research work. 

 

9.3.1 Further development of Efficient Algorithms for Eigen-Beamforming 

In Chapter 5, the technique of Lagrange multiplier was employed to solve the SE. The Lagrange 

multiplier can be computed in a different manner and this will result in an alternative adaptive 
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algorithm. The technique employed in section 6.3.3 to linearize the AMI can be utilized to simplify 

this alternative Lagrange Multiplier method. We will derive this alternative adaptive algorithm and 

demonstrate its convergence and tracking. We will also show how a similar technique can be adopted 

to simplify the Power method for solving the SE. The technique described in section 6.3.3 has also 

been applied in [147] to develop an alternative algorithm to solve the Generalized Eigenvalue 

problem. We will provide a brief discussion on this algorithm which employs the Lagrange Multiplier 

technique. We leave the investigation of the performance of these algorithms in the context of spatial 

processing for Beamformer-Rake receivers for future researchers. 

 

 
9.3.1.1 Alternate Linear Lagrange Multiplier Method 

The weight vector that maximizes H
ss

w R w  subject to the constraint 1Hw w = , is attained by 

maximizing the following functional (see Section 5.2.3 for details) 

( ) (1 )H H
xx

J w w R w w wγ= + −                   (9.1) 

Therefore as shown in Section 5.2.3 the weight update equation becomes 

( 1) ( ) ( ) ( ) ( )
ss

w k w k R k k I w kµ γ + = + −  .                 (9.2) 

The local maximas of the functional ( )J w  are attained when the Lagrange Multiplier constant γ  in 

Equation 9.1 is equal to any of the eigenvalues of the SE and consequently w  is the corresponding 

eigenvector. This is quite straight forward to derive. The weight vector is intended to maximize the 

functional ( )J w  and consequently [ ]( ) 0H J w
w
∂ =

∂
. This will produce the SE with γ  as the 

eigenvalue. If the initial guess is not an exact eigenvector and the step size µ  is a positive real 

constant that is small enough to guarantee convergence, the iteration given by Equation 4 converges 

to the normalized principal eigenvector of the SE [145]. Since the Lagrange Multiplier constant ( )kγ  

is the largest eigenvalue, we can compute it by following the procedure described in Section 6.3.3 

where we simplified the AMI. Therefore, 

( ) ( ) ( ) ( )

( ) ( 1) ( ) ( ) ( )

( ) ( 1) ( ) ( ) ( ) ( ) ( )

H
ss

HH
ss

HH H
ss

k w k R k w k

w k f R k s k s k w k

f w k R k w k w k s k s k w k

λ =

 = − + 

= − +
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( ) ( 1) ( 1) ( 1) ( ) ( ) ( ) ( )HH H
ss

k f w k R k w k w k s k s k w kλ⇒ ≈ − − − +                  (9.3) 

Now if we define ( ) ( ) ( )Hk s k w kα = , we can write 

2( ) ( 1) ( )k f k kλ λ α= − +                    (9.4) 

The weight update equation can be written as  

( 1) ( ) ( )w k w k z kµ+ = +                    (9.5) 

where, 

( ) ( ) ( ) ( )

( 1) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

ss

H
ss

z k R k k I w k

f R k s k s k w k k w k

v k k w k

λ

λ

λ

 = − 
 = − + − 

= −

                (9.6) 

Now, 

( ) ( 1) ( ) ( ) ( )

( 1) ( 1) ( ) ( )

( 1) ( ) ( )

H
ss

ss

v k f R k s k s k w k

f R k w k k s k

f v k k s k

α

α

 = − + 
≈ − − +

= − +

                  (9.7) 

with the initial guess being 

(0) (0) (0)v sα=                     (9.8) 

 

The flowchart of this algorithm is shown in Figure 9.1. The computational complexity of the 

alternative simple Lagrange Multiplier algorithm is (4.5 )O N . 

 
(0) (0)w s= Initial guess:

2
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Figure 9.1: Flowchart of the alternate linear Lagrange multiplier algorithm 
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Let us present some simple simulation results that illustrate two important properties of this low 

complexity adaptive algorithm namely the convergence and tracking performance. Figure 9.2 

compares the MSE of the alternative Lagrange Multiplier algorithm with the simplified Lagrange 

multiplier method described in Section 5.3.3. Both the algorithms are employed in their reduced 

complexity linear form. A receiver equipped with a 4 element ULA demodulates Quaternary Phase 

Shift Keying (QPSK) symbols for a signal to white noise ratio of 10 dB. The white noise accounts for 

the thermal noise and despread interference. This is a simplified representation of the scenario at the 

output of a CDMA despreader. We do not consider any multipath fading or Doppler spread. The 

antenna elements are omni-directional and the spacing between the elements is half the carrier 

wavelength. Both the algorithms employ the first sample of the received signal vector as the initial 

condition. We can clearly observe that the MSE of the alternative algorithm converges to its steady 

state value within the first 50 samples whereas the same for the original Lagrange multiplier 

algorithm takes more than 1000 samples to converge. This fast convergence property is one of the 

attractive features of the alternative Lagrange Multiplier method. We can expect this method to 

exhibit BER performance that is similar to the original Lagrange Multiplier method given the same 

steady state MSE. It may be worthwhile to compare this algorithm with the other adaptive algorithms 

investigated in Chapter 5. 

0 500 1000 1500
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Figure 9.2: MSE for the linear Lagrange multiplier methods. Linear Lagrange I is the simplified 

alternative algorithm and Linear Lagrange II is simplified original algorithm. The SNR = 10 dB, µµµµ = 
0.001 
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Figure 9.3: Tracking property of the proposed linear adaptive algorithm. The AOA changes by 0.10 at 
each snapshot. SNR = 0 dB, SIR = 6.99 dB, f = 0.75, µµµµ = 0.03 

 

The AOA of the received signal and consequently the eigenvector of the covariance matrix changes 

with the movement of the mobile station. The adaptive algorithm must be able to track this change 

and steer the beam accordingly. We investigated the tracking property of the alternative linear 

Lagrange multiplier based algorithm in a scenario where a receiver equipped with an 8 element ULA 

is getting QPSK symbols from a mobile source. The spacing between the omni-directional antenna 

elements is half the carrier wavelength. The signal to white noise ratio is 0 dB. There are 20 

interferers randomly distributed within [-900 900]. The interfering signals are complex wideband 

Gaussian noise and the received power of each of them is 20 dB down (accounts for CDMA 

processing gain) than that of the desired signal. Consequently we have a Signal to Interference Ratio 

(SIR) of 6.99 dB. Once again we are modeling the output of a CDMA despreader and this is similar to 

the scenario applied in [142] to investigate the tracking performance of the MCGM. The AOA of the 

desired signal is incremented by 0.10 at each snapshot. As before we have not considered any 

multipath fading or Doppler spread. Figure 9.3 compares the main lobe direction of the ULA with the 

actual AOA for a typical simulation run. We can observe that the adaptive algorithm can track the 

change in AOA very accurately even for this low SINR of -0.79 dB. The mean difference of the 

estimated and actual AOA for 10,000 trials is 0.7450 which is insignificant compared to the 3 dB 
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beamwidth [2] of the ULA. Note that in a practical environment the array has to track the composite 

channel vector (see Appendix B) and this can be a topic of future direction of research. 

 
 

9.3.1.2 Linear Power Method 

The Power method for solving the SE can also be linearized to reduce its computational complexity. 

Let us rewrite the power iteration again 

( 1) ( ) ( )
ss

q k R k w k+ =                     (9.9) 

Now, as stated previously, in a time varying environment the covariance matrix can be estimated as 

( ) ( 1) ( ) ( )H
ss ss

R k f R k s k s k= − +                 (9.10) 

So Equation 9.9 can be written as, 

( 1) ( 1) ( ) ( ) ( )

( 1) ( ) ( ) ( ) ( )

( 1) ( 1) ( ) ( )

H
ss

H
ss

ss

q k f R k s k s k w k

f R k w k s k s k w k

f R k w k k s kα

 + = − + 

= − +

≈ − − +

               (9.11) 

Here,  

( ) ( ) ( )Hk s k w kα = .                   (9.12) 

So the weight update equation for power iteration becomes  

( 1) ( ) ( ) ( )

( 1)
( 1)

( 1)

q k f w k k s k

q k
w k

q k

α+ = +

+
+ =

+
                 (9.13) 

The flowchart of this technique is illustrated in Figure 9.4. We can observe that the computational 

complexity is  (3.5 )O N  which is linear with the number of antenna elements. Also the computational 

complexity is less than any other method described so far. A similar procedure for linearizing the 

Power method has been suggested in [146]. A direction of extending our research might be to 

compare the linear power method with the other adaptive algorithms investigated in this dissertation. 
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Figure 9.4: Flowchart of linear power method 

 
9.3.1.3 Alternate Linear Generalized Lagrange Multiplier Method 

The techniques described in the previous sections and section 6.3.3 have been adopted in [147] to 

develop a generalized Lagrange multiplier method whose computational complexity is linear with the 

number of antenna elements. As described in section 6.3.2 the weight vector w  that maximizes 

H
ss

w R w  subject to the constraint 1H
uu

w R w =  is given by, 

( 1) ( ) ( ) ( ) ( ) ( )
ss uu

w k w k R k w k R k w kµ γ− + = +                  (9.14) 

Here, 

( ) ( 1) ( ) ( )

( ) ( 1) ( ) ( )

H
ss ss

H
uu uu

R k f R k s k s k

R k f R k u k u k

= − +

= − +
                (9.15) 

Following the discussions of Section 9.3.1.1, ( )kγ  is the largest eigenvalue ( )kλ . We have 

demonstrated in section 6.3.3 that the eigenvalue can be estimated as  

2

2
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( ) ( 1) ( )

( ) ( 1) ( )
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k f k k

k s k w k
k u k w k

λλ
λ

λ λ α

λ λ β

α
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=
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=
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                 (9.16) 
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Following similar procedure, the weight update equation can be simplified to the following few steps 

[147] 

( 1) ( ) ( )w k w k z kµ+ = +                  (9.17) 

Here  

( ) ( ) ( ) ( )

( ) ( 1) ( ) ( )
( ) ( 1) ( ) ( )

z k v k k y k

v k f v k k s k
y k f y k k u k

λ
α
β

= −

= − +
= − +

                 (9.18) 

 

As we can observe, this algorithm is very similar to the linear AMI. Apart from Equations 9.17 and 

9.18, all the equations are exactly the same as the linear AMI. In a very simple simulation scenario, 

this alternate linear Lagrange multiplier method was shown to have moderate gain over linear AMI 

method [147]. 

 

The flowchart for the alternate linear Generalized Lagrange multiplier method is shown in Figure 9.4. 

As we can observe, the computational complexity is (7 )O N , which is a little less than that of the 

linear AMI. We leave the performance investigation of this alternative linear Lagrange Multiplier 

algorithm to future researchers. It will be interesting to compare this algorithm with the other adaptive 

algorithms investigated in this dissertation in the context of a MSINR based Beamformer-Rake 

receiver. 
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Figure 9.5: Flowchart of the alternate linear generalized Lagrange multiplier method 
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9.3.2 Study the Effect of Quantization on Adaptive Algorithms 

Floating point based arithmetic is applied in the DSPs or FPGAs during practical implementation of a 

digital communication system. Consequently it may be worthwhile to investigate the effect of 

quantization on the numerical stability of the algorithms for solving the Eigenvalue problem.  

 

9.3.3 Investigation of the Applicability of Beamformer-Rake Structure at the Handset 

An interesting way to extend the current research would be to investigate the possibility of employing 

the Beamformer-Rake structure at the mobile handset. The interference in the downlink is 

considerably different in nature than that of the uplink. The major source of interference would be 

inter-cell interference originating from a few distinct base stations. Therefore the MSINR based 

beamforming criterion could be a promising candidate. At the same time the lower number of antenna 

elements and smaller inter element spacing present significant challenge in attaining performance 

improvements. 

 

9.3.4 Extension of the Beamforming Scheme for OFDM System 

The adaptive beamforming scheme developed in this dissertation cancels strong interference and at 

the same time mitigates channel impairment. A suboptimal alternative would be to compute a single 

weight vector from the samples of a particular sub-carrier and apply that weight to all the sub-carriers. 

A channel estimation scheme can be employed at this point to estimate the modified channel at the 

individual sub-carriers and those estimates can be utilized to mitigate the channel. A future direction 

of research would be to 

•  Ascertain the performance penalty associated with the suboptimal scheme. 

•  Investigate the savings, if any, in terms of computational complexity. 

 



 

 

Appendix A 

Beamforming in Multipath Environment 

In a flat fading channel, the received signal arrives from a number of paths for which the delay is 

within the symbol duration (or the chip duration for a spread spectrum system). Each of these 

unresolved components has its own AOA and therefore the composite signal can no longer be 

associated with a single AOA. Beamforming is still feasible in this environment as long as the 

number of independent interfering signal is less than the number of array elements. 

 

Let us consider a scenario where the transmitted signals from a source traverse through different paths 

and arrive at the array with different AOAs. The received signal can be written as 

1

0
( ) ( ) ( ) ( )

K

k k k
k

r t t s t aα τ θ
−

=

= −∑ .                   (A.1) 

Here, ( )k tα , kτ  and kθ  are the complex gain, relative delay and the AOA of the of the kth path 

respectively and ( )ka θ is the array response vector for an AOA of kθ . Now if the maximum relative 

delay is less than the symbol duration (or chip duration for a spread spectrum signal) so that 

( ) ( )ks t s tτ− ≈ , we can write the received signal as  

1

0
( ) ( ) ( ) ( )

( )

K

k k
k

r t s t t a

s t

α θ

ψ

−

=

=

=

∑                    (A.2) 

where 
1

0
( ) ( )

K

k k
k

t aψ α θ
−

=

=∑  is the channel vector which consists of K unresolved components. It is 

obvious that the received signal covariance matrix is a rank 1 matrix which is similar to the case 

when the signal traverses through a single path. However we can no longer assign a single AOA to 

the channel vector. 

 

If we have thermal noise and interference present the received signal can be expressed as 

%
1

( ) ( ) ( ) ( )
M

d d m m
m Thermal NoiseDesired User

Interference

r t s t s t n tψ ψ
=

= + +∑&'(') &'(')
                  (A.3) 
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Each of the interfering signals merits a single degree of freedom. Therefore as long as 1M N≤ − , 

where N is the number of antenna elements, we will be able to perform beamforming and null-

steering. Let us revisit the simple null-steering scheme of section 2.3.1. For the sake of simplicity, let 

us assume that 1M N= − . The weight vector for the null-steering scheme is given by the following 

set of equations: 

 
1

0 ; 1,2, 1

H
d

H
m

w

w m N

ψ

ψ

=

= = −$
                   (A.4) 

We can solve for the weight vector so that 

( ) 1

1
0

0

Hw
−

 
 
 = Ψ
 
 
  

*
                    (A.5) 

where 1 2 1d Nψ ψ ψ ψ − Ψ =  $ .  

 

Let us consider a simple simulation scenario where the spatial location of the desired user is at 22.50 

with respect to the array broadside. There are 3 interferers at 67.50, -22.50 and -67.50 with respect to 

the array broadside. The desired user transmits QPSK symbols and the interfering signals are 

wideband zero mean complex Gaussian random processes. All the interfering signals are being 

received at a 10 dB higher power than the desired users signal. The transmitted signal from a source 

(desired user or interferer) travels via 4 equal strength paths of same delay. Let us further assume that 

the paths are time invariant and their AOAs within ±150 of the spatial location of the corresponding 

transmitter. The receiver is equipped with a 4-element ULA with half wavelength spacing between 

the elements and employs the simple null-steering scheme described by Equation A.5.  

 

The following Figure show beam patterns for different simulation runs. The Eb/N0 at each branch is 

10 dB for all the runs. We have also marked the AOA of each path. Even though the beamformer 

produces null for the channel vector of an interferer so that 0H
mw ψ =  for 1,2, 1m N= −$ , the beam 

pattern does not necessarily show nulls at the individual AOAs of a channel vector of a particular 

interferer. In fact in some of the beam patterns we can observe gains comparable to the AOAs of the 

channel vector of the desired signal. This clearly demonstrates that one should not place too much 

importance on the beam pattern in a multipath scenario.  
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Figure A.1: Sample Beam patterns for the simple null-steering scheme 
 

 
We can also make similar observations from the beam patterns of the MSINR scheme. Here there are 

two interferers. The position of the desired user and the interferers are at 00, 600 and -600 respectively. 

The rest of the simulation parameters are the same as the null-steering scheme. For all the cases 

shown the SINR at the output of the beamformer is between 14.5 to 15.5 dB but we can observe that 
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the beam patterns are fairly dissimilar. More importantly the gain at the individual AOAs of the 

desired users channel vector is sometimes much lower than that at the individual AOAs of the 

interferers. 
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Figure A.2: Sample beam patterns for the MSINR scheme 

-200 -150 -100 -50 0 50 100 150 200
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
Desired User
Interferer 1
Interferer 2

SIROUT=15.45

-200 -150 -100 -50 0 50 100 150 200
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
Desired User
Interferer 1
Interferer 2

SIROUT=15.45



 

 

Appendix B 

Alternate Beamformer-Rake for WCDMA Uplink 

In Chapters 5 and 6 we developed Beamformer-Rake receivers for the WCDMA uplink. All those 

receivers compute separate weight vectors for the data and control channels. However for practical 

implementation it may be more appealing to employ the control channel only to compute a single set 

of weight vector for both the data and the control channels. In this appendix we provide the block 

diagram for three Beamformer-Rake receivers that employ Eigen-Beamforming techniques. All these 

receivers are suitable for the WCDMA uplink. They employ the DPCCH only to compute the weight 

vectors. The same weight vectors are applied to combine the signals form both DPDCH and DPCCH. 

Note that the pilot symbols ensure that there is no phase ambiguity resulting from the Eigen-

Beamforming (see Section 3.2.3 for details). 
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Figure B.1: MSNR based Beamformer-Rake receiver for WCDMA uplink. The weight vector is 
computed based on DPCCH only. 
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Figure B.2: MSINR based Beamformer-Rake receiver for WCDMA uplink. CGA is utilized for MSINR 

beamforming. The weight vector is computed based on DPCCH only. 
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Figure B.3: MSINR based Beamformer-Rake receiver for WCDMA uplink. Modified CFA is utilized for 

MSINR beamforming. The weight vector is computed based on DPCCH only. 



 

 

Appendix C 

2-D Diversity Combiners 

A special type of adaptive antenna array termed as the conventional spatial diversity combiner can 

mitigate the multipath fading by improving SNR achieved from spatial diversity. It is not targeted 

towards MAI reduction which is a marked contrast from the beamformer. The antenna array for a 

diversity combiner is designed so that the signal observed across the elements have very little cross-

correlation. As a result, if the signal at one of the elements is going through a deep fade, it is highly 

unlikely that the signals at the other elements are encountering that at the same time. So there is 

nearly always good signal reception on one of the antenna elements. Therefore combining the signals 

from various elements will increase the SNR and the fidelity of the received signal. It is possible to 

design 2-D diversity combiners that cascade the spatial diversity combiner with a temporal diversity 

combiner i.e. a conventional Rake receiver. In some ways this is similar to a Beamformer-Rake 

receiver employing MSNR beamforming technique. However they come from entirely different 

design philosophy. We are going to discuss these 2-D diversity combiners in this Appendix. 

 

C.1 Combining Techniques for Improved SNR 

Different combing techniques can be implemented to improve the SNR with spatial diversity. The 

most common strategies are Selection Diversity, Maximal Ratio Combining and Equal Gain 

Combining. These techniques are equally applicable to temporal diversity, in other words they can be 

applied for combining signals from different fingers of a Rake receiver. 

 

C.1.1 Selection Diversity 

At any given instant, the receiver selects only the signal from one antenna element. In the ideal case, 

the receiver would select the element with the best SNR. However this means additional system 

complexity as the receiver would need to measure and monitor the instantaneous SNR at all the 

elements continuously. One practical solution is to monitor the SNR of the current branch and then 

switch to other branch if the SNR gets below some threshold. This is often known as switched 

diversity [16]. 
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C.1.2 Maximal Ratio Combining 

The co-phased desired signal from each antenna element is combined after weighting them by the 

individual branch SNR. MRC provides the maximum SNR if the interference and noise is �white�. 

However this scheme requires continuous measurement and monitoring of the instantaneous SNR at 

all the branches. This is the combining scheme that has been employed through out this dissertation 

for temporal combining. 

 

C.1.3 Equal Gain Combining 

The signals from different branches are co-phased and added together. This eliminates the need to 

estimate the SNR at each branch. However there is approximately 1dB performance penalty 

compared to MRC [16], [156]. 

 

C.2 Conventional 2-D Diversity Combiners for CDMA System 

In this section we will introduce two different 2-D diversity combiner structures for a CDMA system. 

They are termed as Structure-I and Structure-II 2-D diversity combiners and are shown in Figures B.1 

and B.2 respectively. Both of these utilize the maximal ratio combining technique for spatial as well 

as temporal combining. Structure-I combines the temporally resolved signals at the individual antenna 

elements first. The collective signals from all the elements are combined next. So this can be 

considered as a collection of parallel simple Rake receivers (for different elements) where the final 

decision statistic is formed from the soft output of all the Rake structures. 
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Figure C.1: Structure-I 2-D diversity combiner 
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Structure-II performs spatial MRC on the signals at different antenna elements that have the same 

temporal delay. The contribution form different multipath components are then combined to exploit 

the temporal diversity.  
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Figure C.2: Structure-II 2-D diversity combiner 

 

If we assume that we have perfect estimation of coefficients to perform the required MRCs at the two 

structures, they will yield the same final decision statistic. This is not surprising since both the 

structures essentially perform the same combinings, only the order of temporal and spatial combining 

is different.  

 

C.2.1 Analysis of Decision Statistics for the 2-D Diversity Combiners 

In this Section we will derive the expression for the decision statistics for both the structures of the 2-

D diversity combiner. We will show that the decision statistics are in fact identical. 

 

Structure-I: 

With reference to Figure B.1 
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and 
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Where, 
i
jξ is the output of correlator of the jth (j =1,2, �, L ) path of the ith (i = 1,2,�,N) antenna. 

i
jh  is the modified channel coefficient of the jth path of the ith antenna. The complex channel 

coefficient and the antenna response are included in this. 

1s  is the actual symbol sent 

i
ju  is the contribution of  interference and noise at the jth path of the ith antenna 

So the contribution of the signal of the 1st antenna element to the decision statistics is given by 
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Similarly, the contribution from the Nth  antenna element is given by 
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So the final decision statistics can be expressed as 

( )2 1

1

1( ) ( )
N

I i i

N
ii

i

z l lβ ζ
β =

=

= ∑
∑

 



Appendix C      2-D Diversity Combiners 

 160

( )
[ ] 1

1
2 1

1

1 ( )

L
i
jN

ji i
iN

ii

i

u
s lβ β

β
β

=

=

=

 
 
 = +
 
 
 

∑
∑

∑
 

[ ]2 1 1
1

21 1

1 1

( ) ( ) ( )
( )

N L
i
jN L

i jI i
j N L

i j i
j

i j

u
z l h l s l

h l

= =

= =

= =

⇒ = +
∑∑

∑∑
∑∑

                (C.5) 

 

Structure-II: 
The contribution from the 1st path at all the elements are given by 
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Similarly the contribution from the Lth  path at all the elements are given by 
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 Therefore the final decision statistic is given by  
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We observe that the final decision statistics ( )Iz l and ( )IIz l are identical under the assumption of 

Maximum Ratio Combining and perfect channel estimation. 
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