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Abstract 

One-dimensional electrostatic plasma simulation using the particle-in-cell technique is used to 

study the spectral features of stimulated electromagnetic emission (SEE). SEE is a potential diag- 

nostic tool to study the ionosphere and its spectrum provides a different view of the heated region 

from the incoherent scatter radar. At this time, a unified and complete theory which explains the 

SEE phenomena in detail does not exist. The SEE simulations we discuss are proposed to provide 

interpretation of many of the past puzzles of the experimental data, as well as to facilitate the design 

of future SEE experiments and the theoretical development of SEE. 

In the numerical simulation, only the upper hybrid layer where the geomagnetic field is essen- 

tially perpendicular to the density gradient is modelled. Three of the SEE features, namely the 

downshifted maximum (DM), upshifted maximum (UM) and broad upshifted maximum (BUM), 

are suggested to be generated at the upper hybrid layer. We observed these three features which 

have many similarities in the simulation. It is evident that the DM and UM are generated by the 

same parametric instability involving lower hybrid waves while the BUM is produced by other differ- 

ent mechanisms. Boundary effects are found important on the generation of all three features in the 

simulation. Moreover, detailed investigation of the simulation results raises a number of questions 

concerning detailed generation mechanisms of SEE which have not been considered and answered 

in the past. 

Besides the DM, UM and BUM features, the quenching of DM is also observed in the simulation 

when the pump frequency is very close to electron cyclotron harmonics. It is concluded that both 

the cyclotron damping and mode conversion of the upper hybrid wave into electron Bernstein modes 

are possible causes. Finally, some suggestions for the future SEE simulation are included.
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1 Introduction and objectives 
  

The interaction of electromagnetic waves with the ionosphere has been an active research area 

since the landmark trans-Atlantic experiment by Marconi in 1901. Evidence of modification of the 

ionosphere by a powerful radio wave was first observed in 1933 when a powerful transmitting station 

in Luxemborg was found to modulate signals transmitted from Switzerland to Holland. Bailey and 

Martyn proposed that the signal from the Luxemberg station had increased the ionosphere electron 

temperature and thus had modulated the radio wave absorption. Since that time, there has been 

growing interest in “heating” the ionosphere with high power radio waves. 

In the past two decades, a number of heating facilities have been built in Europe, Russia and 

the United States to study the remote interaction of high frequency electromagnetic waves with the 

ionospheric plasma. Modern technology has resulted in the development of powerful transmitters 

that can produce strong modifications to the ionosphere. Much theoretical, numerical and experi- 

mental work has been performed during this time period. A large body of work was produced in the 

early 70s at newly built U.S. facilities in Platteville, Colorado and Arecibo, Puerto Rico. Some of 

this early pioneering research is described in the November 1974 review issue of Radio Science. Much 

of the theoretical work performed in the Soviet Union during this time period is reported in the two 

Russian monographs by Ginzburg (1970) and Gurivech (1978), which have English versions. More 

recent results of work performed during the 80s at heating facilities in Troms¢, Norway, Arecibo, 

Purto Rico and the HIPAS facility in Fairbanks, Alaska, is summarized in the November 1990 special 

review issue of Radio Science. Current topics of interest in ionospheric modification research include 

such diverse aspects as modification of the polar electrojet and ELF/VLF generation, hot electrons 

and artificial airglow emissions, large scale density and temperature modifications and generation of 

electrostatic waves, parametric instabilities and production of small-scale density irregularities. 

Another topic of current interest in ionospheric modification is stimulated electromagnetic emis- 

sions (SEE). During heating experiments near Tromsd, Norway, it was discovered that when a 

powerful O-mode electromagnetic pump wave, which has a frequency near the harmonics of electron 

cyclotron frequency, is injected into the ionosphere from a ground station, secondary electromagnetic 

waves are generated and can be detected on the ground ((22] Thide 1982 '). These electromagnetic 

waves have frequencies that are in a relatively small bandwidth around the pump wave frequency. 

Under varying pump wave and ionospheric conditions, these waves may be at frequencies above or 

below the pump frequency. Since those first experiments, SEE has also been observed at Arecibo 
  

1There are two types of references in this thesis. One is text or dissertation, quoted with reference number and 

the name of the first author. The other is published papers, cited in addition with publication year.



([23] Thide 1990), Alaska ([2] Armstrong 1990) and Russia ([3] Boiko 1985). 

The importance of the SEE spectrum has been emphasized as a useful diagnosis for studying 

parametric instabilities and other nonlinear physical processes that may occur around the heated 

region in [20] Stubbe 1984. It has been shown by Leyser and Thide ([9] Leyser 1988) that the 

spectrum from SEE may be used to measure the electric field strength in the heated region. The 

SEE spectrum was used by Leyser ((10] Leyser 1989) to measure the magnitude of the background 

magnetic field. These results show that SEE can potentially be an important diagnostic tool which 

can complement current diagnostics during ionospheric modification experiments such as incoherent 

scatter radar and ground-based optical measurements. The SEE spectrum provides a different view 

of the heated region from the incoherent scatter radar (ISR) spectrum since the SEE spectrum is 

produced by all wave vectors. The ISR spectrum is produced by one wave vector because the radar 

selects only one wave vector. 

It is the goal of this research work to study some of the physical processes which produce SEE 

in more detail than the past work, mainly by using numerical simulations. As far as the author 

knows, until now, we do not have a unified and complete theory on all the observed phenomena of 

SEE. The predictions from this study will provide interpretation of many of the past puzzles of the 

experimental data, as well as insight into the nonlinear phenomena that can occur during ionospheric 

heating experiments, the design of future SEE experiments and the use of SEE as a diagnostic tool. 

Numerical simulations have some distinct advantages over the experiments in some aspects; e.g., one 

can change any physical parameters in the plasma in a simulation. Ultimately, by the correlation of 

the experimental work and numerical simulations, we can know more about the SEE generation. 

The outline of this thesis is as follows. In Chapter 2, we will briefly discuss the formation, radio 

sounding and some important parameters of the ionosphere. Also we will introduce the ionospheric 

modification experiments and SEE, and then summarize most of the SEE experimental data obtained 

during the last decade. In Chapter 3, we will review the most important and fundamental theories 

in plasma physics, which are related to our later SEE discussion. Also, at the end of Chapter 3, 

most of the existing SEE theories will be briefly summarized. 

Techniques used in one-dimensional electrostatic plasma simulation is the central topic of Chapter 

4. It will provide basic explanation about how we deal with 1-D numerical plasma simulation using 

the particle-in-cell method. Then we will proceed in Chapter 5 to demonstrate how we use the 

numerical simulation discussed in the previous chapter to study the SEE. Having the simulation 

results, we can discuss their correlations with the experimental data. Here, some important points 

about the SEE generation that may have been neglected in the past work, are addressed. Finally, 

we will summarize our conclusions in Chapter 6.



2 Ionosphere and stimulated electromagnetic emissions (SEE) 
  

The gross structure of the Earth’s atmosphere can be described in several ways, and each leads to 

a classification of the height regions that is appropriate to the physcial process under consideration. 

Four commonly used classifications are : 

e Classification via temperature (e.g. troposphere, mesosphere, etc.) 

e Classification based on chemistry (e.g. ozonsphere) 

e Classification based on ionization (e.g. ionosphere, protonosphere, etc.) 

e Classification via dynamics (e.g. turbosphere, diffusosphere, etc.) 

In this thesis, we will focus on the ionized part of the atmosphere, the ionosphere, which contains 

significant numbers of free electrons and positive ions. There are also negative ions at lower altitudes. 

The medium as a whole is electrically neutral. Although the charged particles may be only a minority 

amongst the neutral ones, they exert a great influence on the medium’s electrical properties, and 

herein lies their importance. 

After Marconi transmitted a radio signal from Cornwall in England to Newfoundland in Canada 

in 1901, Kennelly and Heaviside independently suggested that, because of the Earth’s curvature, 

the waves must have been reflected from an ionized layer. The name ionsphere was coined by R. 

Watson-Watt in 1926. 

Since that time, the ionosphere has been extensively studied and most of its principal features, 

though not all, are now fairly well understood in terms of the physical and chemical processes of the 

upper atmosphere. The main regions in the ionosphere are classified as D, E, Fl and F2, with the 

following daytime characteristics : 
  

  

  

  

  

          

Name Altitudes Electron density 

D region 60-90 Km 10° — 10°m-3 

E region 105-160 Km several 10!4m-3 

F1 region 160-180 Km several 101! — 10!2m-3 

F2 region | maximum variable around 300 Km | up to several 10!2m-3 
  

The D and F1 regions vanish at night, and the E region becomes much weaker. The F2 region, 

however, tends to persist though at reduced intensity. 

Jn this chapter, we will explore the formation of the ionosphere and the ways we can measure 

the electron density profile from a ground based station in the following two sections. Then some



important numerical data of the electron density, molecule constitution, temperature and collision 

frequency in the ionosphere are displayed. In the last section, a brief review of ionospheric mod- 

ification experiments and stimulated electromagnetic emissions (SEE) is given. Also, some of the 

experimental data of SEE are depicted to illustrate the main features of SEE. 

2.1 Formation of ionosphere 

The ionosphere is formed by the ionization of atmospheric gases such as No, Op and O. At 

middle and low latitude, the energy required comes from solar radiation in the extreme ultra-violet 

(EUV) and X-ray parts of the spectrum. Once formed, the ions and electrons tend to recombine and 

to react with other gaseous species to produce other ions. Thus, there is a dynamic equilibrium in 

which the net concentration of free electrons (electron density) depends on the relative speed of the 

production and loss processes. In general terms, the rate of change of electron density is expressed 

by a continuity equation : 

ON Fy = an b- Vy) (1) 
where q is the production rate, L the loss rate by recombination, and the divergence expresses the 

loss of electrons by movement, v being their mean drift velocity. 

Let us consider the production first. The ionizing energy is incident from above the atmosphere. 

It will encounter an increasing concentration of ionizable atmospheric particles as it penetrates and 

so will produce ionization at an increasing rate. The altitude dependence of the ionizable materials 

is due to gravity. The ionizing energy will then suffer absorption in the process and this will 

ultimately offset the increase of atmospheric concentration. A peak rate of production of ionization 

will be attained at a certain height, and at lower heights, the rate will decline until the flux of 

ionizing energy becomes negligible. The whole production process is picturally depicted in Figure 

1. 

The rate of production of ion-electron pairs can be expressed as the product of four terms: 

q = nonl. Here, I is the intensity of ionizing radiation at some level of the atmosphere and n is the 

concentration of ionizable atoms or molecules. For an atom or molecule to be ionized, it must first 

absorb radiation, and the amount absorbed is expressed by the absorption cross-section, o. If the 

incident radiation is I (J/m?s), then the total energy absorbed per unit volume of the atmosphere 

per unit time is onJ. However, not all this energy will go into the ionization process, and the 

ionization efficiency, 7, takes that into account. From this simple beginning, S$. Chapman, in 1931, 

developed a formula which predicts the form of a simple ionospheric layer and how it varies during 

the day. The formula expressing the rate of production q is the Chapman production function. The
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Figure 1: Production of ionization in the atmosphere. (From [6] Hines) 

derivation makes the following assumptions : 

1. The atmosphere is composed of a single species, exponentially distributed with constant scale 

height H=kT/mg ((5] Hargreaves). 

2. The atmosphere is plane stratified. 

3. Solar radiation is absorbed in proportion to the concentration of gas particles. 

4. The ionizing radiation is monochromatic so that the absorption coefficient is constant. 

The derivation of the Chapman production function can be found in [5] Hargreaves or [4] Davies. 

The Chapman production function is usually written in a normalized form as, 

z q= Gmol€ 28x e (2) 

Here, z is the reduced height for the neutral gas, z = (h —hmo)/H. x is the solar zenith angle and 

hmo is the height of maximum production rate when the Sun is overhead (vy = 0). By differentiating 

(2), the maximum production rate is ¢m = Noo /(eH sec x) at the reduced height z,, = In(sec y). 

The second term in the continuity equation is the rate of recombination. However, electrons are 

not normally lost by simple recombination with a positive ion. The recombination rate is about 10° 

times greater with molecular ions than with atomic ions. Hence the atomic (oxygen) ions must be 

converted to molecular ions before the recombination takes place. Moreover, the original molecular



ions are converted into another species of molecular ion. In the lower D region at night, electrons 

can attach themselves to neutral molecules to form negative ions, which can recombine with positive 

ions. The following reactions are important in the daytime D region and the E and F regions : 

OF + e — O + O + 6.96eV 

NS + e& —> N + N + 5.82eV 

NOt + e —+ N + O 4+ 2.76eV 

Ot + O2 —+» Of + O 4+ 1.53eV 

Ot + No — NOt + N 4+ 1.09eV 

The first three reactions are called dissociative recombination reactions; the last two are called 

charge-transfer or atom-ion exchange reactions or charge- exchange reactions. In the E and F1 

layers, the reactions are fast. In the E region, where almost all the ions are molecules, the rate of 

recombination of electrons equals the rate of recombination of the molecular ions. For such a case, 

the recombination rate is proportional to the square of electron density, i.e. L = aN2. If we neglect 

the drift of electrons, at equilibrium, we have g = aN?. Taking the production rate q from the 

Chapman production function, we obtain, 

Ne = Neoe(t~7~8eexe)/2 (3) 

and the maximum electron density is Nj, = Neo,/cos x. The peak corresponds the F1 peak. A layer 

with these properties is sometimes called an a-Chapman layer. 

At higher levels of the ionosphere where photoionization of O is dominant, the electron loss is a 

two-step process (see the above chemical equations). Then the electron loss rate depends linearly on 

N,. because the formulation of molecular ions is slow and controls the overall rate. Thus, L = BN,. 

At equilibrium, 

N. = Nee 278ee Xe) (4) 

However, @ is proportional to neutral molecular density because the recombination process involves 

neutral particles. Therefore, @ is expected to vary with height. This profile has no maximum except 

at very great heights where there is no sufficient number of ionizable molecules. This layer is called 

a $-Chapman layer. 

It is more complicated than the simple theory of the two types of Chapman layers to explain 

the F2 peak because neither the a-type nor the @-type recombination rate can dominate the overall 

process. One has to take into account of the concentration of Nj and O and the diffusion of electrons. 

Interested readers may refer to [5] Hargreaves.



2.2 Radio sounding of the ionosphere 

There are a wide variety of ways to measure the electron density profile in the ionosphere. Radio 

sounding techniques are known to be widely used. On the other hand, rockets and satellites can 

make in-situ measurements and they can measure small-scale density irregularities in both vertical 

and horizontal extents. In this section, we will briefly discuss the ionospheric sounding methods 

because this will naturally lead to the ionospheric modification experiments and then the SEE. 

To detect the electron density by radio wave, we rely on two fundamental principles: reflection 

from the ionosphere and scattering from charged particles. 

Tonosonde 

One of the oldest and still one of the most important techniques of ionospheric study, is the 

ionosonde which uses the first principles ([4] Davies). It transmits a radio pulse vertically and 

measures the time which elapses before the echo is received. Actually, this is a sweep-frequency 

pulsed radar. The frequency can range from below 0.1MHz to 30MHz with a sweep duration from 

a few seconds to a few minutes. As will be seen in Chapter 3, the reflection height in the iono- 

sphere depends on the polarizaton of the launched radio wave because left-handed and right-handed 

circularly polarized waves have different dispersion relations. For the ordinary wave ! or O-wave, 

the reflection point is at the height where the plasma frequency equals the pump frequency. The 

dependence of plasma frequency upon the electron density is discussed in section 3.1. Here we cite 

the formula as f, ~ 9,/n. Then from the ionogram, which is a chart recording the virtual height 

versus frequency, we can estimate the electron profile. The measured height is virtual because the 

radio wave passes through a medium with varying refractive index, especially in the vicinity of the 

reflection. It effectively changes the group velocity of the wave and hence the measured time. Some 

correction is needed to produce a real-height profile. 

Figure 2 shows a sample of conventional ionograms. We can clearly see the E, F1 and F2 regions, 

and these special signatures on the ionograms in fact gave their names. The three regions are divided 

because there are three local maxima, two of them denoted by foF1 and foF2 in Figure 2, between 

these three regions. Beyond the critical frequency ? foF 2, the ionosonde fails to measure the topside 

electron density because the electromagnetic wave penetrates the ionosphere. Note that the rapidly 

increasing virtual heights near the frequencies foF 1 and foF2 are due to the retardation of the group 
  

1In the northern hemisphere, it is right-handed polarized with respect to its wave vector. 

2It occurs at the height where the electron density is maximum. Then the corresponding plasma frequency is called 

the critical frequency of the ionosphere.
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Figure 2: Sample ionograms taken on a summer daytime with O-wave only (From [4] Davies) 

velocities of the sounding wave. The topside measurement has to rely on a satellite carrying a topside 

sounder to give us information (e.g. Alouette I, [6] Hines). 

There were a number of improvements of the conventional ionosondes, such as the chirp technique 

([4] Davies). However, two major disadvantages remove the ionosondes from an ideal instrument of 

ionospheric sounding. They are the following: 

e It has no way to give direct information on “valleys” between layers. 

e Its resolution is not good enough to measure the fine details of the electron density profile. 

Incoherent scatter radar 

Although there are some alternatives to the ionosondes (e.g. Doppler sounder) using the reflection 

principle, the incoherent scatter radar (ISR), however, is proved to be successful in radio sounding 

of the ionosphere. It makes possible not only the measurement of the topside ionosphere from the 

ground but also the measurement of a variety of other properties of the upper atmosphere (neutral 

density, temperature and composition). 

In 1906, Thomson showed that electrons are capable of scattering electromagnetic waves (X-rays). 

The scattering cross section (o, = 4ar? = 10778 m?) of an electron is independent of the wavelength 

A and is called Thomson cross section. Gordon in 1958 proposed that a radar could detect weak 

scatter from the ionosphere and it was achieved in practice by Bowles in the same year. Gordon
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Figure 3: (a) A typical ISR spectrum of F region, with a radar frequency of 430MHz. (b) ISR 

spectra at different height in the ionosphere. (Both from [8] Isham)



predicted that the random thermal motions of the electrons would produce Gaussian broadening of 

the spectrum with a center to half power width of 0.71Af., where Af, is the Doppler shift produced 

by an electron approaching the radar at the mean thermal speed v; = (2kpT-/m,)'/?. Thus, one 

would expect, 

Af. = 2vPhoTe [me ny vie (in KHz) (5) 

The factor two is due to electrons moving towards and away from the radar. For a wavelength of 

0.75m and JT, = 1600K, Af. ~ 600K Hz. The echo spectrum is broad. However, the actual spectrum 

observed is some 200 times narrower than this because the motion of the electrons is controlled by 

the ions. Heavy ions affect radio waves when the probing wavelength is very much longer than the 

so-called electron Debye length ? which is about lcm or less below 1000km, rising to 6cm at 2000km. 

Each ion may be considered to influence electron motions within a Debye length. Therefore, the 

existence of heavy ions reduce the spectral width approximately by a factor of (m;/m.)!/?, where 

m; and m, are the ion and electron masses. The resulting narrower spectrum is called an ion line 

which has a Doppler shift of, 

Af; = ¥ States mn ose (in Hz) (6) 

For Ot ions, if A = 0.75m and T; = 1600K, Af; = 3500Hz. 

Figure 3(a) shows a typical ISR spectrum. It includes two major components — the ion line and 

plasma line. The evolution of the ion lines has been discussed. The high-frequency plasma lines are 

due to thermal plasma oscillation of the electrons. The spectrum is nearly symmetrical about the 

radar frequency, with the upshifted half due to waves traveling towards the radar and the downshifted 

half due to waves away from the radar. Figure 3(b) illustrates how to measure electron density and 

molecule composition using ISR: The electron density can be calculated from the frequency shift of 

the plasma lines, while the average ion mass can be estimated from the frequency offset of the ion 

lines. The scattered signals from the bottomside and topside of the ionosphere are selected with a 

range gate. We can also estimate the thermal velocities or temperatures of both electrons and ions 

from ISR spectrum. 

Since the first use of ISR in late 50s, there were a large number of improvements and subsequent 

developments of the incoherent scatter radar (e.g. chirped ISR, [8] Isham). However, one major 

disadvantage of ISR is that one has to work with very weak signal. This limits the ISR ability to 

make high resolution measurements. 

  

3 The Debye length will be discussed in section 3.3. 
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2.3 Physical parameters of the ionosphere 

Before we go into ionospheric modification and stimulated electromagnetic emissions, we ex- 

plore some of the important parameters of the ionosphere. These are valuable references for the 

interpretation of the SEE data and for the setup of the numerical simulation. 

The first parameter is the electron density profile. Although the profile is highly dynamical, we 

will provide some typical values. Figure 4 shows a daytime electron density profile. The critical 

frequency is about 7MHz, peaking at 250km. We model the bottomside profile by three linear regions 

— I, II and III, each of which has end points shown in Figure 4. Region I is approximately the 

top E-layer; whereas Region II and III are Fl and bottom F2 layers, respectively. We will use the 

normalized density difference (dfn*) in each region to set up our numerical simulations in Chapter 

5. Table 1 summarizes the parameters in these three regions. 

Table 1: Summary of the parameters in the three regions in Figure 4. 
  

  

  

      

Region | Height range | Density range Slope dfn | Reference density /frequency 

I 106.3,196.6 0.5,2.5 0.02216 1.333 1.5/3.47 

II 169.7,214.7 1.2,5.8 0.1023 1.314 3.5/5.30 

Il 177.7,248.2 3.8,6.5 0.03829 0.330 5.15/6.43 

km x1044m-3 x10!4m-3/km x10!!m-3/M Hz           
  

Figure 5 shows a comprehensive graph of the variations of the electron density and temperature 

against height. In the density profiles, it clearly indicates where the D, E, Fl and F2 regions are, 

and at nighttime, as stated in the beginning of this chapter, the D and F1 regions disappear. In fact, 

the density profile may be totally different from those in Figure 5 for both daytime and nighttime. 

Compared with Figure 5 with Figure 4, one may ask why the F1 peak cannot be found in Figure 4. 

The reason is simple. It is because either the outdated ionosonde could not pick out the weak peak 

or the Fl peak was absent when measurement was taking. These curves are used as illustration of 

the most important features in the ionosphere, but do not serve as standard reference. 

The temperature increases rapidly above 120km and reaches approximately 1000K at 200km. 

Then the profile becomes flat again. Therefore, we deal with hot plasma in the F region. The 

thermal velocity of electrons is about several hundred km/s and relativistic effect will not be im- 

portant. Also, the ion temperature is only a quarter of that of electrons in the E and F regions. 

The molecular constitution of the atmosphere is depicted in Figure 6. In the E and F layers, 

oxygen atoms, and hence O* ions dominate over all other constituents. This implies to us which 
  

*It will be defined in section 4.2.4. 
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Figure 5: Electron density profiles at daytime and nighttime, and temperature profile versus height. 

(From [4] Davies) 

mass ratio we should use to calculate parameters involving ion-electron interaction in the ionosphere. 

Also, compared Figure 6 with Figure 4 or 5, one would discover the neutral oxygen atom is about 

four orders of magnitude higher than the O*+ ions and electron densities. So we may worry about 

the collision between charged and neutral particles. Figure 7 shows the collision frequency against 

height. Note that the collision frequency in the F region is far below the plasma frequency in which 

we are interested. 

2.4 lonospheric modification experiments and SEE 

The purpose of an ionosonde is to measure the reflection height and hence the electron density. 

We would assume the wave energy does not disturb the electron density profile significantly. But if 

one increases the pump power so that it may be large enough to substantially change the profile, 

we will call this the ionospheric modification experiment. In fact, besides using high pump wave 
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power, several other ways (e.g. chemical release, particle beam injections) exist for the ionospheric 

modification experiments. 

Soon after the Marconi trans-Atlantic experiment, people tried to increase the transmitter power. 

But the ionosphere responds nonlinearly with the incident power. The received signal strength is 

not directly proportional to the transmitter power. 

The ability of ground-based radio transmitters to modify the ionosphere became apparent after 

the discovery of the ionospheric cross modulation or Luxembourg effect in 1933. In 1938, Bailey 

advanced the idea of ionospheric modification via gyro-heating. The primary objectives of early 

ionospheric heating ° are two-fold : 

e To artificially increase the local electron density to facilitate the sky wave communication, 

especially at nighttime. 

e To sustain a glow discharge or airglow and thereby visible brighten the night sky. 

Although airglow enhancement or density modification by resonant gyro-interaction has yet to be 

achieved, experiments clearly demonstrated the absorption of modest HF fluxes can significantly 

raise the electron temperature throughout the bottomside ionosphere. 
  

5Tonospheric modification by high power radio waves is often referred to as ionospheric heating. 
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Figure 7: Dependence of the effective electron collision frequency upon height. (From [2] Budden) 

Later, people carried out the modification of the E and F regions of the ionosphere through the 

excitation of the plasma frequency resonance by HF radio waves, referred as ohmic heating. Two 

commonly used heating frequencies are 3.15 and 5.1MHz. The early theory predicted the observed 

large-scale changes in the temperature and density, but it left many other phenomena unexplained. 

These include : 

e Anomalous absorption of energy due to the possible excitation of parametric instabilities. 

Airglow and fast electrons. 

Short-scale (~ 3m) geomagnetic field-aligned density irregularities. 

° Large-scale (~ 200m) geomagnetic field-aligned striations (also referred to as spread F). 

Changes in ISR spectrum during heating. They include the parametric decay instability line, 

the oscillating two-stream instability line, and the broad pump. 

Plasma line asymmetry in ISR spectrum. 

e Initial overshoot in ISR echo. 

More details about the above phenomena can be found in [8] Isham. Some of them are due to short 

time-scale processes (~ msec) and some due to long time-scale processes (~ seconds or minutes). 
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Table 2: Summary of the heater characteristics in Arecibo and Troms¢ (From [8] Isham). 
  

Location | Latitude | Longitude | Magnetic dip | f.e | Heater power | ERP | Frequency range 
  

  

  

  

Arecibo 18.4°N 66.8°W 48.5° 0.98 0.4 80 2.5-18 

Troms¢ | 69.6°N 19.2°E 77° 1.35 1.5 360 3.85-8 

MHz MW MW MHz                     

These surprising observations triggered a series of systematic ionospheric heating experiments in 

the 60s and 70s. The ionosphere was then recognized as a natural laboratory for plasma physics, 

which virtually has no boundary. Since then, a number of heating facilities were built all over the 

world. In the United States, heaters were built in Platteville, Colorado and HIPAS, Alaska. The 

Platteville heater, however, is not operating today. The HIPAS heater will be upgraded. There are 

several other ionospheric heaters around the world (Norway, Puerto Rico and Russia). The ones 

in Troms¢, Norway, and Arecibo, Puerto Rico, are the two important heater stations to supply us 

the experimental data of the stimulation electromagnetic emissions. Table 2 summarizes some of 

the important characteristics of the heaters in Arecibo and Troms¢. The values for the magnetic 

dip, which is the angle between the magnetic field and the ground, and the cyclotron frequency 

(will discuss it in the next chapter) f.- are at 300km. The transmitters are composed of several 

linear antenna arrays so that the transmitted wave can be linearly and circularly polarized. The 

receiving antenna is isolated from the transmitter by high mountains. The 305-meter reflector 

antenna at Arecibo shown in the antenna book by Kraus (p.607, Figure 12-48, 1988 edition) is used 

for receiving return signals from both ISR and stimulated electromagnetic emission experiments ((11] 

Leyser). 

In 1981, during F region heating experiments near Troms¢, Thide et al discovered that when 

a powerful electromagnetic wave is lauched vertically into the ionosphere, regular sideband struc- 

tures were observed by monitoring the emissions directly on the ground with a spectrum analyzer 

connected to a receiving antenna ([22] Thide 1982). This is referred as stimulated electromagnetic 

emissions (SEE). The strength of the sidebands are profound when the pump frequency steps around 

the harmonics of the electron cyclotron frequency (~ +5%). Most of these sidebands have signal 

strength of at least 10 to 20 dB above background noise level. These waves show up in the received 

wave power spectrum at frequencies in roughly a 1OOKHz range around the pump frequency. How- 

ever, the wave power is typically skewed towards the lower sideband. Typical pump frequencies 

used during the experiments are between 2 and 7MHz with roughly 100-300MW of effective radi- 

ated power (ERP). The spectrum can vary significantly depending on ionospheric and pump wave 

parameters. 
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The SEE spectrum exhibits a rich variety of waves that may persist for pump periods of several 

minutes. Some of the SEE features are prominent, systematic and repeatable, which we call the 

primary features. Most of them are systematically classified in [20] Stubbe 1984. The displayed 

experimental spectra and observations are cited from [11] Leyser, [11] Leyser 1990, [13] Leyser 1992, 

[20] Stubbe 1984, [21] Stubbe 1990, [22] Thide 1982 and [23] Thide 1989. Most of these experi- 

ments were performed in Troms¢ in the last decade. The primary features include the continuum, 

downshifted peak (DP), downshifted maximum (DM), upshifted maximum (UM), broad upshifted 

maximum (BUM), broad symmetrical structure (BSS) and quenching of DM. They are shown in 

Figure 8, which were recorded at Troms¢. 

In the early SEE experiments, it was observed that SEE features only developed for O-mode 

excitation ([22] Thide 1982). When the wave polarization was changed from O-mode to X-mode, 

the sideband structures almost disappeared. A summary of the primary SEE features is provided 

as follows. 

e Continuum — It is a broad asymmetrical structure as shown in Figure 8(a). The continuum 

is the most commonly observed spectral feature when the pump frequency is below 4MHz. 

Its frequency coverage is highly variable and can extend to 50KHz below the pump frequency. 

The development of the continuum (and DP) feature seems to be favored when the ionospheric 

critical frequency is well above the pump frequency and the ionogram shows unperturbed 

echoes ({11] Leyser). When the pump frequency is around 4.04MHz (slightly below the third 

harmonic of the electron cyclotron frequency, 3f--), the continuum often shows up with DP. 

The continuum is present even for very low pump powers (86KW). 

e Downshifted peak (DP) — It is a short and narrow peak riding the continuum, as shown in 

Figure 8(a). The downshifted peak feature was only observed when the pump frequency is 

very close to 3fce (= 4.08M Hz). Its offset frequency from the pump is about 2KHz. Since the 

DP feature always shows up with the continuum, the favorate ionospheric condition for the 

continuum is also applied here. 

e Downshifted maximum (DM) — It occurs as a lower sideband with a considerably sharp cutoff 

on its high frequency side (Figure 8(b)). The cutoff frequency is approximately 7 to 8KHz 

below the pump frequency, while the bandwidth of the DM feature is usually less than 5KHz. 

The frequency offset of its peak from the pump is in the range of 8 to 13KHz and increases 

with pump frequencies (Afpy ~ 2 x 1073f,, where f, is the pump frequency). Its shape 

is highly variable and tends to skew towards the high frequency side. The DM feature is 

the most commonly observed spectral feature for pump frequencies above 4MHz. This is in 
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Figure 8: Primary SEE features — (a) Continuum and DP, recorded at 11:20 UT on 27 October 

1984; (b) DM and UM, at 9:45 UT on 27 October 1984; (c) BUM, at 15:01 UT on 12 May 1988; (d) 

BSS, at 14:12 UT on 9 November 1989 ((a)-(c) from [11] Leyser and (d) from [21] Stubbe 1990). 
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contrast with the continuum feature. The development of DM (and the higher order DMs) 

is favored when the critical frequency of the ionosphere is near the pump frequency (around 

4.04MHz). Experiments showed that the DM developed even when the critical frequency 

was a few 100KHz below the pump frequency in the morning ([(11] Leyser). Also from the 

experimental observations ([11] Leyser), the SEE are strong whenever ISR echoes are strong, 

and the polarization of the SEE is primarily in the ordinary mode. However, the DM feature 

is quenched when the pump frequency is very close to the electron cyclotron harmonics (nfee, 

n = 3,4,5,6,7). 

Upshifted maximum (UM) — It appears as a upper sideband, but is a considerably weaker 

feature than the DM (Figure 8(b)). The frequency of the UM peak is about 5 to 9KHz above 

the pump frequency, which is approximately 35% less than the DM peak. In most of the cases, 

it shows up with the DM, but the reverse is not always true. 

Broad upshifted maximum (BUM) — It is a broad spectral feature which appears at frequencies 

higher than the pump (Figure 8(c)). It develops only when the pump frequency is near but 

larger than the third, the fourth, and the fifth harmonic of the electron cyclotron frequency. 

Its bandwidth can extend beyond 100KHz and the frequency of the BUM peak is given by the 

empirical formula fgum = 2f. — nfee for n = 3,4,5. Note that the shape of BUM is highly 

variable ([11] Leyser) and the above empirical relation is a rough estimate. 

Broad symmetrical structure (BSS) — It was discovered in 1989 at Troms¢. It appears as a 

symmetrical structure which composes of two roughly equal sidebands (BSS~ and BSS), as 

shown in Figure 8(d). The frequencies of the BSS peaks are both deviated 15 to 30KHz from 

the pump. The BSS feature has the narrowest pump frequency range of existence among all 

the primary features and occurs for pump frequencies falling into a 40K Hz interval near 3f¢., 

which is very similar to the DP feature. However, the coexistence of DP and BSS has never 

been observed ([21] Stubbe 1990). Note that the ionospheric condition in 1989 was remarkably 

different from that encountered in the previous experiments (1984-1988), due to a strongly 

enhanced solar activity level. 

Quenching of DM — The DM feature is quenched when the pump frequency is very close to 

nfee, n = 3,4,5,6,7. The quenching range gets smaller for increasing cyclotron harmonics. 

For the third harmonic case, the quenching range is estimated to be about 10KHz, while for 

the seventh harmonic, it was measured to be 200Hz ([13] Leyser 1992) in Russia. When the 

quenching occurs, the only features appearing in the SEE spectrum are the continuum and 

occasionally the DP. 
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Figure 9: (a) SEE spectrum to demonstrate higher order DMs; (b) SEE spectrum to demonstrate 

3DM and $UM (From [20] Stubbe 1984). 

The growth rate of the continuum is much higher than that of the DM and BUM. The rise time of 

the DM and BUM features is comparable to the growth time of small-scale striations. Also, the DM 

was occasionally observed strong during conditions of spread F ({11] Leyser). 

Besides the above primary SEE features, there are secondary SEE features which their occurance 

is less often and less stable, and their observation is less repeatable. They include the second and 

third DMs (2DM and 3DM), the upshifted peak (UP), the second DP, the “misplaced” DM and UM 

which appear near the half frequency offset of the usual DM and UM (5DM and 3U M), and the 

split DM. Figure 9 displays some of the secondary SEE features ((20] Stubbe 1984). 

Similar SEE phenomena, especially the continuum, the DP and the DM, are also observed at 

other locations in the northern hemisphere (e.g. Arecibo, Alaska, and in Russia). At Arecibo, the 

SEE phenomena was observed to be weaker than at Troms¢ partly because the ERP in the Troms¢ 

is about 2-3 times higher than in Arecibo ([23} Thide 1989). Another possible cause is the difference 

in magnetic dip between Troms¢ and Arecibo. It is interesting, if possible, to have experimental 

data taken in the southern hemisphere for comparison. 

In conclusion, the SEE spectral features are sensitive to small variations of the pump frequency 

around the electron cyclotron frequencies and to the ionospheric conditions. Figure 10 shows the 

temporal change of SEE spectrum measured at Arecibo. The pump frequency is slightly above the 

fifth harmonic of f,e. Another temporal dependence of SEE can be seen from Figure 8(a) and (b), 

which were recorded in the same day but at different time. 

The stimulated electromagnetic emissions have been proposed to use as a diagnostic tool to 

measure the maximum electric field strength in the reflection region of the pump wave and to measure 

the geomagnetic field where the upper hybrid frequency equals an electron cyclotron harmonic ([11] 
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Figure 10: Five consecutive SEE spectra recorded at Arecibo (From [23] Thide 1989). 

Leyser). Recently, Leyser conducted an experiment in Russia to determine the local magnetic field 

strength with an accuarcy of InT ([13] Leyser 1992). 
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3 Basic Plasma theory 
  

A plasma is basically a system of N charged particles which are coupled to one another via their 

self-consistent electric and magnetic fields. In this chapter, we will review some of the basic plasma 

theory. The aim is to define and develop the important concepts that will appear in the discussion 

of stimulated electromagnetic emissions (SEE) and numerical simulation of SEE. The important 

concepts we discuss include physical plasma parameters such as plasma frequency, cyclotron radius 

and frequency, and Debye length. We then go on to discuss general wave propagation concepts in a 

plasma such as the dielectric tensor, O-wave and X-wave, cutoffs and resonances, hybrid frequencies, 

R-cutoff and L-cutoff. These basic ideas will then be used to described more complicated process 

that produce SEE. Due to space limitation, we cannot be rigorous in every detail. Fundamentals 

will be emphasized. But good references will be supplied whenever it is appropriate for more details. 

3.1 Electrostatic electron plasma oscillation (Langmuir wave) 
Electrostatic oscillations in a plasma were first discussed by Tonks and Langmuir in 1929. Here 

we discuss the high frequency electron oscillations which are too rapid for the heavy ions to follow. 

Thus the ions are treated as positive fixed charges. 

Let us consider only two species, one is electrons and the other is singly charged positive ions. 

The density n, of positive ions is uniform. Initially, the electrons also have uniform density n,, 

but let us suppose that each electron is displaced in the x-direction by a small distance € which 

is independent of y- and z-coordinates and is zero on the plasma boundaries. The displacement of 

electrons disturbs the neutral plasma, producing a charge in each volumn element AxAyAz : 

6pAzAyAz = —noqe-AyAz le - € + FAs) | 

= AzAyAznogese (7) 

where q_ is the magnitude of an electron charge. The motion of the electrons produces an electric 

field E(x,t) which, because of the symmetry of the problem, is in x-direction. Thus using Possion’s 

equation, we have 

OE __ ode 0€ 

Oz e, Oe 8) 
Then, integrating, we obtain 

No é 

B= woe (9) 

The force on each electron is —q.£, which is proportional to the displacement €. It is also seen to 
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be a restoring force. Thus, each electron oscillates about its original position with simple harmonic 

motion. The equation of motion for each electron is, 

d? n 2 
me Se + oe   €=0 (10) 

o 

The plasma frequency wy is defined, therefore, by 

2 

wp = 4) ete (1) 

where m, is the electron mass. Substituting the numerical constants in the ionosphere, we get, 

fo = 8.966./n, (12) 

where fp and n, are specified in Hz and m3 respectively. A more thorough discussion of electron 

plasma oscillation can be found in many introductory texts such as [3] Chen. 

3.2 Gyromotion of a charged particle in uniform magnetic field 

The orbit of a particle of charge q moving in a prescribed electric and magnetic field may be 

calculated directly from the Lorentz force equation : 

F = q(E+v x B) (13) 

First, let us consider a uniform magnetic field without any applied electric field. The Lorentz force 

is always at right angles, as dictated by the cross product in Lorentz force equation, to the velocity 

v of the charged particle. Hence its kinetic energy remains constant : 

1 2 KE = 5Mpv = constant (14) 

where mp, is the mass of the particle. It is convenient to resolve the velocity v into two components: 

vy, parallel to B , and v,, in the plane perpendicular to B . Since vj is unaffected by the field, 

KE = 3 Mp Yj remains constant too. It follows that KE, = $mpvi_ = KE—K Ey is also a constant 

of the motion. The Lorentz force provides a centripetal acceleration. Thus, 

2 My 
quiB= = (15) 

The cyclotron radius of the orbit R (also called the Larmor radius) is given by, 

MyVL 
R=— 

\q|B 
  (16) 
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and the cyclotron frequency 2 (also called the Larmor frequency) is, 

Vy qB 
Q=-—= =. 17 

The cyclotron frequency carries the signs of the charge and the magnetic field. Thus opposite 

charges gyrate in opposite direction in the same magnetic field. The complete motion of the charged 

particle is described as a gyration of the particle in a circular orbit superimposed on the uniform 

motion of the orbit center, or guiding center, along a uniform magnetic field line, which results in a 

helical motion. 

The magnetic field acts to confine the plasma by bending the particles in circular orbits. Of 

course no confinement is observed in the field direction. For ions and electrons of the same kinetic 

energy KE, the electrons gyrate in much smaller orbits, the ratio of the two Larmor radii being 

equal to the square root of the mass ratio. For parameters in the upper ionosphere, B¥0.065mT' and 

the temperatures of electrons and ions (Ot) are 1000K and 250K respectively. Their corresponding 

cyclotron frequency and cyclotron radius are : 

Q, = —11.4x10° rad/s (fee=1.8MHz), R,.=10.8 mm 

Q; =389 rad/s (f-c=61.8Hz), Rj=0.92 m. 

where f.=|Q|/2m and kpT = mv?. 

If an electric field and a magnetic field, both are uniform, are simultaneously applied to a plasma, 

and the electric field is perpendicular to the magnetic field, the case is more complicated than above. 

We will briefly mention the net effect. Serious readers may refer to, for examples, [3] Chen and [14] 

Reitz for details. 

One may manipulate the Lorentz force equation to show that the total motion of the particle is 

made up of three terms : (a) constant velocity parallel to B , (b) gyration about the magnetic field 

lines, and (c) a constant drift velocity at right angles to both E and B . The last one is termed as 

E cross B drift. 

If both electric and magnetic fields are nonuniform in space, the situation will become more 

complicated. In fact, a monotonically increasing magnetic field acts like a converging “lens” for the 

charged particles. That is the underlying principle of magnetic mirror which is often used to confine 

a plasma. A typical application is a fission reaction chamber. Again more details can be found in 

the two references cited in this section. 

3.3 Debye shielding 

One of the most important properties of a plasma is its tendency to remain electrically neutral. 

A slight imbalance in the space-charge densities gives rise to strong electrostatic forces which act, 
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wherever possible, in the direction of restoring neutrality. On the other hand, if a plasma is delib- 

erately subjected to an external electric field, the space-charge densities will adjust themselves so 

that the major part of the plasma is shielded from the field. 

Let us consider a rather simple example. Suppose a spherical charge +Q is introduced into 

a plasma, thereby subjecting the plasma to an electric field. Actually, the charge +Q would be 

gradually neutralized because of being continuously struck by charged particles from the plasma, 

but if the charged object is physically very small, this will take an appreciable period of time. 

Meanwhile, electrons find it energetically favorable to move closer to the charge, whereas positive 

ions tend to move away. Under equilibrium conditions, the distribution of the charged particles 

against the potential energy is given by the Boltzmann distribution. 

Ne = no-ete(Ve—Uo)/kaTe (18) 

n; = noe $Y: Uo) /kaT: (19) 

where U is the local potential, U, is the reference potential, and n, is the electron density in regions 

where U = U,. Here, we consider the ions are too heavy to move but form a uniform background of 

positive charge. So U; = U,. The potential U is obtained from the solution of Poisson’s equation : 

1 d,.,dU o - 

Spl) =~ (ride = nage) = RA (ete Volto — 1), (20) 
This is a nonlinear differential equation and we cannot find its exact solution. So we consider an 

approximation which is rigorous at high temperature. If kgT >> q.U, then exp(qe-U/kgT)™1 

qeU/kpT, and 
ld 2 _ N9q? 

ar” es éokp cokpT OU — U0): (21) 
The solution is, 

Q et/AD U= Vot Te . (22) 

Here r is the distance from the spherical charge +Q, and Ap is the Debye length which is given by, 

€égkpl 

Nog? 
AD =   (23) 

The redistribution of electrons in the gas is such as to screen out +Q completely in a distance of 

a few Ap. Another useful formula which is used more often than the above one for Az is given by, 

Wp A D= Ut (24) 

where 1; is the rms thermal velocity which is given by kpT' = mv?. In the upper ionosphere, at 

250km, the electron plasma frequency is about 7MHz and the electron temperature is about 1000K. 

The corresponding Debye length is about 2.8mm. 

An ionized gas is called a plasma if it can satisfy the following three criteria : 
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e@ the Debye length is much smaller than other physical dimensions of interest, for example the 

plasma system length; 

e there are a lot of charged particles inside a “Debye sphere” whose radius equals a Debye length, 

in order to enable the Debye shielding to be statistically valid; and 

e the collisional frequency between charged and neutral particles is small compared with the 

frequency of typical plasma oscillations. Equivalently, w,»7 > 1, where 7 is the mean time 

between collisions with neutral atoms. 

The upper ionosphere meets all these three criteria, therefore it is treated as a plasma. 

3.4 Dielectric tensor and wave propagation in a cold magnetized plasma 

We will now discuss the basics of electromagnetic wave propagation in a uniform magnetized 

plasma. The primary concern is the dispersion characteristic which relates propagation frequency 

to wave number. The cold plasma, that is the temperature is zero for all particle species, will 

be considered first because of its relatively simple derivation. After that, various approximation 

techniges are introduced to deal with finite-temperature plasma. 

The cold plasma dispersion was first published by Appleton in 1927 and 1932. Because Hartree 

influenced the publication of the 1932 derivation, although he added nothing to the result, it is 

sometimes called the Appleton-Hartree dispersion relation?. 

We start to derive the dielectric tensor of a cold plasma from the time-harmonic form of Maxwell’s 

Equations. In this chapter, we always assume ei(k-r-wt) variations to all continuous physical quan- 

tities. Then from the modified Ampere’s law, Me 

Vx H=J-—iwe,E = —iwD (25) 

Here, the current density J is not a conduction current, but is a convection current generated by 

the motion of the charged particles. Then, the dielectric tensor K is defined by, 

D=¢,K-E=E+—J (26) 
w 

As we will see later, we need a tensor description for the electric displacement and the electric field 

because the background magnetic field turns the uniform plasma into a anisotropic medium. The 

gyromotion and the interaction of the charged particles cause the anisotropy. 
  

1 Actually, the history is more complicated than the above-mentioned because there are many versions of the story 

claiming the originality of the dispersion relation. 
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Without loss of generality, let the background magnetic field Bo in the z-direction. The current 

density which goes into the definition of the dielectric tensor is given in terms of macroscopic particle 

densities and velocities. 

J= Sk aK Vk (27) 
k 

The equation of motion for a single particle of type & is, 

d , 
my = qi (E+ vx x B) = —iwmv, (28) 

Time-harmonic variation has been assumed. In the cold-plasma model, each particle of the plasma 

oscillates about a fixed position in space under the influence of the electromagnetic field of the wave. 

There are no external electric field and drift velocity. All dissipative effects including collisions 

are neglected, We also assume small perturbation in the electric and magnetic fields. Thus, the 

background magnetic field dominates the effect on the particles. The contribution from charged 

particles is second order effect. Under this assumption, we are allowed to replace the total magnetic 

field in the Lorentz force equation by Bo. Working out the cross product, we have, 

19K 
  

  

  

rp = oma (Ex + vy Bo) 

19k 
vy = wrk (Ey — vz Bo) (29) 

vz = ‘dk E, 
WMp 

Note that only the first two velocities are coupled together. After substitution, the solution for the 

. 2 -—1 

vu, = —# (z.+i%z,) (1-2) 
wm Ww Ww 

. Q?2 -1 

v» = —# (z, - Sz.) ( - =) (30) 
Wmyz 

first two velocities is, 

  

  | 

where Q, is the cyclotron frequency for the type k species. Now we have the three velocities in 

terms of frequency. After substituting these three velocities into the current densities and then into 

the equation defining the dielectric cold tensor, we get, 

w? . w? 

Dz; E,(1 — Lazar) ~ iby tae 

w? a 2 Dy | =€0| By(1— DO oethe) + ibe DB Phe (31) 
D, E,(1 ~ » <i 

where wp, is the plasma frequency for the type k species and the sums are over the species. Hence, 
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the dielectric tensor is, 

1-Lsthe LB th 0 
K=| DSi, 1-D, (32) 

k k 2 

0 0 1— St “2k w? 

Sometimes, the entries of the dielectric tensor are written in short form. 

Ki, Kz 0 S --iD 0 

K=| —-K. Ki 0 |=! iD Ss 0 (33) 

0 0 Ks 0 0 P 

where 

Sl=K,) = 1 wok 34 (=ki) = Lek (34) 

__; _ QQ; wee 

w?, 

P(= Ks) = 1-))-F (36) 
k 

The S,D,R,L and P notation are introduced by [16] Stix. The Stix symbols are mnemonics for sum, 

difference, right, left and plasma terms, respectively. Here S and D are defined again by the R and 

L terms as follows : 

  

  

1 

D = 5(R-L) (38) 
2 

—~ 1-Yyrcek_¥ R= 1 oF 4M (39) 

2 
Wok Ww 

b= 1- ont (40) 

Here, we would like to mention the difference between a plane electromagnetic wave and an 

electrostatic wave. A plane wave has its propagation vector k perpendicular to the plane containing 

both the time-varying electric and magnetic fields. On the other hand, an electrostatic wave prop- 

agates with its wave vector parallel to the electric field. Thus, a plane wave is a transverse wave 

while an electrostatic plasma wave is a longitudinal wave. 

Having obtained the dielectric tensor K, we can solve Maxwell’s Equations for plane waves. We 

have, 

ik x E 1wB 

ikxB = —iwegpo.K-E (41) 
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It is convenient to introduce the dimensionless vector n which has the direction of the wave vector 

k and has the magnitude of the refractive index, 

n= Ke (42) 
Ww 

Then, the two curl equations are simplified to, 

nx (nx E)+K-E=0 (43) 

Again, without loss of generality, we assume n lies on the x—z plane and intersects the background 

magnetic field Bo with an angle 6. Then we decomposite the propagation vector n into components 

Nn, = nsin@ and n, = ncos@, and use the vector identity, 

nx(nxE) = n(n-E)-—E(n-n) 

(sin? 6—1)E, + sin@ cos 0E, 

= nn? Ey (44) 

sin 0 cos 0E, + (cos? 6 — 1)E, 

Substituting into the wave equation, we get 

S—n’cos?@ -iD  n*cos@sin@ E; 

iD S-n? 0 E, | =0 (45) 
n? sin @ cos 0 0 P—n?sin? 6 E, 

In order to have a nontrivial solution, the determinant of coefficients must vanish. This condition 

gives the dispersion relation, 

An* — Bn? -C =0 (46) 

where 

= Ssin?@+ Pcos? 6 (47) 

= PS(1+ cos? 6) +S? sin? 6 — D? sin? 6 

= RLsin? 6+ PS(1 + cos? 6) (48) 

C = (S?—D*)P=PRL (49) 

The solution to the biquadratic eqaution is, 

BF 2 50 n A (50) 

where 

F? = B? —~4AC = (RL — PS)* sin’ 0 + 4P?D? cos? 6 (51) 
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The dispersion relation was put into another form in terms of angle by Astrom and Allis ((16] 

Stix). Substitute the long expressions of A,B and C back into the biquadratic equation and then 

group terms with sin? @ and cos? @. After dividing, we have 

P(n? — R)(n? — L) 

~ §(n? — RL)(n? — P) 
  tan? @ = (52) 

We will discuss some special cases of the general dispersion relation for a uniform magnetized 

plasma. Some of them are important in the discussion of later sections. First, we go back to the 

unmagnetized case. That is what the dispersion relation and the dielectric tensor should be for 

a plane wave propagating inside an unmagnetized plasma. The procedure is simple. We set the 

magnetic field Bo to zero and consider only one species, that is the electron. Furthermore, we 

assume the angle @ to be zero. SoA = P= S, B = 287, C = S?, and D= F = 0. Here, the 

dielectric tensor consists only three non-zero and identical diagonal elements which is P. Therefore, 

without the magnetic field, the plasma is isotropic. The refractive index can be found to be, 

n?=P=1~-— (53) 

We can put the above dispersion relation into another more familiar form by substituting n = kc/w. 

7k? = w? —w?, (54) 

This equation tells us that the incident plane wave can propagate through the plasma only when 

the wave frequency is greater than the plasma frequency. Otherwise, the wave vector will be purely 

imaginary and reflection will occur at the point where the plasma frequency equals the wave fre- 

quency. This is a simplified account for the reflection of a HF radio wave from the ionosphere, which 

took a while for people to confirm that the cross Atlantic radio communication in 1920s was indeed 

due to the existence of the ionosphere. However, this picture is too simplified because the Earth has 

its background magnetic field and the ionosphere thus is a magnetized plasma. 

In general, a magnetized plasma can support many types of waves. We summarize some special 

cases below. 

1. Propagation parallel to Bo or 6 = 0. (The numerator of (52) must vanish.) 

(a) P=0 (Plasma oscillations) 

(b) n? = R (wave with right-handed circular polarization) 

(c) n? = L (wave with left-handed circular polarization) 

2. Propagation perpendicular to Bo or 6 = 7/2. (The denominator of (52) must vanish.) 
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(a) n? = P (Ordinary wave or O-wave) 

(b) n? = RL/S (Extraordinary wave or X-wave) 

Note that the dispersion of O-wave is the same as in an unmagnetized plasma discussed above 

because the electric field is parallel to the magnetic field. The wave polarizations in a plasma 

are with respect to the magnetic field direction, but not the wave vector direction. However, the 

problem of naming or differentiating the ordinary and extraordinary waves has created considerable 

confusion ([6] Hines). Usually, the names “ordinary” and “extraordinary” are adopted from the 

theory of optically birefringent crystals, but the basis on which these names are applied is far from 

uniform. In crystal optics, no ambiguity arises : the ordinary wave has the same directions of phase 

and group velocities, whereas the extraordinary wave does not. The two types of ionospheric radio 

waves, as a rule, have different directions for their group and phase velocities; hence the distinction 

used in optics is not readily applicable. Generally, the names are applied on the basis that the 

ordinary wave is the one less affected by the magnetic field, and hence resembles more closely the 

propagation of waves in a unmagnetized plasma. So one will expect the O-wave is reflected at the 

same height as it would be in the absence of magnetic field. For more physical insights about the 

above-mentioned wave modes, readers may refer to [3] Chen. 

Inside a magnetized plasma, there exist many singularities which are classified into resonances 

and cutoffs. A resonance occurs when the refractive index goes to infinity or the wavelength goes to 

zero, while a cutoff is the condition when n goes to zero or the wavelength goes to infinity. Usually, 

a cutoff will result in reflection of the incident wave and a resonance will end up with absorption 

and/or reflection of the incident wave. The general condition for a resonance is given by (47) or (52) 

as, 

A=0 or tan?@= 3 (55) 

and the general cutoff condition is given by (46) as, 

C=PRL=0. (56) 

Therefore, there are three cutoff conditons as seen from the above formula. 

e P = (0 (Cutoff due to plasma oscillations) 

e R=0 (Right-handed cutoff) 

e L =0 (Left-handed cutoff) 

As dictated by their names, the right-handed cutoff occurs only when the incident wave is right- 

handed polarized and the same argument can be applied to the left-handed cutoff. 
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For the resonances, we consider the following two special cases which are termed as principal 

resonances. 

1. Parallel propagation (@ = 0) 

Since P=0 is a cutoff, we require S — oo. But S = (R+L)/2, this can be satisfied for either 

R— oo or L > ov. From the definitions of R and L (see (39) and (40)), only negative 2; can 

make R — oo. This implies that those charged particles are either electrons or negative ions. 

Generally, electrons will be a more important case and hence the right-handed resonance will 

be at the electron cyclotron frequency which is the highest cyclotron frequency among all the 

species. For the left-handed resonance, the above arguement will be reversed. When the wave 

frequency equals one of the ion cyclotron frequencies, we have a resonance. Here the ions are 

positive. Therefore for parallel propagation, the principal resonances are cyclotron resonances. 

2. Perpendicular propagation (@ = 2/2) 

Since P — oo is a trivial solution, we require S — 0. These resonances are called hybrid 

resonances because they are generally involve some combination of 9 and wy. Here, we refer 

to X-wave resonance because an ideal O-wave does not have any resonance. Since the hybrid 

resonance is important for our later discussion, we will solve S=0 for a two-species plasma, 

one is electron and the other is positive ion. 

  

  

  

  

2 2 
_ “pe Wot 

2 2 2 2 2 2,42 .Q22 

w? = pete — Tor i pete 5 Hei + Wwe; (58) 

w?. +02 442. w2 + 22 —w?,? 
wy pe > pt + pe > P + w2 ww? (59) 

The approximation is justified for large mass ratio m;/me and the fact that wp > 2. The 

frequency with plus sign is called upper hybrid frequency, denoted by wyy and the one with 

minus sign is the lower hybrid frequency (wz). They play crucial roles in the understanding of 

stimulated electromagnetic emissions which we will discuss in later section. A rough estimate, 

by assuming an overdense plasma’, for the two hybrid resonance frequencies is, 

win wre + 22 (60) 

Win & 22; (61) 

The last approximation is obtained through Taylor series expansion of (58). 
  

2That is a plasma with Whe > Ne. 
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It is a common practice to depict all these principal resonances and cutoffs in a Clemmow- 

Mullaly-Allis (CMA) diagram*. The x-axis is the variable X=w?, /w? which depends on the density, 

and the y-axis is the variable Y=|Q.|/w which is a function of magnetic field. Then all cutoffs 

and resonances are plotted as CMA boundaries. For more details, one may refer to [16] Stix, [17] 

Swanson, or [3] Chen. 

The analysis of cold plasma waves, although very complicated already, leaves out a great amount 

of physics which relates to finite temperature effects such as removal of singularities from the cold 

plasma dispersion relation. These effects may be included in varying degrees of approximation 

because exact treatment is impossible for every particle in the plasma. A well-known example is the 

thermal corrections for plasma oscillations proposed by Vlasov (1938) and Bohm and Gross (1949). 

In the next section, we will discuss some major techniques to deal with finite-temperature plasma. 

In inhomogeneous plasma such as the ionosphere, the situation is much more complicated than the 

homogeneous one because the density variation can support more waves in the plasma. Moreover, 

the finite temperature and the background magnetic field, together with the inhomogeneity, can 

provide conditions for the interaction between waves and waves and interaction between waves and 

particles. But, for some not so complicated cases such as an unmagnetized plasma with slow varying 

inhomogeneity, the geometric optics or WKB method allows us to obtain good approximations to 

the exact solutions. In fact, it is a ray tracing method using the Eikonal equation. The criterion 

for valid approximation is that the wave number k(r) is slowly varying. Otherwise, the geometric 

optics approximation breaks down. 

Near a cutoff or resonance, the wavelength changes dramatically so that the geometric optics 

approximation is no longer applicable. Then we have to seek for different type of approximation or 

model which tailors for such a behavior. In general, the behavior near a cutoff is less complicated 

to handle and it is well known that the behavior is usually described by an Airy equation. This 

is referred as a full wave calculation ([2] Budden). The solutions to the Airy equation are Airy 

functions. Then, one can fix all the undetermined constants in the Airy function solutions by 

matching the asymptotic forms of solutions to the WKB solutions which model the regions other 

than cutoffs and resonances. Interested readers may refer to [16] Stix or [17] Swanson. 

The analysis of resonances is intrinsically more difficult than the analysis of cutoffs because the 

physics of what resolves the resonance must be included in order to obtain physically meaningful 

results. In most cases, an isolated resonance results in absorption and/or reflection and it leads to 

the topic of mode conversion which will discuss in the section following the next. 
  

3A more recent technique using three-dimensional plots for displaying all wave modes in a plasma is discussed in 

the PhD dissertation by M. André, Kiruna Geophysical Institute, University of Umea, 1985.) 
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3.0 Kinetic and fluid descriptions of a plasma 

In the last section, we derived the dispersion relation in a cold plasma by assuming the plasma 

is uniform and the thermal velocity is zero for all species. In other words, at t=0, we exactly know 

the position of each particle and their corresponding velocities which are zero. That is why we could 

easily write down the velocity components for each particle using Lorentz force equation in (29). 

However, if the temperature is finite, the velocities will spread out. Usually, it is expressed in terms 

of Maxwell-Boltzmann’s distribution function. Here, we have N different initial velocities for N 

particles and we have to use N sets of Maxwell’s Equations and Lorentz force equation to follow the 

subsequent motion of each particle. Their motions are coupled because the current density and the 

charge density in a particular set of Maxwell’s Equations depend on the motions of other particles. 

In the above formulation, we have a problem to assign the random velocity to each particle 

according to its velocity distribution function. So the concept of phase space is introduced to take 

care of distribution. In Liouville formulation, we treat the three positions and the three velocities of 

each particle as independent variables, with time being a parameter. Thus, in N-particle system, we 

have 6N+1 dimensions. Each particle has its own trajectory in its phase space. Liouville equation 

simply says that the distribution function in 6N+1 dimensions is conserved with respect to time. 

Details about the Liouville formulation can be found in [12] Nicholson. But, it is impossible for us to 

carry out all these exact calculations in a finite-temperature plasma. We never use Liouville equation 

in plasma calculation because it yields much more information than we want. We do not need to 

know the exact position and velocity of a particle at a particular time. Instead, we want to know 

some average and collective behaviors of the plasma, such as the overall drift velocity inside a plasma. 

These are statistical results. Therefore, the exact formulation is a valuable starting point to derive 

a reduced statistical description with appropriate approximations to yield practical information. A 

very good example is the Vlasov equation which is reduced to six phase space dimensions using 

BBGKyY hierarchy ([12] Nicholson). 

Before we talk about the Vlasov equation, we first spend some time to look at the single particle 

distribution function f(x,v,t) which is the simplest approximation to the Liouville distribution 

function. Here we have seven independent variables, that is in Cartesian coordinates, (2, y, z), 

(vz, vy,v,) and ¢. For a given time t, the number of particles in a small volume in phase space is 

f(x, v, t)d?xd*v. Thus f(x, v,t) is the number density of particles in phase space. If we integrate 

f(x,v,t) over the entire velocity space, we get the conventional number density n(x, t) defined by 
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the number of particles in a given volume ArAyAz. 

J 50 v,t)d?v = n(x, t) (62) 

If we integrate f(x,v,t) over the entire spatial volume, we obtain the familiar velocity distribution 

fu(v,t) of the particles at time t. 

ic v, t)d?x = f,(v, t) (63) 

So if we go on to integrate over all the phase space, we will get, 

/ / f(x, v,t)d3xd3v = N (64) 

which is the total number of particles in the plasma. Sometimes the distribution function f(x, v, t) is 

normalized by N so that the new distribution function is the probability density of finding particles 

in phase space. 

3.5.1 Kinetic description (Vlasov Equation) 

The simplest approximation in BBGKY hierarchy is the Boltzmann’s equation. It is just the 

conservation of particles or probability density where the left hand side gives the rate of change 

following the trajectory of a particle in six-dimensional phase space and the right hand side represents 

the rate that trajectories are terminated through collisions with corresponding new trajectories 

started so that particles are conserved. 

dfj(x,v,t) _ Of; 
dt Ot dt 

$v: Vafi ta Vel = ($2) (65) 
c 

The subscript j refers to the j'* species of particles and the two gradients are with respect to 

the spatial and velocity variables, indicated by their subscripts. The term a is the acceleration of 

particles. The Boltzmann’s equation is originally derived for the kinetic theory of neutral gases. 

Hence the collisions are usually understood to be binary or head-on collisions. However, this is not 

the case in the plasma because we are dealing with long range force, i.e. the electromagnetism. The 

particle trajectory can be changed even without any in-touch collisions with other particles. In such 

a situation, we have to use random walk or Fokker-Planck formulation to find out the collisional term 

on the right side of Boltzmann’s equation for Coulomb interactions ({17] Swanson or [12] Nicholson). 

Nevertheless, there are certain cases that the head-on collisions are important. When a gas is weakly 

ionized, the collisions between neutral molecules and charged particles are very often. The D-layer 

in the ionosphere is such an example. 

In many plasmas, the collisional effect is not important. The cases we are considering in F region 

is one of the examples. This is obvious when we compare the collision frequency (< 1K Hz) in Figure 
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7 with the plasma frequency (~ 5MHz) at 200km. It was realized by Vlasov in 40s. Therefore, 

we can drop the collisional term in the Boltzmann’s equation. The resulting equation is called the 

Vlasov equation. 

df; (x, v, t) _ of; 4 4 — dt ry tv Vidi + 7 (E+ v x B) Vvfj = 0 (66) 

for each species where x = v and v = a. Here we substitute the Lorentz force equation into the 

acceleration term. Together with the Maxwell’s Equations, 

OB 
VxE = -3- (67) 

oD 
VxH = J+5 (68) 

V:-D = p (69) 

V-B = 0 (70) 

p= as f fede (71) 

Jo= >» | vie (72) 

we can deal with most of the analyses of plasmas if the collisional effect is not dominant. This type 

of fomulation is referred as kinetic treatment because we deal with distribution function. Compared 

with Liouville formulation, Vlasov formulation reduces dimensions from 6N+1 to seven by giving 

up details of the exact positions and velocities of all particles. The field quantities are macroscopic 

too. 

Although the Vlasov-Maxwell equations are simplified version of the Liouville formulation, they 

are still nonlinear and in most cases, we have to use various approximations to obtain analytic so- 

lutions. One of the most often used techniques is linearization for studying small amplitude waves. 

This give us the linear Landau damping which is a collisionless damping effect for waves propagating 

in a plasma ([17] Swanson, [16] Stix, [3] Chen or [12] Nicholson). 

3.5.2 Plasma as fluids 

We can derive the fluid description of a plasma by taking moments of the Vlasov equation ([3] 

Chen, [12] Nicholson, or [17] Swanson). When we do that, we again throw away some details 

contained in the distribution function. Since fVzv = 0 and fV,a = 0 (x and v are independent 

variables), we can rewrite the Vlasov or collisionless Boltzmann equation as, 

Of ay + Velvf) + Ve(af) = 0 (73) 
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Here we drop the subscript “j”. Now we introduce a weighting function Q(v) and define the moment 

by an average over the velocity space as, 

(qn) = SAE == farey (74) 
where n(r,t) is the number density mentioned above. We multiply the Vlasov equation by Q and 

integrate over velocity, we have 

Jeg réut [ Qva(vt) wv [ av, (af)d°v = 0 (75) 

Since Q is a function of v only, this becomes, 

0 3 3 3 a | fd v+ve f Qvid v+ favv(atya v=0 (76) 

The first term is simply 0(n(Q))/Ot and the second is Vz(n(Qv)). Using one of the vector identities, 

the third term expands to, 

[avelatyay = [ise(@at —fa-V,Q|dv 

¢ Qfa-ds,— [ fa-V.Qa*v (77) 
Sy 

The surface integral in velocity space vanishes because we assume the distribution vanishes for 

v — oo. We can then write (76) as 

<(n(Q)) + Ve(n(Qv)) ~ nla VQ) = 0 (78) 
We first take the zeroth moment of the Vlasov equation by letting Q=1. Then (Q) = 1 and 

(Qv) = (v) =u, where u is the mean or average velocity of the fluid element. Then (78) leads to, 

On 
— + V(nu) = 0 (79) 
ot 

This is just the continuity equation. The subscript “x” of the del operator is dropped because in 

the following, it only refers to differentiation defined in the three spatial dimensions. For the first 

moment, we let Q@ = mvz. Then (Q) = muz and VyQ = mv,zVz, where Vz is the unit vector in 

v,-direction. So (a: V,Q) = m(a,). This leads to 

= (nmus) + V(nm(vvx)) — nm{a,x) = 0 (80) 

Now we let v = u+ w, where w measures the perturbation from the average velocity (e.g. thermal 

agitation) and (w) = 0. Then, 

(vvx) = ((u+ w)(uy + wx)) = uu, + (ww,) (81) 
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The last term is 

nm{(az) = ae +v xB), fd°v = nq(E + u x B) (82) 

By taking all three such component equations by letting Q = mvz,mvy,mv,, we obtain the first 

moment equation, 

< (nmu) + V(nmu- uv,) + V(nm(w -w)) — nq(E+ u x B) = 0 (83) 

The term nm(ww) is often called the stress tensor, denoted by P whose components P;; = nm(w;w;) 

specify both the direction of motion and the component of momentum involved. It is a generalization 

of the scalar pressure to the anistropic pressure. Using the following identity and the continuity 

equation, 

V(nmu -u) = nm(u- V)u+ muV - (nu) (84) 

the above equation is generally written as, 

ou 
nm BR ta Vu +V-P—nq(E+ux B)=0 (85) 

This equation is the fluid force equation or is sometimes called the momentum equation. 

The momentum equation does not include any collisional effects. We can easily include neutral 

collisions by adding a simple term nm(u — u,)/T to (85), where u, is the velocity of the neutral 

fluid and 7 is the mean time between collisions. 

(79) gives us the evolution of n as a function of u, while (85) gives us the evolution of u as a 

function of P. To find the evolution of P, one needs the next higher moment and the process goes 

on. The infinity process is usually truncated after the first moment. The equation of state of a 

gas is used for the approximation of the pressure term. For the 1-dimensional case, the pressure is 

isotropic. From the theory of thermodynamics, we have equation of state, - 

P= ynkgT (86) 

where vy is the ratio of specific heats. For 1-D case, y equals one for isothermal compression and 

equals 3 for adiabatic compression. 

Now we can summarize the many-fluid description of plasma as follows. For each species, we 

have the continuity and momentum equations. 

On; 
re + V(njuj) =0 (87) 

Ou; 

njm; E + (uj Vyas +V -P; —njqj(E+ uj x B) =0 (88) 

The pressure of each charged fluid is related to its density by an equation of state, which depends 

on the characteristic frequency and wavenumber of the process being considered. When w/k < v4;, 
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where v4; is the thermal velocity of the fluid of the j** type, the isothermal equation of state is 

valid. When w/k >> v,;, the adiabatic process should be used. When w/k ~ v;;, the details of the 

velocity distribution of the charged particles are important. The fluid model is inadequate and we 

must return to the Vlasov equation. 

Maxwell’s Equations are related to the continuity and momentum equations through the charge 

and current densities. For our many-fluid model, 

p= donq (89) 
j 

T=) nay (90) 
j 

This completes the formulation of the many-fluid model for plasmas. 

For a plasma composed of electrons and one species of ions, the many-fluid model reduces to 

the well-known two-fluid model. If we go back to rederive the dispersion for the high-frequency 

electrostatic electron plasma oscillation using the fluid treatment, we will get ((3] Chen, [17] Swanson, 

or [10] Kruer), 

w? = we + 3k? v2, (91) 

In dense ionized gases or conducting liquids, the collision frequency is sufficiently high so that the 

conduction of current in the plasma nearly obeys Ohm’s law. Although there exist a large number of 

high-frequency jitter in the particle motion, the electrons and ions move in such a way that there is 

no separation of charge on the average. Then the mechanical motion of the system can be descibed 

in terms of a single conducting fluid with the usual hydrodynamic variables of density, velocity and 

pressure. We can combine the two fluids into one by, 

Mass density : p(x) = m,_ne(x) + minj(x) © mjnj(x) (92) 

Fluid velocity of center of mass: v = mre meee (93) 
M 

Total pressure: P = P;+P, (94) 

This approximation describes the magnetohydrodynamics (MHD) formulation. However, we need 

to include the terms containing collisional effect in MHD. 

We have reviewed most of the techniques which we deal with plasma. But, our success in obtain- 

ing complete analytical solutions is still very limited because most of the equations are nonlinear 

and involve more than one independent variables. Therefore, we cannot always solve the problem 

directly, especially when we deal with magnetized and inhomogeneous plasma. We have to separate 

the whole problem into parts. In other words, we create models according to physical processes. An 

example is the way we deal with the electrostatic electron plasma oscillations. We first assumed the 
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heavy ions do not move. Then we concentrate on calculating the electron motion. Under the context 

of modelling by processes, we have to guess which processes are important to the phenomena we 

observed. Then we apply our analytic techniques to solve the formulated problems for each process. 

Hopefully we can get consistent results when we concatenate all the processes. 

In addition to the analytical solutions, we can tackle the problems by numerical simulations. 

Here we simulate the plasma with one of the formulation we talked above, including following the 

trajectories of each particle. Then we can get a comprehensive picture, including the nonlinear ef- 

fects, of the plasma, although computer simulation is limited by memory size, computational speed, 

nummerical errors and numbers of independent variables. We will discuss the numerical simulation 

in more details in chapter 4. 

3.6 Mode conversion 

Mode conversion is a phenomenon in which a wave of one type is linearly coupled into a wave of 

another type. In 1960s, many people set up experiments to heat the ionosphere. Soon they discov- 

ered that there were certain propagation angles for which some amount of the incident wave energy 

was absorbed inside the plasma. Later, as the diagnostic equipment advanced, people observed large 

cavity formations near the reflection point in the ionosphere (e.g. [25] Wong 1987), which may be 

caused by mode conversion. Today, mode conversion is regarded as a standard process of converting 

an electromagnetic wave into an electrostatic wave in an inhomogeneous plasma. We refer this as 

forward conversion. Of course, there is backward conversion, where an electrostatic plasma wave is 

converted into a radiating electromagnetic wave. Both of these two conversion processes are present 

in the SEE experiments. However, we isolate and consider the forward conversion because it is one 

possible mechanism that generates the SEE spectrum. 

3.6.1 Linear mode conversion 

In a homogeneous plasma, linear waves are not coupled, and propagate independently. In an 

inhomogeneous plasma, density variations and hence various singularities exist. When the incident 

wave perturbs the plasma, there are points, especially near resonances, at which two waves have 

the same wavenumber and matching phase velocity. The plasma will excite both waves and transfer 

some energy between the waves. This leads to the phenomenon of mode conversion where a wave of 

one type is linearly coupled into a wave of another type. Hence the mode conversion is sometimes 

referred as the linear conversion. The conversion efficiency can be 100%, though rarely. 

From our previous discussion of resonances and cutoffs, a resonance occurs when the refractive 
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index goes to infinity or the wavelength drops to zero. Then the propagation velocity also drops 

to zero. One may expect that a mode-converted plasma wave cannot propagate very fast and in 

general, it is an electrostatic wave which has a very slow propagation speed. However, if a cutoff is 

spatially close to a resonance, the conversion process will be more complicated. That is the case in 

the ionosphere. 

Recall the dispersion relation n? = F'(w) obtained from the dielectric tensor analysis in the previ- 

ous section. Since many ionospheric wave propagation researchers use X(= we /w?) and Y(=|Q.|/w) 

variables to describe dispersion relation, we will modify the Stix notations such as S,D and P in order 

to explain Figure 11. Here, we deal with high frequency waves, so only electrons are considered. 

After substitutions, the five Stix notations are tranformed to, 

Ss = 1-74, (95) 

D= ~s (96) 

P = 1-X (97) 

R= 1-745 (98) 

L = 1- (99) 

The general dispersion relation for an arbitrary propagation angle is given by (50). But we want 

to demonstrate the simplest case below. For an ideal O-mode propagation, the newly transformed 

dispersion relation is, 

n?=1-X (100) 

and it is plotted in Figure 11(a). Obviously it is a straight line. For the other wave modes, the 

dispersion is depicted in Figure 11(b). The extreme cases (e.g. pure X-wave, R-wave, L-wave, etc.) 

are labeled with L and T, which stand for longitudinal (parallel) and transverse (perpendicular) 

propagations respectively. Also note that Y is less than one. This is typical in the ionosphere. All 

the three zeros (at X = 1—Y, X =1, and X =1+4-Y) of n? are cutoffs. They are invariant against 

propagation angle. There is only one resonance for each propagation angle. It corresponds to the 

approximate value of the upper hybrid frequency, where the mode conversion actually takes place. 

The resonance always lies between X = 1— Y? and X = 1 because from (57) and (95). The order 

of these cutoff and resonance frequencies is : wy < Wpe < wyH < WR, Where wy and wR are the 

left-handed and right-handed cutoff frequencies respectively. There are no propagating wave modes 

in n? < 0 region, but they can be evanescent. The wave mode on the right side in Figure 11(b) is 

sometimes call the Z-mode or slow extraordinary mode (e.g. [16] Mjolhus 1990). 

In the ionosphere, due to the existence of density gradient, right-handed circularly polarized wave 

4]



    

  

    
Figure 11: (a) Dispersion of an unmagnetized plasma. (b) Dispersion of a magnetized plasma with 

Y <1. The solid and dashed lines indicate the limiting cases of longitudinal (L) and transverse (T) 

propagation respectively. The shades areas are the regions where the curves for other propagation 

angles lie. (Both from [6] Hines) 
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will be reflected at a point where w = wr. This point is at a lower altitude than the plasma cutoff 

(w = wp.) because for a fixed wave frequency, the right-handed cutoff occurs with a smaller electron 

density than the plasma cutoff. Thus only the left-handed circularly polarized wave can be reflected 

from the plasma cutoff point. But, no wave can be reflected from the left-handed cutoff point because 

we assume the density gradient is increasing with height. So from what we discussed in section 3.4 

about the difference between O-wave and X-wave, O-wave is left-handed polarized and X-wave is 

right-handed polarized because the reflection height of the O-wave is apparently unaffected by the 

presence of magnetic field. The wave polarization is with respect to the magnetic field direction. 

It needs no change in the southern hemisphere where the magnetic field points upward, when the 

wave polarization refers to its wave vector. But, it is reversed in the northern hemisphere if the 

polarization is with respect to the wave propagation direction. 

We are going to use Figure 11(b) to understand how mode conversion occurs in the ionosphere. 

Mode conversion involving X-wave has been shown to be inefficient in ionospheric heating exper- 

iments because the density gradient of the ionosphere is relatively small ([16] Mjolhus 1990) We 

will consider O-wave only because by its definition, only O-wave has access to the region of high- 

frequency plasma reflection (X=1). The mode conversion can be described as a two-stage process 

({15] Mjolhus 1984 and [16] Mjolhus 1990). First, the incident O-wave is converted into a Z-mode 

at X=] by tunneling — an effect occurs near a pair of resonance and cutoff when the incident 

“fast” wave is transformed into a “slow” wave ([16] Stix). The incident wave is reflected at X=1. 

However, no resonance occurs on the dispersion curve of the O-mode. Instead the resonance occurs 

on the Z-mode which can only exist inside the plasma. But, the O-mode can couple to the Z-mode, 

especially when the propagation angle @ is near the so-called critical angles*. There are two distinct 

critical angles that can result in complete coupling of O-mode into Z-mode. Their corresponding 

ray trajectories are depicted in Figure 12. It is computed by ray tracing method and the mode 

conversion is assumed to take place in northern hemisphere. The mode conversion that occurs with 

the ray on the right side is called southward process (positive critical angle) and the other one is 

northward process (negative critical angle). We consider only the southward process in this section. 

When the magnetic field and the wave vector are exactly aligned (purely parallel propagation), the 

reflection point is at X = 1+Y because the dispersion curves of O-mode and Z-mode touch at X = 1. 
  

4It is the angle of incidence of an electromagnetic wave with respect to the geomagnetic field, at which the 

coupling between the O-mode and Z-mode is 100%. The formula for the critical angle is given in [16] Mjolhus 1990 

as sin@, = +/V/(i+Y) sin a for 0 < a < 7/2. Note that the coordinate system used in Mjolhus’ paper is different 

from that used in section 3.4. The density gradient is assumed in z-direction. The geomagnetic field intersects the 

z-axis with an angle a. The wave vector and the geomagnetic field are assumed in the same plane. Here @ is the angle 

between the wave vector and z-axis. The cone formed by the two critical angles is called the radio window. 

43



f: 
  

Leff Cutoff Loyer w: wy 

Window Points 

/ 
Critical Loyer w= wy 

d 
Z-mode O-mode - 

Z-mode 

  

Upper Hybrid Loyer ww 

O- mode 

Mognetic N North 

  

Figure 12: Ray trajectories for the illustration of mode conversion at critical angles (From [5] Close 

1990). 

When the magnetic field crosses the wave vector at a small angle @, the incident O-wave is partially 

reflected at X = 1 and partially transmitted to Z-mode. A formula for the transmission coefficient 

is also given in [16] Mjolhus 1990. However, as the transmitted electromagnetic wave passes through 

X = 1, the wave mode changes from O-mode to Z-mode and the refractive index jumps from a low 

value to a high value. The wave vector is still directed upward. But the transmitted ray is bent at 

X = 1, as shown in Figure 12. 

The second stage begins with the Z-mode wave propagating towards the left-handed cutoff (X = 

1+Y). After reflection from X = 1+Y, the Z-mode wave propagates towards decreasing X. When 

it approaches the upper-hybrid resonance layer, it becomes gradually electrostatically polarized and 

the wave velocity® slows down. Thus it becomes 100% converted into an electrostatic wave. As 

seen from Figure 12, the mode-converted electrostatic wave (generally called upper hybrid wave) 

propagates parallel to the density stratification. All the mathematical derivations of the above 

process can be found in [15] Mjolhus 1984. 
  

5 All wave velocities mentioned in this chapter refer to the group velocities which possess relevant physical meaning 

for plasma waves. 
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So far, we use the result from cold plasma theory to qualitatively investigate the mode conversion. 

But the ionosphere is a finite-temperature plasma. We would not anticipate some singularity-type 

phenomena occur. Instead going to infinity at resonance, the refractive index will remain finite, 

though very large, in the ionosphere. Furthermore, the cutoffs and resonance will not be a single 

pomt. They are spread out over a finite region due to thermal effect. The full treatment of such a 

mode conversion in a warm plasma is more complicated. It involves modelling of the behaviors near 

a cutoff and a resonance, as well as the WKB method. Interested readers may refer to [16] Stix, [17] 

Swanson, and [15] Mjolhus 1984. 

There are some numerical simulations illustrating the mode conversion process in an inhomoge- 

neous magnetized plasma. They are [14] Lin 1982 and [5] Close 1990. In the former paper, linear 

density gradient is used, whereas in the latter papers, the authors assume a constant density with 

inhomogeneous background magnetic field. In both papers, the pump frequency is set at the second 

harmonics of the electron cyclotron frequency and X-wave is used. In order to see the mode conver- 

sion effect, they use 1-D electromagnetic simulation code. In both simulations, electrostatic plasma 

wave is generated around the upper hybrid point along the inhomogeneity. It shows the crucial role 

of the inhomogeneity in the mode conversion. Also in the simulations, we can see the reflection and 

absorption of the incident electromagnetic wave. 

3.6.2 Direct conversion 

Besides the mode conversion we discussed above, there is another possibility for the conversion 

of an electromagnetic wave into an electrostatic wave. It is termed as “direct conversion” when 

it was reported in [24] Wong 1981. The crucial part in this direct conversion is the pre-existing 

short-scale (~ Im) field-aligned irregularities which play the role of an in-situ converter, but not 

the density gradient. The existence and dynamics of the ionospheric irregularities have been well 

documented (e.g. [9] Kelley). Irregularities of a variety of scale sizes (varying over many orders of 

magnitude) exist in the different regions of the ionosphere. They arise from a number of sources 

such as wind, gravity, gradients, etc. The physical process of the direct conversion is as follows ((1] 

Antani 1991). The incident O-wave induces oscillatory electron drift in the upper-hybrid resonance 

zone. This induced electron velocity beats with the pre-existing density irregularities to generate a 

source current that plays the role of an in-situ antenna radiating the excited upper-hybrid wave. This 

process occurs whenever the following frequency and wave vector matching conditions are satisfied : 

WUH tWy (101) Wo 

kg = kuypt+ky (102) 
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where the subscripts “o” and “n” refer to the pump and the irregularities, respectively. The matching 

conditions are same as in the parametric decay process, which will discuss in the following section. 

However, it differs from the usual parametric process in three subtle respects : 

e it has no threshold power requirement; 

e it is basically linear and no feedback is involved; and 

e it leads to initial secular growth that is linear in time. 

It can be distinguished from the conventional linear mode conversion process in such a way that it 

occurs independent of any standard plasma resonances. Also, since the direct conversion relies on 

these irregularities in the ionosphere, which vary with time and position, we can expect the direct 

conversion process is not a static process, but a process we will see a high degree of fluctuations. 

It may be correlated to some experimental observations of anomalous absorption of the incident 

electromagnetic wave in the ionospheric heating experiments (e.g. [8] Jones 1990). 

Now, we are not in a position to decide which one of these two conversion processes is dominantly 

responsible for the generation of electrostatic wave in the upper-hybrid layer. For the conventional 

mode conversion, we can use electromagnetic simulation code to investigate some of the features. 

But for the direct conversion, we have to rely on measurement to understand some details about 

the process. In fact, we may be interested in the direction of the upper-hybrid wave generated 

because together with the information about the density irregularities, we may be able to decide 

which process is more likely. Here we do not exclude any other possibilities that may cause an 

electromagnetic wave converted into an electrostatic wave in the ionosphere. 

For the back conversion process, considerably less literatures can be found. Since this is not the 

most important theory we count on, we will briefly mention the proposed theory in [17] Oya 1971 

in the following. In a slightly inhomogeneous plasma, the Bernstein-mode® electrostatic wave can 

escape by being converted into the O-mode electromagnetic wave. Two reflections take place during 

this escape process. 

3.7 Pondermotive force and parametric instability 

Parametric instability is an important physical process to understand the SEE. Its generation 

is related to the interaction between the pondermotive force and in most cases, the ion density 

fluctuations. In the section, we will discuss the pondermotive force first. Then a simple case is used 
  

6It will be briefly mentioned in section 3.8. 
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to demonstrate how the coupling between the pondermotive force and the ion density fluctuations 

causes parametric instability. 

The pondermotive force 

We begin with the pondermotive force or Miller effect on a single particle, which occurs in 

spatially varying high frequency electric fields, with or without an accompanying magnetic field 

({12] Nicholson). Consider a charged particle oscillating in a high frequency electric field E(t) = 

FE, cos(wt). The motion is then a sinusoidal variation of distance with time. Now suppose the electric 

field has an amplitude that varies smoothly in space, E(x,t) = E,(x) cos(wt), being stronger to the 

right and weaker to the left. Then the first oscillation brings the particle into regions of strong field, 

where it can be given a strong push to the left. When the field turns around, the particle is in a 

region of weaker field, and the push to the right is not as strong. The net result is a displacement 

to the left, which continues in succeeding cycles as an acceleration away from the region of strong 

field. 

Mathematically, the Lorentz force equation is, 

d?z 
m— = qE,(z) cos(wt) (103) 

dt? 

It is convenient to decompose z into a slowly varying component z,, called the oscillation center 

and a rapidly varying component 21, x = 4, + 21. Here, z, is a time average of the position z over 

the short time 27/w. Make a Taylor expansion of E(x) about the oscillation center z,, we have, 

m(Z.+£1)=¢ sto) +24 (=) | cos(wt) (104) 

Averaging (104) over time, we get, 

mip = 4 (Te). (2 cos(wt)) (105)   

since (E£,(z.)cos(wt)); and (21), are zero. To obtain an equation for 21, we note that 2, >> Z, 

because x, is high frequency; moreover, in the spirit of the Taylor expansion, we have E, >> 

z1(dE,/dz); therefore, 

mz, = gE, cos(wt) (106) 

The solution is x1 = —(qE,/mw7)cos(wt). Insert this in (105) and carry out the time average, we 

get, 
2 . QEo [dE 

0 Oo mew? ( dx ). (107) 

and so the pondermotive force F, = mZ, is, 

2 
___ 4 4d | i2 Py = ~z* 5 (EY) (108) 
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Another interesting way to interpret the pondermotive force is that if we introduce the jitter speed 

0 = (£1)maz = Eo/mw; then 
md,» 

Fo = —~——_(% 10 
P 4 de®) (109) 

Notice the overall mass dependence in (108), so the pondermotive force acts much more strongly on 

electrons than on ions. 

The above derivation is for a single particle motion. But, same principle can apply to a 3-D 

plasma using the continuity equation ((10] Kruer). The general formula for the pondermotive force 

is, 

Py = - 2 VIB.(0)? (110) 4m.w? 

A more complete derivation of the pondermotive force, including the magnetic field, can be found 

in [15] Schmidt. 

  

The ionosphere is a magnetized plasma. It is impossible for us to perform a full treatment of 

the parametric instability here due to its complexity. Instead we will use a simple case, namely a 

one-dimensional uniform unmagnetic plasma, to illustrate the concept. 

Coupling via ion density fluctuations 

In the following, we consider the coupling of an electromagnetic wave into an electron plasma wave 

via ion density fluctuations. Let the electromagnetic wave be a spatially homogeneous oscillating 

electric field Ey = ££,exp(—iwt). In other words, the wave number of the electromagnetic wave is 

neglected on the assumption that it is much less than k, the wave number of the fluctuation in ion 

density. Since the frequency of an 1on wave is much less than the frequency of an electromagnetic 

wave, we describe the ion density fluctuation as static modulation in the plasma density, n = 

no+Ancos(kz), where n, is the average density and An is the amplitude of the density fluctuation. 

Finally, we treat the ions as fixed on the high-frequency time scale and describe the electrons as 

fluid with density n., mean velocity u,, and pressure pe. ; 

To derive an equation for the high-frequency electron density fluctuations, we start with taking 

a time derivative of the 1-D continuity equation, 

ane 8 

Oe * Beat 
Expand the last term and substitute On./dt by the continuity equation again. We will have, 

7 (n.24) = Z (uae) _ Fre (112) 

(Nete) =0 (111) 

  

  

dz \° Ot J Ox dx at? 

Recall the 1-D momentum equation for a fluid, 

due _ OP. 
MeN = —qeneE — De (113) 
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where P, is the electron pressure and is proportional to kg7.n-. Here we ignore collisional effect. 

Take a spatial derivative of the left-hand side of (113), we have 

0 due O Oue Ou. 

oe ("Gr ~ |" (“5+ ar) 
a due A(nete)] J?ne 

= Fe (neue See +g [u dz Arete) _ Oe 
2 @? 

= Fo (neu?) — Fre (114) 

  

Then combine with the spatial derivative of the right-hand side of (112) and rearrange, we get, 

2 2 

GE ~ ger tat) ~ eG - (415) 
Next, we linearize this equation by assuming n, = not Ancos(kz)+n, B= E, +E and ue = uo +4, 

where i, E and @ are small perturbations of the electrons and uz is the drift velocity of electrons 

in the electric field E,. We treat n < An < n, and use an adiabatic equation of state for the 

pressure, i.e. P, = 3kg7T.n., assuming w/k >> vze, where v¢e is the electron thermal velocity. Then 

we substitute these three perturbed quantities into (115). The first term becomes 677/0#? since nq 

and An are assumed to be independent of time. The second term is zero since the drift velocity u, 

is set to zero. The third term is the most important. It shows coupling between the pump field Ey 

and the ion density fluctuation. Here, we ignore the very small perturbation in the electron density 

so that we get n.E = no, + Ancos(kr) By + En,. For the last term, since kv;. is much smaller 

than the wave frequency w, where v7, = kgT./m-_, we only retain 7. 

ea qe OE On eE 32 7 mat oFn — 3y ea z= An: ksin(kz) (116)   

Then from Poisson’s Equation, 9F/dz = qene/€o. Therefore we have an inhomogeneous partial 

differential equation in E. 

    

8 | PE 2 E| qk 
an on +e 2 E ~3v Ye 5,2 | = Moke ———An-ksin(kz) (117) 

Integrate the above equation with respect to z, 

a? a? \ -~ An 
(a a TY — 3v?, As 5) E= pe cos(k2) (118) 

This equation describes the excitation of an electron plasma wave by the interaction of the pump 

field with an ion density fluctuation. 
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Parametric instability 

We can now demonstrate a simple qualitative example of parametric instability. An ion density 

fluctuation couples an electromagnetic wave into an electron plasma wave to give us E. In turn, 

the electron plasma wave beats with the electromagnetic wave to generate a spatial variation in the 

electric field intensity (that is E(x) discussed in the first part of this section), which can enhance the 

ion density fluctuation via the pondermotive force. Hence, a feedback loop is formed and depending 

on the pump amplitude, instability can result. Such an instability is called parametric instability, 

the parameter being the amplitude of the wave. Detailed instability analysis of this case can be 

found in [10] Kruer. 

In order for the parametric instability to occur, it requires a minimal set of common character- 

istics: 

e Matching condition — The spatially varying electric field E, which is resulted from beating of 

two waves requires a wave-number matching to produce sustaining instability. Mathematically, 

k, =k; +k, (119) 

CC .9F C6299 where the subscripts “o”,“i” and “s” stand for pump, idler and signal, respectively. In our 

example, the electromagnetic wave is the pump, the electron plasma wave is the idler, and 

FE, is the signal. The wave-number matching condition is equivalent to the conservation of 

momentum. However, the parametric instability has to satisfy the conservation of energy to 

take place. This will translate into the frequency matching condition. 

We = Wi tus (120) 

In our example, we would expect a high-frequency electromagnetic wave (the pump) beats with 

a high-frequency electron plasma wave which has a slightly smaller frequency than the pump 

to generate the signal, sometimes called daughter wave, which has the difference frequency of 

the pump and the idler. 

e Threshold — The instability can only occur when the pump amplitude exceeds a critical value 

in order to maintain the feedback growth. 

Parametric instabilities can be found in many physical systems, such as child swing. The pump in 

fact produces modulation of some physical parameter in the system which has a natural oscillation 

frequency. In our example, the natural frequency of the system is the electron plasma frequency 

and the signal frequency is the ion acoustic frequency. So the pump has to set at the sum of 

these two frequencies to give rise to parametric instability. In general, the instability analysis 
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Figure 13: Hierarchy of heater thresholds in the ionospheric modification experiments (From [4] 

Carlson 1990). 

requires techniges in solving weakly nonlinear differential equations or weak tubulence analysis such 

as Mathieu equation ({17] Swanson, [12] Nicholson, and [3] Chen). 

The example of ion density fluctuation reminds us about the similar mechanism employed in 

direct conversion which we discussed in the last section, although our example occurs in unmag- 

netized plasma. In both cases, an incident electromagnetic wave is converted into an electrostatic 

plasma wave through the matching conditions. However, in the direct conversion, the ion density 

fluctuation is provided by the atmospheric effects. That means it need not to have a critical pump 

amplitude to invoke the instability. 

3.8 A survey of the proposed SEE theories 

Since the discovery of stimulated electromagnetic emissions (SEE) in 1981, several published 

papers attempted to propose theories for some of the observed SEE features ([20] Stubbe 1984, 

[9] Leyser 1988, [12] Leyser 1991, [6] Goodman 1991, [18] Rao 1990, [19] Rao 1992 and [7] Huang 

1993). Here we briefly summarize the essence of these proposed SEE theories. The electromagnetic 

emissions may, in principle, be generated by many plasma processes and originate in different height 

regions. The detected emissions are an integration over the entire ionospheric interaction region. 

For the pump power used in Troms¢ and Arecibo, parametric instabilities are likely candidates 

for the production of many SEE spectral features. Figure 13 shows the hierarchy of heater thresh- 
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old power in relation to nonlinear processes that might occur during the ionospheric modification 

experiments. In fact, from the literature ([25] Wong 1987), we can have an estimate of electric field 

strength in experiments at Arecibo. The pump power is 400K W and the antenna gain is about 23dB. 

This corresponds to a wave electric field strength of up to 0.35V/m in the ionosphere at 200Km, 

without taking into account the standing wave pattern due to reflection. The up going and down 

going waves are in phase with each other at some locations near the reflection layer in the ionosphere, 

so that the resulting standing wave has maximum altitude. As discussed in section 3.4, the behavior 

near a plasma cutoff point can be modelled by an Airy equation. The solution is a sum of two inde- 

pendent Airy functions. The maxima of the solution are termed as Airy maxima. A plot of the wave 

electric field distribution can be found in [11] Leyser. The maximum field strength at the first Airy 

maximum (about 100m below the reflection point) is estimated to be ~3V/m at the incident power 

of 400KW ([25] Wong 1987 and [11] Leyser). This value well exceeds the threshold field strength of 

~0.7V/m for the parametric decay instability ((24] Wong 1971). Enhancement of the wave electric 

field strength at Airy maxima due to the standing wave pattern is sometimes referred as swelling 

effect of the field. The standing wave pattern can also be seen in the 1-D electromagnetic simulation 

of plasma ({5] Close 1990). 

Besides the swelling effect, enhancement of electrostatic plasma wave can happen at the upper 

hybrid layer through one of the mode conversion mechanisms discussed in section 3.6. This is also 

shown in the 1-D electromagnetic simulation ([5] Close 1990). The wave amplitude can be greatly 

enhanced so that the parametric instability threshold is exceeded and even a large cavity is formed 

((25] Wong 1987). In this case, the mode converted electrostatic field is essentially perpendicular to 

the geomagnetic field ([11] Leyser). 

The two above-mentioned enhancements of electric field reveal that there are possibly two ma- 

jor interaction regions responsible for different SEE features through parametric decay instabilities. 

Note that the nature of the two waves is different, one being electromagnetic and other being elec- 

trostatic. The continuum and DP are believed to be generated just below the reflection point, while 

the DM and BUM are produced at the upper hybrid layer. Parametric decay instability (PDI) is 

a favorate theory because of the asymmetry of almost all SEE features. The “decay” means the 

mother wave generates two daughter waves at lower frequencies. Sometimes, it is called a three-wave 

interaction or weak plasma tubulence theory. A summary of the theories proposed to explain the 

dominant SEE features are as follows. 

1. Continuum and downshifted peak (DP) 

Both Stubbe and Leyser proposed that the DP is produced by a single PDI and the continuum 
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is a result of cascaded PDI of the same type ([20] Stubbe 1984 and [11] Leyser). The initial decay 

channel is that an electromagnetic wave at the first few Airy maxima decays into a Langmuir wave’ 

and an ion acoustic wave®. 

Standing EM wave —~> Langmuir wave + _ Ion acoustic wave 

PDI 

The dispersion of Langmuir wave has been mentioned in section 3.5 and is repeated here. 

w? = we + 3k2v2, = w(1 + 3k?\2) (121) 

“4? 
€ where the subscript refers to the electron plasma wave or Langmuir wave. The dispersion relation 

of an ion acoustic wave is given by ([{12] Nicholson), 

w? = ke? (122) 

66399 
1 where the subscript means ion-acoustic wave and c,; is the sound speed of a plasma, which is, 

Cs = 4 [Rete + tet (123) 

Then the PDI occurs when the following matching conditions are satisfied. 

Wo We +; (124) 

ko k. + k; (125) iI 

where the subscript “o” refers to the standing electromagnetic wave. Since the wavelength of the 

electromagnetic wave is much longer than the wavelengths of the parametrically excited electrostatic 

Langmuir and ion acoustic waves, the wave vector matching condition can be approximated as k, + 

k; ~ 0, i.e. the two daughter waves travel in opposite directions. Using the approximate matching 

conditions and the two dispersion relations, the Langmuir frequency can be solved. However, the 

above argument assumed an unperturbed density profile. In reality, the pondermotive force of the 

standing electromagnetic wave and the excited Langmuir and ion acoustic waves can significantly 

modify the density concentration in the interaction region. The electron depletion by pondermotive 

force can change the local plasma frequency and hence the Langmuir frequency. Thus, Leyser 

extended the above idea to include the pondermotive effect on the Langmuir frequency (({11] Leyser). 
  

7It has been discussed in section 3.1 and 3.5. The dispersion relation of Langmuir wave is (91). 

5It is a propagating electrostatic wave mode in a plasma. The propagation mechanism is analogue to a sound 

acoustic wave in a fluid. Unlike the sound wave, the longitudinal compression and rarefraction of ions are coupled 

through the Coulomb force. The dispersion relation is shown in (122). Details of ion acoustic wave can be found in 

most of plasma texts such as [3] Chen, [12] Nicholson and [17] Swanson. 
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The resulting Langmuir frequency is found to be around 1.5-2KHz below the pump frequency at 

the first four Airy maxima which are located at a few hundred meters below the reflection point. 

This frequency is about the same as the DP frequency. The Langmuir wave may be mode-converted 

back to an radiating electromagnetic wave at the same frequency because the density gradient of 

the ionosphere can facilitate this back conversion ([11] Leyser). Hence the initial PDI can account 

for the existence of the DP feature. 

To account for the continuum, the successive decay of the above process is proposed ([20] Stubbe 

1984 and [11] Leyser). The parametrically enhanced Langmuir wave can itself exceed the threshold 

for further parametric decay and excite another Langmuir and ion acoustic waves. 

Initial Langmuir wave ——+ Second Langmuir wave + Ion acoustic wave 

PDI 

If the process goes on, the injected pump wave can generate a wide spectrum of plasma waves. The 

enhanced Langmuir waves may contribute to the SEE spectrum, namely the continuum, provided 

that they can excite electromagnetic waves through linear conversion. The matching conditions for 

the successive decay is similar to the initial decay, except that the mother wave now is the initial 

Langmuir wave and hence the wave vector condition cannot be approximated as before. 

We = Wet + uy! (126) 

ke = ke +ky (127) 

where the primes denote successive decay. Further decays are possible as long as the threshold for 

the PDI is exceeded. The frequency of the successively enhanced Langmuir waves are approximately 

given by ({11] Leyser), 

Wet MWe—-(2n-—1l)u; for n=1,2,3,--- (128) 

In summary, the continuum and DP are generated through the same PDI mechanism, but the DP 

is due to single decay and the continuum is due to successive decays. Their interaction region is 

several hundred meters below the reflection point. 

2. Downshifted maximum (DM) 

Stubbe, Leyser, and Huang et al proposed three different theories concerning the generation of 

the DM ((20] Stubbe 1984 and [11] Leyser). Again, the mechanism is PDI, but in the first and the 

latter two theories, the decay channels are different. Stubbe suggested the same PDI used in the 

generation of the continuum and DP, that is the decay of a standing electromagnetic wave into an 

ion acoustic wave and Langmuir wave cascaded by another similar decay, with a consideration of so 
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called height spread effect? ([20] Stubbe 1984). The result is that the second Langmuir wave escapes 

from the ionosphere through the back conversion and contributes to the DM feature. However, a 

very weak point of Stubbe theory is that it cannot account for the sharp cutoff on the DM high- 

frequency side, which is approximately at the lower hybrid frequency (~8KHz)!° The involvement of 

lower hybrid frequency implies the importance of the geomagnetic field and hence the upper hybrid 

interaction region. This leads to Leyser’s proposal of another theory occuring at the upper hybrid 

layer. 

In Leyser’s theory about the DM feature, it is assumed that an electrostatic wave (called the 

upper hybrid wave) at the upper hybrid layer is generated by the pump wave through one of the 

mode conversions discussed in section 3.6. 

O-mode EM wave 

  

Upper hybrid wave 

Mode conversion 

The electric field of the upper hybrid wave is essentially perpendicular to the magnetic field. An 

1 electromagnetic wave and a lower hybrid wave!! are parametrically excited by the upper hybrid 

wave. 

Upper hybrid wave —> O-mode EM wave + _ Lower hybrid wave 

PDI 

The parametrically excited electromagnetic wave then contributes to the DM feature when it is 

received on the ground. The matching conditions are, 

We, WDM +1 (129) 

ky kpm +k: (130) 

where w, and w; are the frequencies of the upper hybrid and lower hybrid waves. They differ from 

the upper hybrid and lower hybrid frequencies discussed in section 3.4. Then Leyser used the two- 

fluid and kinetic models to solve for the growth rate of lower hybrid wave 1? ([11] Leyser). The 

mathematics and approximation are quite involved, so they are not repeated here. Leyser claims 

that since the growth rate of the lower hybrid wave is the highest at the frequencies slightly (~1 KHz) 
  

9It is due to the weight of the spectral components of the stimulated radiation with the altitude over which they 

are generated. 

10 A¢ 200Km, the dominant ion species is O+. The lower hybrid frequency f;, 7 is approximately given by (61) and 

is equal to 1.36MHz/V/1836 x 16 = 7.93K Hz, where the electron cyclotron frequency is taken to be 1.36MHz. 

111¢ is an electrostatic ion wave propagating perpendicular to the magnetic field. The dispersion relation of a lower 

hybrid wave is w? = k?c? + |2;Qe| = kc? + 2 ,,, where cs is same as in (123). More details can be found in [12] 

Nicholson and [17] Swanson. 

12Note that Leyser used a different dispersion relation for the lower hybrid wave in the two-fluid theory from the 

one quoted from [12] Nicholson. 
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above the lower hybrid frequency from the kinetic model, and it drops rapidly around 11KHz, it can 

account for the spectral shape of the DM feature. 

Huang et al suggest that at upper hybrid layer, an electrostatic wave is produced by another 

mechanism other than the mode conversions discussed in section 3.6 ([7] Huang 1993). The thermal 

oscillating two stream instability (OSTI) leads to the parametric excitation of electron Bernstein 

and/or upper hybrid waves together with purely growing density irregularities by the O-mode pump 

wave. This is a four-wave interaction process. The matching conditions for the thermal OTSI are, 

k, +k, =0= k.-k, (131) 

witwy =Wo= wWo-Ws (132) 

where the subscripts “1” and “2” stand for electron Bernstein waves and/or upper hybrid waves, 

“s” for the purely growing density irregularities. Note that the frequency w, = ty is purely and 

imaginary and y is the growth rate of the density irregularities. In their paper, only the third 

electron cyclotron harmonic is considered. Their analysis shows that the growth rate of the upper 

hybrid wave is strong slightly below the upper hybrid layer when the pump frequency is less than the 

third harmonic of electron cyclotron frequency. The generation mechanism of upper hybrid waves 

is, 

O-mode EM wave 

  

Upper hybrid wave 

Thermal OTSI 

Therefore the excited upper hybrid waves are essentially localized in the region slight below the 

upper hybrid layer. The downshited maximum feature is produced by the same parametric decay 

instability proposed by Leyser. 

3. Upshifted maximum (UM) 

Stubbe suggested two parametric instability mechanisms to account for the UM feature ({20] 

Stubbe 1984). In this case, the parametric decay instability cannot by itself facilitate the generation 

of UM that the frequency of a daughter wave is higher than the pump. Instead, at least one 

parametric instability (PI) has to shift up the frequency of one of the daughter wave. Stubbe 

proposed two possible routes as follows. 

(a) A Langmuir wave is initially generated through the parametric instability as follows. 

Standing EM wave —— Langmuir wave + _ Ion acoustic wave 

PI 

The Langmuir frequency is shifted up to we = wo + uw; (n=1). The parametrically excited 

Langmuir wave then decays into the second Langmuir wave and an ion acoustic wave through 
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(b) 

a cascaded parametric instability. 

Initial Langmuir wave —~ Second Langmuir wave + _ lon acoustic wave 

PI 

The frequency of the excited Langmuir frequency is w, = w, + 3w; (n=2) The final stage is to 

shift down the above frequency by the PDI. 

Second Langmuir wave ——> Third Langmuir wave + _ Ion acoustic wave 

PDI 

The frequency of the last Langmuir wave is w. = w, + 2w;, which corresponds to the frequency 

of UM, provided that it is converted to an electromagnetic wave through mode conversion. 

The second possibility involves a two-stage parametric instability. The standing electromag- 

netic wave decays into an ion acoustic and Langmuir waves as follows. 

Standing EM wave ——~ Langmuir wave + _ Ion acoustic wave 

PI 

This is the same process as in the first case. The Langmuir frequency is shifted tow, = w,.+uj. 

Then the Langmuir wave decays into an electromagnetic wave and an ion acoustic wave. 

Initial Langmuir wave —> EM wave + _ Ion acoustic wave 

PI 

The frequency of the radiating electromagnetic field is shifted up again by an ion acoustic 

frequency to w. = Wy + 2u,. 

Stubbe also argues that the UM feature is weak because these decay processes require the plasma 

to supply extra energy to shift up the stimulated frequency. 

4. Broad upshifted maximum (BUM) 

There exist two theories about the BUM feature proposed by Leyser and Goodman. From the 

empirical frequency relation of the BUM as in section 2.4/footnoteThat is fpyy = 2fo — nfee., 

Leyser suggests that the BUM may be caused by a four-wave interaction 1% ([11] Leyser). The four 

waves are two pump photons or upper hybrid plasmons, a decay mode at nf,., and the stimulated 

radiation at fsum. 

On the other hand, Goodman attempted to calculate a current that generates the BUM feature 

({6] Goodman). The incident electromagnetic field with a wave frequency slightly above the electron 
  

13See [12] Nicholson. 
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cyclotron harmonic excites a current in the ionospheric plasma. Then this current continues to excite 

electron Bernstein waves'* and a lower hybrid wave. The resulting current, which depends on den- 

sity gradients across the geomagnetic field, radiates an electromagetic field at the BUM frequencies 

to the ground. It can reproduce the empirical frequency relation of the BUM and there is a cutoff in 

the spectrum at about 10KHz above the pump frequency, which is observed from the experimental 

SEE spectra. 

  

  

  

  

  

  

  
kite 
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Figure 14: Sketch of the dispersion curves for electron Bernstein modes (From [12] Nicholson) 

5. Broad symmetrical structure (BSS) 

So far there is no extended theoretical proposal other than the report paper on the BSS ((21] 

Stubbe 1990). They suggest that the electron Bernstein modes should come into play because the 
  

14Bernstein modes are new wave modes which can only be derived using kinetic formulation. These waves depend 

on the detailed interaction of the wave motion with the gyro-orbits of the particles. The derivation is tedious and can 

be found in many plasma texts such as [16] Stix, [17] Swanson, [12] Nicholson, and [3] Chen. The dispersion curves 

of electron Bernstein modes are shown in Figure 14. These modes propagate across the magnetic field. Note that 

for frequencies above the upper hybrid frequency, there are stop bands where no wave can exist. There also has ion 

Bernstein modes. Its dispersion curves are exactly the same as the electron Bernstein modes, except that the electron 

cyclotron frequency 2. and the upper-hybrid frequency wy are replaced by the ion cyclotron frequency 0; and the 

lower-hybrid frequency wy, respectively. 
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BSS occurs only in a narrow frequency range around the third electron cyclotron harmonic. Again, 

parametric instabilities are proposed to account for the generation of the BSS. Lower hybrid waves 

may be generated by parametric decay of primary Bernstein-upper hybrid waves of frequency f, into 

secondary Bernstein-upper hybrid waves and lower hybrid waves. The Bernstein-upper hybrid waves 

are electron Bernstein waves with the upper hybrid frequency very close to the electron cyclotron fre- 

quency. The BSS may be understood as being due to scattering of primary Bernstein-upper hybrid 

waves by lower hybrid waves having the same or the opposite propagation direction. The secondary 

electromagnetic waves generated in this way would possess a spectrum which is symmetric around fp. 

6. Quenching of DM 

There are three competing theories proposed by Leyser, Rao and Kaup, and Huang et al. Leyser 

suggests that electron cyclotron damping !* quenches the mode converted upper hybrid waves to a 

very low amplitude so that the parametric decay instability cannot be triggered, when the pump 

frequency is close to the electron cyclotron harmonics. The complete quenching of DM has been 

observed in one of the recent SEE experiment only within a 200Hz bandwidth around the seventh 

harmonic ([13] Leyser 1992). Hence Leyser claims that the complete quenching of DM is evident 

from electron cyclotron damping and can be used to measure the local magnetic field strength with 

high accuracy. 

Rao and Kaup suggest that the mode conversion of an upper hybrid wave into electron Bernstein 

waves can be the mechanism responsible for the sudden quenching of the DM feature in the SEE 

experiments ([18] Rao 1990). They also claim that for upper hybrid waves propagating exactly 

orthogonal to the ambient magnetic field, there is no cyclotron damping since the particle motion 

is elliptic in the perpendicular plane and hence the particles cannot keep in phase with the wave. 

Damping arises if the wave has a small wave number (k)) parallel to the magnetic field direction 

such that the resonance condition w — nQ, = kyvy is satisfied. For the Troms¢ experiment, it can 

be shown that the resonance condition is quite stringent to be satisfied unless the pump frequency 

is extremely close to nQ,. Hence they propose that when f. + nf-e, for n > 3, the upper hybrid 

waves can be efficiently mode-converted into nonpropagating electrostatic electron Bernstein modes. 

In a later paper ((19] Rao 1992), they calculate the bandwidth around the third, fourth and fifth 
  

15Cyclotron damping is a kinetic effect which is similar to Bernstein modes. The difference is that cyclotron 

damping occurs when the particle sees a wave whose Doppler frequency is its cyclotron harmonics : w — kyuy = nQ; 

for n = +1,+2,---. The particle is then continuously accelerated and the wave is damped. An example of cyclotron 

damping is shown in Figure 15, where the pump frequency is at twice of the cyclotron frequency. The particle is 

accelerated twice in one revolution when the peaks of the electric field aligns the particle velocity at Qt = 0 and 

Qt= 7. 
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Figure 15: Illustration of cyclotron damping at w = 20 (From [16] Stix). 

harmonics of electron cyclotron frequency that the upper hybrid wave undergoes mode conversion 

into electrostatic Bernstein modes. The bandwidth is maximum (* 14K Hz) for the third harmonic, 

but decreases very rapidly for for the higher harmonics. 

Huang et al propose that the quenching of DM near 3f,. is because besides the upper hybrid 

wave, the nonpropagating electron Bernstein waves are excited through the thermal OTSI ((7] Huang 

1993). When the heater frequency is slightly higher than 3f,., the upper hybrid wave and the elec- 

tron Bernstein wave become linearly coupled and hence the growth rate of the upper hybrid wave 

is much smaller than the case when the pump frequency is less than 3f,.. Furthermore, the height 

region of exciting the thermal OTSI below the upper hybrid resonance layer shrinks as the heater 

frequency approaches 3f,.. The net result is that the amplitude of the upper hybrid wave decreases 

rapidly when the pump frequency is very close to 3f,- so that the PDI cannot be triggered to gen- 

erate the DM feature. 

All of the proposed SEE theories we have described are in general heuristic. At this time, there 

is no unified and definitive theory that explains the SEE spectrum in detail. Some of these theories 

have obvious weaknesses and inconsistencies with the experimental observations. We will now discuss 

some of these difficulties. 

e Downshifted peak (DP) — In Troms¢ experiments, the standing wave electric field is nearly 

perpendicular to the geomagnetic field. Although Leyser claims that the electric field is parallel 
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to the magnetic field ([11] Leyser), it is difficult to conceive how a nearly perpendicular elec- 

tric field can be transformed into a parallel one without losing its electromagnetic character. 

His theory will be more reasonable if the standing electromagnetic wave is somewhat mode 

converted into an electrostatic wave parallel to the geomagnetic field, which in turn undergoes 

the same PDI to generate the DP. Otherwise, the ambient magnetic field has to be taken into 

account. Moreover, Leyser’s model cannot explain why the DP feature happens intermittently 

around the third harmonic of electron cyclotron frequency and why it is favored when the 

pump frequency is far below the critical frequency. 

e The continuum — Since the continuum is generated by the same PDI mechanism of the DP 

followed by successive decay processes, besides the above-mentioned difficulties concerning the 

DP, one may suspect why the DP feature does not always show up with the continuum because 

the initial PDI has to occur before the subsequent decay processes can start. This is best 

demonstrated by the fact that at a very low pump power, the continuum is the only feature and 

the DP never appears. Moreover, the frequency coverage of the continuum typically extends 

to 15KHz. Suppose the ion acoustic frequency is about 2KHz. The number of successive 

decays is about 15/(2 x 2) = 4 and the frequency step between cascaded decays is 4KHz. 

Thus, one should expect to see at least four (including the DP if it exists) discrete peaks on 

the continuum envelop. In fact, this is an ideal case because the last few decays may not be 

triggered because the threshold cannot be exceeded. In this case, one may expect to see an 

abrupt cutoff on the left edge of the continuum, which is never observed. All these arguments 

suggest that the continuum may be generated by other physical processes which are different 

from that generates the DP. 

e Downshifted maximum (DM) — Leyser’s theory is generally more acceptable than Stubbe’s 

because it can explain the cutoff on the high-frequency side of the DM. But, it does not consider 

how the parametrically excited electromagnetic wave can propagate to the ground receiver. 

This electromagnetic wave is parametrically generated in the upper hybrid region where the 

pump frequency is approximately equal to the upper hybrid frequency. The frequency of the 

DM, fom, is typically 8 to 10KHz lower than the pump. Thus, it has to go through a region 

where the upper hybrid frequency equals fpy. Strong absorption and/or reflection may occur. 

Also, similar to the DP feature, Leyser’s proposal cannot provide answers for the following 

facts. The DM is favored when the pump frequency is close to nf.. or when the pump frequency 

is near the critical frequency of the ionosphere!®, and the DM sometimes disappears from the 
  

16 Tt is quite ambiguous to justify whether the condition that the pump frequency is near the critical frequency favors 
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SEE spectrum. Also, the theory cannot predict the frequency dependence of the DM on the 

pump frequency, according to the empirical formula discussed in section 2.4. 

e Upshifted maximum (UM) — Stubbe’s theory is not viable because it cannot account for the 

fact that the offset frequency of the UM from the pump is always less than that of the DM. 

In fact, as will be seen from the simulation result, the UM frequency is related to the lower 

hybrid wave, that is dependent on the magnetic field. It is more likely generated from the 

upper hybrid region rather than the reflection region which is proposed by Stubbe. 

e Broad upshifted maximum (BUM) — Goodman’s theory is difficult to verify whether it is 

reasonable or not because only small amount of numerical evaluation of the theory can be 

found in the original paper ({6] Goodman). On the other hand, Leyser’s conjecture of four-wave 

interaction seems viable. But the frequency of one of the four waves is at nf... A frequency 

component at this harmonic frequency should show up in the SEE spectrum together with the 

BUM. Of course, it is not the case in the experimental spectrum. The second point is that a 

plasma wave at nf,.. should undergo cyclotron damping unless it propagates exactly parallel 

to the magnetic field. Also, as have been pointed out in section 2.4, the frequency relation of 

the BUM, which leads Leyser to suggest the four-wave interaction, is a very rough estimate 

because the BUM shape is highly variable. 

e Broad symmetrical structure (BSS) — It is not a mature time to comment anything on Stubbe 

and Kopka’s proposal. However, it should be noted that the BSS is somewhat related to the DP 

because they possess similarity that they appear intermittently in a narrow range of frequencies 

around 3f,.-. Furthermore, the BSS never coexists with the DP. It is logical to presume that the 

BSS is also generated from the reflection layer, rather than the upper hybrid layer suggested 

by Stubbe and Kopka. In fact, as will be discussed in the next chapter, the BSS feature has 

never been observed in the simulation of the upper hybrid layer. 

@ Quenching of DM around nf... —- Amongst the three proposed theories, the author believes 

that the two theories proposed by Leyser, and Rao and Kaup seem to be more reasonable. 

Although Leyser’s cyclotron damping theory is commented that the parallel wave vector ki 

has to exist for strong cyclotron damping when the pump frequency is not exactly at nf, it 

may still be one of the quenching mechanisms of DM because it is only necessary for the upper 

hybrid wave to be damping to a level where the PDI threshold is not exceeded. Hence cyclotron 

damping may have effects on the quenching of DM even though the pump frequency is slightly 
  

the development of DM because it is difficult to tell whether it actually means that many DMs occur or a strong DM 

appears in this case. 
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offset from the exact electron cyclotron harmonics. In fact, one cannot conclude accurately 

about the quenching range of DM for the third, fourth and fifth harmonics from the displayed 

data in [11] Leyser because Leyser did not conduct a dedicated experiment similar to that 

performed in Russia for the seventh harmonic, to measure the quenching range. Unlike the 

seventh harmonic, it may encounter a difficulty that the frequent appearance of the continuum 

disturbs an accurate measurement of such a range since the spectra of the continuum and the 

DM often overlap. When compared with the Rao and Kaup theory, cyclotron damping differs 

from the mode conversion of upper hybrid wave into electron Bernstein modes in the fact that 

the quenching range of cyclotron damping includes the frequencies slightly below nf,., but 

electron Bernstein modes do not. Hence one can design a series of plasma simulations within a 

narrow range of frequencies around nf,. to determine which one of the proposed mechanisms 

is crucially responsible for the quenching of DM. It is also possible that both take part in the 

quenching process. 

Huang et al attempt to explain the quenching of DM by proposing another route that the 

upper hybrid wave is generated instead of mode conversions. Since the mode conversions are 

generally accepted and verified as a valid mechanism for the generation of an electrostatic wave 

at the upper hybrid layer, the proposed thermal OTSI has to show its significance over mode 

conversions before it can be claimed for the dominant mechanism responsible for the quenching 

of DM. Another difficulty of this newly proposed theory is that they claim the upper hybrid 

wave is generated in the region slightly below the upper hybrid layer. But they did not state the 

exact height where the upper hybrid wave is the strongest in their paper. It is natural to have 

an upper hybrid wave generated at an altitude where the pump frequency is equal to the upper 

hybrid frequency because the upper hybrid layer is a resonance for the pump wave. The wave 

vector and hence the wave velocity of the upper hybrid wave is small so that it can stay at the 

upper hybrid layer for a long time to generate the SEE. Hence, in the thermal OTSI theory, 

it is reasonable to expect that the parametrically excited upper hybrid wave has a smaller 

frequency than the pump in order for the excited wave to stay in the regions slightly below the 

upper hybrid layer. From the data shown in [7] Huang, if the electron cyclotron frequency is 

assumed to be 1.36MHz, at f, = 4.05M Hz, the height range which is in terms of the plasma 

frequency range, is calculated to be Af,. = 8.16K Hz. Since fox = eet 2, for small changes 

in both frequencies, Afyy + Afpe(fpe/fuH). Suppose the upper hybrid waves are needed to 

have frequencies equal to the local upper hybrid frequencies in order to stay in the regions 

below the upper hybrid layer. For 4.05MHz, the maximum deviation of the local upper hybrid 

frequency from the pump frequency is 8.16 x 3.81/4.05 = 7.68K Hz. Since Huang et al suppose 
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the same PDI to generate the DM, the frequencies of the DM would at least extend from the 

lower hybrid frequency (cutoff point) to the sum (fru +7.68K Hz) below the pump frequency. 

As the pump frequency goes further below the third harmonic, according to the proposed 

thermal OTSI theory, the DM should be more spread out and stronger. This contradicts the 

experimental observation. If one compares the mode conversions and the thermal OTSI, the 

former channel is more direct and believable for the generation of the upper hybrid wave which 

in turn produces the DM feature. 

Generally speaking, up to now, none of these theories are comprehensive and complete. In the 

following chapters, the simulation results will help us to decide whether some of the SEE theories 

are viable or not. 
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4 1-D numerical simulation 
  

In the previous chapter, we studied the basic theory of waves in plasmas. Only in very simple 

cases can we completely work out the problem analytically. In most cases, we settle with linearizing 

the resulting partial differential equations in order to obtain an analytic solution for the propaga- 

tion of small amplitude waves. Linearization essentially throws away all nonlinear properties inside 

the plasma. As an example of the inadequency of linear theory, consider the parametric instability 

analysis. We can predict whether the instability grows or not from linear theory. But, we cannot 

state how the instability grows and when it will saturate. When we deal with complicated processes 

such as SEE, a number of nonlinear physical processes occurs inside an inhomogeneous plasma. It is 

probably impossible to derive the end results that describe the system analytically without sacrifying 

the nonlinear details. Numerical simulation offers an alternative way to study the problem. From 

the simulation, we can pick out some of the dominant physical processes which are responsible for 

the generation of SEE. We can also investigate almost every detail (e.g. the phase space of a species 

at a particular time instant) in the plasma. Another advantage of computer simulation of plasma 

over experiments is that one can freely change all physical parameters. This sometimes facilitates 

the recognition of the most important underlying mechanisms. We devote this chapter to discuss 

the techniques of 1-dimensional (1-D) numerical simulation of plasmas. 

4.1 Types of numerical simulation of plasmas 

The types of numerical simulation of plasma have already been dictated in section 3.5 of Chapter 

3 when we discussed the kinetic and fluid descriptions. In general, there are four major catagories 

of plasma simulation. 

e Particle simulation. 

e Vlasov or Boltzmann simulation. 

e Fluid or MHD simulation. 

e Hybrid simulation. 

The most primitive way to simulate a plasma is to follow every particle in the plasma. This type 

of simulation is referred to as a particle code or particle simulation. Of course, one has to assign 

the initial position and velocity of each particle. The simulation program then uses the discretized 

versions of Newton’s second law, the Lorentz force equation and Maxwell’s Equations to calculate the 

subsequent motion of the particles. There are two subclasses of particle simulation: particle-particle 
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(PP) simulation and particle-in-cell (PIC) simulation. The PIC plasma simulation is sometimes 

called particle-mesh simulation. Their main difference is in the calculation of the force on each 

particle. This is best illustrated by an example. Let us consider an electrostatic plasma simulation. 

That means we ignore all magnetic fields generated by the motion of the charged particles. Sometimes 

this is called the electrostatic approximation to the full electromagnetic treatment. Electrostatic 

approximation is valid when the ratio of the particle pressure to the magnetic pressure, generally 

denoted by @!, is much less than one. Such a plasma is called a low beta plasma. In an electrostatic 

simulation, we only need to consider Gauss’s law in Maxwell’s Equations because the other three are 

automatically satisfied (all zero) under this assumption. There are two ways to calculate the local 

electric field at a particle point. One way using Coulomb’s law is to sum up all force contributions 

from each particle in the plasma. This is the PP method. Another way is to use Poisson’s Equation to 

obtain the electric potential and then the electric field. Here we need to calculate the charge density. 

Since for a point charge, the charge density at the particle point is infinite, we have to evaluate the 

charge density macroscopically. That requires some form of meshes or grid cells to collect charge 

particles and then the charge density can be found by averaging all these grouped charges over a 

cell. After numerically solving Poisson’s Equation, interpolation is required to distribute calculated 

force to every particle in every cell. This is the PIC method. For large number of particles, the 

PIC method is faster than the PP method in the calculation of force because the numerical solution 

of Poisson’s Equation can utilize the fast Fourier Transform (FFT). We will discuss in more detail 

about the 1-D PIC electrostatic simulation later. Two classic books on particle simulation are [7] 

Hockey and [1] Birdsall. 

The second type of numerical plasma simulation is the Vlasov code. It is essentially a numerical 

program solving a system of nonlinear partial differential equations, namely, Vlasov and Maxwell’s 

Equations. This approach avoids statistical errors present in particle simulation, and has been used 

successfully. Note that there are seven independent variables in the Vlasov-Maxwell formulation. 

The numerical solution to these seven nonlinear differential-integral equations (Vlasov equation, 

four Maxwell’s Equations, and two from charge and current densities) is not trivial and is prone 

to numerical instability due to the convective terms in the Vlasov equation. Therefore, numerical 

simulation of Vlasov equation is limited to a small number of dimensions and short time scale. It 

is possible to include collisional effects in the Vlasov equation. This is referred to as the collisional 

Vlasov equation or Boltzmann’s equation. The collisional term is usually evaluated using Fokker- 

Planck equation. Thus this type of simulation is sometimes referred as Vlasov-Fokker-Planck code. 

The next numerical plasma simulation we want to discuss is the fluid codes. Such a program 
  

1The ratio @ is defined as the ratio of the particle pressure > nkgT to the magnetic pressure B? /2j0 ([3] Chen). 
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simply solves the system of equations in the fluid formulation numerically. Here we have to be careful 

about the applicable regime of the fluid description of a plasma. Although the fluid formulation has 

only four independent variables, the convective terms are still present. Therefore, numerical stability 

becomes a consideration. Compared with Vlasov codes, this type of simulation is less complicated, 

though nontrivial, at the expense of losing information on kinetic behavior of the plasma. In some 

dense plasmas, the many-fluid model can be replaced by the magnetohydrodynamic formulation. 

One can then use MHD codes to simulate the plasma. 

The last simulation type is a combination of fluid and particle simulation. Thus it is called a 

hybrid code. In some cases, the kinetic effect is crucial for only one of the species, for example, 

electrons in Landau damping. In such cases, one can use particle model for electrons and fluid 

model for ions because fluid codes is usually more time-efficient and less noisy than particle codes. 

The particle-in-cell simulation is chosen to study the stimulated electromagnetic emissions. The 

reasons are two-fold. First, the time and space scales of interest is sufficiently large so that the Vlasov 

simulation can have severe stability problem. Moreover, the interactions between the excitation and 

particles and between particles are important in this problem. Only the particle code can essentially 

simulate these effects and reproduces the required information because the fluid code and the hybrid 

code do not simulate both interactions simultaneously. The PIC method is used because of its better 

computational efficiency discussed previously. 

Plasma simulation in fact is a computer experiment to study plasma problems. It can discover 

new physical processes which may be difficult to do in laboratory experiments. In the future, theory, 

numerical simulation and experiments will be closely related together in order to develop new plasma 

physics. 

4.2 1-D particle-in-cell electrostatic plasma simulation 

In this section, we briefly discuss the one-dimensional particle-in-cell electrostatic plasma simu- 

lation program, generally known as ES1 ([1] Birdsall). One spatial dimension (x) is assumed and in 

the original version of ES1, two other velocities (vz and vy) are used. The whole plasma length (1) 

is equally divided into a number of grid cells (ng) which is required to be an integer power of two 

since FFT techniques are used. Thus, there are ng+1 grid points. We generally use the index 7 to 

denote particles and the index j to denote grid cells or grid points. Figure 16 gives a view how the 

1-D geometry is divided. The parameter dz is obviously equal to l/ng. 

The algorithm of ES1 is rather simple, as shown in Figure 16. The computation cycle consists 

of three major subroutines (MOVE, ACCEL and FIELD) to accomplish the jobs in each box. After 

each cycle, the program advances to the next time step. When the pre-defined total number of time 
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Figure 16: Discretization of the plasma length and naming of grids and particles in ES1. 

steps (nt) is reached, the program ends and plots simulation histories for diagnostic purposes. 
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Figure 17: Basic algorithm of ES1. 

Three equations, namely Newton’s law, Lorentz force equation and Poisson’s Equation, are used 

in the computation loop. 

e Newton’s second law : F = mi, v= ox 

e Lorentz force equation : F = q(E+v x B). 

e Poisson’s Equation : V76= —£. 

Of course, we only keep the spatial dimension x in ES1. However, the velocities other than x- 

direction certainly have contribution to the force acting on particles through the Lorentz force 

68



equation. Therefore, we have to keep more than one velocity when the background magnetic field 

is nonzero. The first two equations are solved numerically using the center difference method, while 

the Poisson’s equation is solved by fast Fourier Transform (FFT). All of them will be discussed in 

more detail in the following sections. 

4.2.1 A physical picture 

Figure 18 shows a physical picture of how a particle moves in 1-D electrostatic plasma simulation. 

The original particle is in 3-dimensional space. But in our 1-D program, we only keep track of the 

position x, that is an orthogonal projection of the particle position on the x-axis. When the magnetic 

field is perpendicular to the z-axis, the only velocities that can affect the particle motion in x-direction 

are vg and vy, through the Lorentz force equation. The original version of ES1 assumes this case. 

In this research, all the three velocities are implemented and the background magnetic field can be 

set at arbitrary angles. Note that the magnetic field is uniform over the whole plasma length. 

y 

U y 
(x,y, z) 

Vy 

  (2,0,0) 
  

OB 

fo \ Orthogonal projection 

Zz By on the x-axis 

  
  

Figure 18: A physical picture of 1D 3V electrostatic plasma simulation. 

4.2.2 Equation of motion (Lorentz force equation) 

In Newton’s second law, if we want to get a numerical solution to the position z, we have to 

integrate twice. Finite-difference methods are used in ES1 to calculate the velocities and position 

due to its simplicity and acceptable accuracy. The numerical procedure must be computationally 

efficient because a problem may call for more than 10000 particles to be run for more than 1000 

time steps. Every computation cycle will go through the equation of motion. 
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The finite-difference method is based on the Taylor series expansion of a function about a par- 

ticular point. That is, 

h {du h? (d?u 
othjy= e)t—{— —_ {| — .. 

w(zo +h) = ulzo) + 7 (s). + 2! (a). * O38) 
where h is the finite step. The first derivative is then approximated by, 

du u(to +h) — u(zo) 
— x ——_—___— h (st). h + O(h) (134) 

This is known as forward difference method. Similarly, one can change h to -h to obtain the backward 

difference equation. 

u(z» — h) = u(ze) — 2 (). + ne (a). +. (135) 

(cz) = +000 (136) 
However, if we subtract the Taylor representations of the forward and backward expansions about 

Lo, amore accurate formula for the first derivative can be obtained. 

(z). wy Mee $A) we 9) 5 cn) (137)   

This is called the center difference method. The higher accuracy comes from the fact that three 

points are simultaneously used. The center difference method is used in ES1 to solve for the velocities 

and position ([1] Birdsall). The update procedures of the velocities and position are sAt out of step”. 

This is often called the leap-frog scheme as shown in Figure 19. Hence the first set of equations of 

motion are, 

Vnew — Vold 
ru = Fora (138) 

new —~ Zold  _ 
Al = Uz(new) (139) 

The leap-frog method has been found to be very accurate. When wp, At < 2, there is no amplitude 

error in the simulation of high-frequency plasma oscillations ([1] Birdsall). But this does not imply 

there is no phase error. It may still be significant. 

When the magnetic field is present in the simulation, the computation of the gyromotion of 

particles needs a particular numerical scheme to be compatible with the linear motion. This scheme 

is known as Boris mover ([{1] Birdsall). The principle of Boris scheme is demonstrated using two 

velocities as follows. Consider the magnetic field along the z-direction (9g = 0). Thus the gyromotion 

of all charged particles is in the x-y plane. The Lorentz force has two parts : one from the electric 
  

2Here, sAt = h, where At is the time step of the plasma simulation. 
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Figure 19: Leap-frog integration method used in ES1 (From [1] Birdsall). 

field and the other from the magnetic field. Here, the electric field and magnetic field are to be 

calculated at the particle point. Using a spatial grid, we must interpolate the electric and magnetic 

fields from the grid to the particle point. The detailed weighting method will be discussed together 

with the Poisson solver in the next section. 

From section 3.2, the kinetic energy of the gyromotion of a charged particle in a uniform magnetic 

field is constant. That means the magnitude of the velocity v responsible for the rotation is constant. 

The only possibility to change the magnitude of v is through v, in our 1-D model. Hence, it is 

reasonable to invoke the rotation in the midway of an acceleration during a time step. This Boris 

scheme uses two half-accelerations and one rotation in between. The overall motion of a particle in 

a time step is ({1] Birdsall), 

1. First half-acceleration : 

vz(t') = v(t) + LES (140) 

an At w(t) = y(t-) 

( vz(t”) _ ( cos(QAt) — sin(QAt) ( vz (t’) (141) 

vy (t”) —sin(QAt) cos(QAt) vy (t’) 
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2. Rotation :



3. Second half-acceleration : 

At At. 4q At At 8 ge At) Sey! 42 ve(t+S) = vel? —S)+ Les (142) 
At . At 

wy(t+ >) = y(t —) 

where t’ and t” are dummy variables. The angle of rotation, measured with respect to v,z-direction 

in counterclockwise sense, is A@ = —QAt. Note that the cyclotron frequeucy { carries the signs of 

q and B,. The leap-frog method and Boris mover are implemented in the two subroutines MOVE 

and ACCEL respectively. It is possible to extent the Boris scheme, though more complicated, to 

include arbitrary values of @g ([1] Birdsall). In this case, all three velocities are taken into account. 

The above-mentioned algorithm is essentially collisionless because it is possible for two particles 

to have the same (or nearly the same) positions at a time. As we discussed in Chapter 2, the 

collisional effect is unimportant on the time scales we are interested. It is thus justified to use a 

collisionless mover in the SEE simulation. 

One complication arises at t=0 when the initial conditions, x(0) and v(0), are given at the same 

time. The main loop runs with x leading v by At/2. Hence at the start, v(0) is moved backward to 

v(—At/2) by running the Boris scheme backward. This is done by the subroutine SETV. 

4.2.3 Field equation (Poisson’s Equation) 

In the electrostatic problem, we assume there is no induced electric field from the time varying 

magnetic field, that is V x E = 0. Hence the electric field can be written as, 

E=—-V¢ (143) 

Combined with Gauss’s law, it becomes the Poisson’s Equation, 

V4ge—-£ (144) 
£0 

It is an advantage to work with the scalar potential in Poisson’s Equation. In our 1-D plasma 

simulation, it is simplified to, 

oo __ (145) 
Or? 

There are two approaches to solve this second order differential equation. One approach uses the 

center difference method and the other uses the fast Fourier Transform (FFT). In ES1 program, 

FFT is chosen because of its computational efficiency for large number of grid cells. An introduction 

to FFT will be given in Chapter 5 when we discuss the computation of power spectrum from a time 

series. 
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Figure 20: Reflective boundary condition used in ES1G (From [1] Birdsall). 

A prerequisite to use FFT to solve the 1-D Poisson’s Equation is that the boundary condition 

has to be periodic, that is the charge density and potential at the first grid cell are equal to those 

at the last grid cell. The plasma length under consideration is just a portion of an infinite plasma 

which has a spatial periodicity of 1. When a particle reaches the two end points, it re-enters another 

boundary as if it continued to move without boundaries. The general algorithm of Poisson solver 

using FFT is, 

pz) —>+ p(k) — ¢(k) —> ¢(z) — E,(z) 
FFT ko? IFFT Vo 

where p(k) and ¢(k) are FFT of p(x) and ¢(z) respectively. In the transform domain, the potential 

is easily obtained by, 

a(t) = 2 “) (146) 
€,k? 

Then using inverse fast Fourier Transform (IFFT), we can get back the potential in x. By the center 

  

difference method, the electric field E(x) is obtained. 

With a grid system, the whole plasma length is essentially discretized or sampled in space. One 

has to make sure that the grid size is sufficiently small so that aliasing problems do not exist ([1] 

Birdsall). 

In the ionosphere, the density increases linearly with height (x). We have to change the particle 

loading method, which will discuss in details in the next section, and the boundary conditions in 

our simulation program, called ES1G (G stands for density gradient). A clever way to apply the 

FFT method in the Poisson solver with a density inhomogeneity is discussed in [1] Birdsall. It is 

73



referred to as reflective boundary conditions, as shown in Figure 20. The method always keeps 

the first and last grid cells empty of particles by reflecting all the incident particles back, that is 

a(é+At) = 2Az — z(t) and v(t + At) = —v(t) at the first grid cell. Then the electric fields vanish in 

these two extreme grid cells and the corresponding electric potentials must be modified by adding 

the solution ¢ = a + bz of the homogeneous equation 07¢/8z = 0 to the previous solution from 

FFT. The constant a is set to zero (reference potential only) and the constant 6 is evaluated by the 

boundary condition, 

E,(0) = — (Se) bs ($2) oF E,(1) = 0 (147) 

where ¢, is the particular solution obtained from FFT. Obviously, the two partial derivatives are 

equal because that is the assumption in FFT method. Hence, using the center difference method, 

_ (8p) _ bp(L- Az) — dp(Az) 
=~ (32) r=0 2Az us) 

and the solution to the potential using the reflective boundary conditions is, 

$79) =¢pG)+G—-1bAx for 1<jgng+1 (149) 

The Poisson solver is implemented in the subroutine FIELD, with reflective boundary conditions. 

Also, the reflective boundary conditions are included in the subroutine MOVE. 

So far, we did not address the connection between grid and particle quantities. It is necessary to 

calculate the charge density on the discrete grid points from the continuous particle positions and to 

calculate the force at the particles from the fields on the grid points. These calculations are called 

weighting, which implies some form of interpolation among the grid points nearest the particle. It 

is desirable to use the same weighting in both density and force calculations in order to avoid a 

self-force which causes 4 particle accelerating itself ({1] Birdsall). 

There are two types of weighting implemented in ES1 (as well as ES1G). They are: 

e Zero-order weighting counts the number of particles within distance tAz/2 (one cell width) 

about the j‘” grid point and assigns that number to that point (Fig. a). The grid density is 

simply the collected number divided by the grid size. The common name for this weighting 

is nearest-grid-point (NGP). The same principle can be applied to force weighting. This 

method is simple to implement, however, it has an undesirable effect when a particle passes 

through a cell boundary. The charge density then jumps up and down at the two grid points 

associated with that cell boundary and becomes noisy both in time and space. This noise may 

be intolerable in many plasma problems. 
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e First-order weighting smooths the density and field fluctations, which is less noisy than the 

zero-order, but requires additional computation in accessing two grid points for each particle, 

twice per step. The weighting is actually a linear interpolation. The charge of a particle 

is proportionally divided to its nearest grid points, according to the distances between the 

particle and grid points. Mathematically, if a particle is situated in the 7** grid cell, then the 

charge assignments to the j‘” and (j + 1)** grid points are, 

Ly — X; Xj — Zt; 

xi — X; 
+1 =I (151) 

where X; (= (j —1)Az) is the position of the j** grid point. Note that the sum of g; and q;41 

equals the particle charge g. This is sometimes called cloud-in-cell (CIC) model ([1] Birdsall) 

because the charged particles seem to be finite-size rigid clouds which may pass freely through 

each other. The field weighting operates in the same manner. That is, 

Aj+i— 2% 

Az 

zi — Xj 
Hit (152) E(x) = Ej + 

Higher-order weighting is possible to further reduce noise, but at the cost of more computation. 

It tends to reduce nonphysical effects introduced by the particle-in-cell method. 

Before ending this section, we want to discuss how an external electric field (EZ, coswot) is added 

into the plasma during simulation. The first idea is to add the pump field amplitude to all calculated 

field amplitude in every time step. This is implemented in the original ES1 program. However, in 

the SEE problem, the external electric field may not spread over the whole plasma length. Thus, in 

ES1G program, the pump field is only effective over a fixed width (espan), centered at a predefined 

grid point (ecenter). They are depicted in Figure 21. We will give reasons why this is necessary 

in SEE simulation. As seen later, the finite span of the pump field is crucial to reproduce some of 

important features of SEE. 

4.2.4 Particle position and velocity loading with density gradient 

In classical mechanics, if one knows all positions and velocities of particles at a time, the sub- 

sequent motions can be exactly calculated. We have discussed the equation of motion and field 

solution. Now we will investigate how to load the initial positions and velocities of particles accord- 

ing to some distribution functions. This is done by the subroutine INIT. The density profile we 

are interested in SEE simulation is linear, as shown in Figure 21. Its shape is defined by the two 

positions, Zmin and £Zmaz, and the normalized density difference, dfn = (nmaz — Nmin)/Mo. The 
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density, n,, at the center, ro = (maz + Zmin)/2, is derived from input parameters by, 

No = N/lm (153) 

where N is the total number of particles of each species and lm = tmaz —2min is the effective plasma 

length loaded with particles. The parameters 2mjn and Zmar are normalized with respect to! when 

inputted. 
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Figure 21: Linear density gradient used in ES1G program. 

The distribution function f,(z) for the particle positions can be written as (using elementary 

slope-point form of a straight line), 

  

  

dfn +n, dfn «no 
fa(z) = (1. — f 5 ) + OM 8 (a — sein) 

z — Zo 

= No (1 + dfn Tm ) for 2min <2 <2maz (154) 

By definition, the area under the curve of f,(x) is the number of particles. Hence, we have, 

ve 

fr(zjde =i for i=1,2,---,N (155) 
Trin 

Evaluating the integral, we get, 

N —dfn-nozo (25% tmas — N) Tmin 
    

  

  

dfn ‘ To 3 _s 

Sm 7 Im tt im =? (156) 

or, 
dfn-no dfn - 
hin nen? 4 (N — dfn - noxo)ai + ( rn. n° maz — v) min — i in =0 (157) 

This is a quadratic equation in x; and its solution is, 

./R2 _ 
Ly; = VB" AAC ~B for A#0 (158) 

2A 
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where A,B and C are the coefficients of x?, x;, and the constant term, respectively (B > 0). Note 

that the other solution with negative square root is rejected because the position 2; is always positive, 

and the product 4AC inside the square root is always positive. This formula also works for negative 

dfn. The procedure of position loading is simply to substitute every value of 1 from 1 to N, to get 

the corresponding particle position. 

The quadratic formula fails to work when the parameter, dfn, is zero, that is all particles are 

uniformly distributed within the effective plasma length. For this case, another simpler formula is 

used. 

r= ( — 5) « + Zmin (159) 

Here, the discussion on position loading is completed. The loading procedure is repeated for 

all species. After position loading, the subroutine INIT invokes another subroutine SETRHO to 

calculate the background charge to neutralize the whole plasma. Also, the positions are normalized 

with respect to the grid size (dz) in the subroutine SETRHO. 

The procedure of velocity loading is different because the distribution function f,(v) is more 

complicated. Usually, Boltzmann-Maxwellian or Gaussian distribution function is used to describe 

the velocity distribution in a equilibrium finite-temperature plasma. The distribution function f, is 

of the form exp(—v? /2v?), where v is the magnitude of the velocity v and vy; is the thermal velocity. 

One way to load the velocities is to use Gaussian random number generator. This is called a noisy 

start. Another way is to place the velocities according to the Gaussian distribution. This is referred 

as quiet start, which is used in both ES1 and ES1G programs ((1] Birdsall). Due to the complicated 

form of the Gaussian function, the velocity loading is done by numerical integration of f,. We first 

define the cumulative distribution function F(v) as, 

i ent (208) dy 

BW) = poo Tay (160) 

It has a range between 0 and 1. Then F(v) is set equal to a set of uniformly distributed numbers 

varying from 0 to 1. That is, 
1 2 

N’N’ 

A DO-loop is used to find out all velocities of particles. Then the velocity v is equally assigned to 

F(v)= 1 (161) 

all three directions. The last step in velocity loading is to decorrelate the phase space by randomly 

exchanging the indices of positions and velocities in pairs. 

In plasma simulation, we do not directly work with all the four basic quantities: charge (q), 

mass (m), time (¢) and length (1). These quantities cannot directly tell the major characteristics of 

a plasma. The plasma frequency (w,), cyclotron frequency (Q), thermal velocity (v;) and charge- 

to-mass ratio (g/m) are more relevant in the definition of a plasma. Therefore, the latter set of 
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parameters are chosen as input to derive the basic quantities. The charge is calculated from the 

plasma frequency (see (11)) as follows. 

  0= Fn (7) 82 
In one-dimensional model, the definition of “charge” must be modified to be compatible with the 

dimension of the linear density (N/l). It is actually the charge per unit length (Q). Similarly, the 

mass per unit length can be calculated from the q/m ratio. The unit time is determined by the 

plasma frequency and the unit length is defined by the effective length of the plasma. The magnetic 

field (B,) is calculated from the cyclotron frequency formula (see (17)). 

Bo = an (163) 

Note that the g/m ratio carries the sign of charge, whereas the cyclotron frequency carries the signs 

of charge and magnetic field. 

4.2.5 Precautions about numerical accuracy 

There are a number of points worth for our attention when we set up a plasma model to simulate. 

The first one is the requirement of time step ((1] Birdsall). 

WpeAt < 0.2 (164) 

It is a common practice to set the time step to the order of 0.2/w,-. In inhomogeneous plasma, the 

plasma frequency depends on the position in the plasma. One should use the plasma frequency in 

the region of the greatest interest to determine the time step. 

The next accuracy requirement is about the limitation of grid size imposed by Debye length. 

We see that in the first-order weighting, the particle clouds in a spatial grid lose their short-range 

interactions and pass smoothly through one another with relatively small noise. In addition, it is 

shown that for cloud size less than or equal to a Debye length (Az < Ap), longitudinal waves and 

Debye shielding are nearly the same as for a laboratory plasma ((1] Birdsall). In an inhomogeneous 

plasma with steep density gradient and @g = 0, significant diffusion across the background magnetic 

field may result if a grid cell consists of many Debye lengths. 

Our numerical model has to fulfill the criterions for an ionized gas to be a plasma (section 3.3). 

The first requirement is that the Debye length is small compared with the other physical dimensions 

of interest. Since a Debye length is at least of the order of a grid cell, this gives an idea of how 

small a grid cell should be. However, as we mentioned in section 4.2.3, the grid size has to be small 

enough to avoid aliasing. Mathematically, from sampling theory, 

kmar Az <0 (165) 
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where kmaz is the maximum wave number that occurs in the simulation. Also, since the plasma 

length is finite, it has to be long enough to allow events with the longest wavelength or the smallest 

wave number (kmin) to occur in the simulation. In other words, 

kmin > = (166) 

The second requirement is that the number of particles is large enough in a Debye sphere. In 1-D 

plasma, the Debye sphere is equivalent to a Debye length. A common practice is to set a minimum 

number of particles per grid cell greater than 20, if the Debye length is approximately equal to the 

grid size. Note that even though the grid size is of the order of a Debye length, it does not necessarily 

mean there are enough particles per grid cell, and vice versa. One has to check both requirements. 

As seen from (163), the charge per unit length (Q) depends on the plasma frequency and the q/m 

ratio. Therefore, the number of significant digits of w, and g/m is important to maintain charge 

neutrality of a plasma. One should try to use at least five significant figures to avoid unnecessary 

numerical errors due to unbalanced charges between particle species. The final caution is about the 

settings of min and Zmaz- Do not attempt to set min to zero and Zmez to 1. It is because after 

position loading, the loaded particles in the first and last grid cells are reflected in the subroutine 

SETRHO. Then two glitches in the density profile result. 

4.2.6 Diagnostics 

In ES1, there are several built-in diagnostics to verify whether the result is reasonable or not. 

For particles, they are plots of phase space, velocity space and velocity distribution functions. The 

plotting interval can be arbitrarily set. For grid quantities, one may plot charge density, potential and 

electric field versus position. Moreover, at the end of simulation, the history of a run is summarized 

in plots of field energy, particle kinetic energy, particle drift energy, particle thermal energy, total 

energy and mode energy versus time. For more details, one may refer to [1] Birdsall. 

A number of diagnostic plots is added in ES1G program to facilitate the SEE investigation. They 

are: 

e Density plots for each species at some regular intervals during run. 

e History plots for traces or trajactories of test particles. 

e Animation of the density profiles for each species. 

A sample run can be found in Appendix (C). This is, in fact, a case study of the SEE simulation 

which will discuss in the next chapter. 
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Q Numerical simulation of SEE in the ionosphere 
  

We devote this chapter to the most important work of this thesis. The numerical simulation of 

SEE presented here is believed to be the first plasma simulation of this phenomena. The main goal 

of this simulation study is to supplement the experimental observations and future theoretical work. 

In many aspects, plasma simulation can provide more insights of dependence of the SEE spectrum 

on various physical parameters (e.g. thermal velocities, etc.) than the experiments. 

In this thesis, only the interactions at the upper hybrid layer are investigated. The region near 

the reflection layer will be left for future study. We use a 1-D 3V PIC electrostatic code (ES1G) to 

run all simulations mainly due to its simplicity and computational efficiency. We also believe that 

an 1-D model is sufficient to reproduce some of the SEE features such as the DM and BUM, which 

are likely to be generated in the upper hybrid layer. Two species are used because the dominant ion 

species is O+. We assume that an electrostatic upper hybrid wave which is mode-converted from the 

O-mode pump is the source of SEE generation at the upper hybrid layer. This pump field is only 

effective over a small region around the upper hybrid point. The magnetic field is set perpendicular 

to the density gradient, and hence only two velocities (v; and vy) are effective in the simulation. 

This chapter is organized as follows. First, the calculation of the simulated power spectrum using 

the fast Fourier Transform (FFT) will be briefly reviewed. Next, we will discuss the simulation setup 

which is quite important to get valid and meaningful simulation results. Then we go on to display 

various simulation results from which we have new results about the DM, UM, BUM and quenching 

mechanisms of DM. All of them will be summarized in our discussion section. 

5.1 Calculation of power spectrum 

A time series of the electric field’ is the major output of the plasma simulation for the SEE 

study. Since SEE features are classified in the frequency domain, some type of Fourier Transform 

of the electric field time series is needed to obtain power spectra for direct comparison with the 

experimental data. The fast Fourier Transform (FFT) technique is used for such a purpose. This is 

historically called the periodogram method for power spectral estimation. In the following, it will 

be briefly reviewed. 

An energy-bounded signal h(t) and its Fourier Transform H(f) are related by the Fourier Trans- 
  

It is contained in the file ES1G.DAT. The file format is discussed in Appendix (C). 
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form pair. 

A(t) (| [ H(fye7?"F* dt 

iI H(f) / ” h(t) e??*4* df (167) 

Sometimes, the first integral is called the inverse Fourier Transform of H(f). Under the Fourier 

Transform, periodic signals produce delta functions at their harmonic frequencies, while aperiodic 

signals produce a continuous spectrum. Detailed discussion of Fourier Transform can be found in 

many engineering mathematics text”. 

In our plasma simulation, we are interested in the discretized version of Fourier Transform since 

we must compute spectra of the electric field time series from the plasma simulation code. If we 

have N consecutive sampled values* of h(t), 

hy = h(te) with t, = kAt, k=0,1,2,---,N—-1 (168) 

where At is the sampling time interval of A(t). The discrete Fourier Transform of hy exists at the 

discrete values of frequency, 

(169) 

|
=
 

The Fourier integral is approximated by, 

N-1 

H(fn) & At » metre) (170) 
k=0 

The sum inside the bracket is called the discrete Fourier Transform of h, and is denoted as H,,. 

Hence, 

H(fn) © Athy, (171) 

The discrete Fourier Transform maps N complex numbers (h;) into N complex numbers (H,,). For 

a real signal (which is the case we are considering), its discrete Fourier Transform is symmetric 

about zero frequency, that is H, = H_,. Similarly, one can obtain a formula for the discrete inverse 

Fourier Transform ((13] Press). 

In a sampled data system, the Nyquist criterion specifies the minimum sampling frequency for a 

given signal A(t) or equivalently, the maximum output frequency from the discrete Fourier Transform. 

On the other hand, The smallest frequency separation is 1/NAt (refer to (169)). The frequency 
  

2For example, Fourier series and boundary value problems (4th edition), by R.V. Churchill and J.W. Brown 

(McGraw Hill). 

3For the simplest case, we assume uniform sampling. 
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resolution increases with N. As the number of input data increases, the output frequency spectrum 

becomes closer to the continuous spectrum. Thus we may be interested in how much computation 

it requires for a N-point discrete Fourier Transform. Define a complex number W as, 

W = ef2t/N (172) 

Then the discrete Fourier Transform can be rewritten as, 

N~1 

Hn = >> W"*hy (173) 
k=0 

Obviously, it takes N? complex multiplications and N summations to complete the transform. So, 

the discrete Fourier Transform appears to be an O(N”) process. For many years, people believed that 

was the answer. But, in 1940s to 60s, a number of people noticed that there were some redundant 

multiplications in the discrete Fourier Transform. Since the factor W? is cyclic for |j| > N, the 

number of computations of the product W"*h, can be reduced dramatically if we use a clever 

algorithm to remove all the redundant multiplications. This is called the fast Fourier Transform* 

or FFT. Derivation of FFT algorithm is quite involved. Therefore we leave it to many good texts 

on digital signal processing (e.g. [13] Press). The computational complexity of FFT is reduced to 

O(N log, N) which is a very significant improvement for large N. In most of the cases, FFT requires 

N to be an integer power of two for an efficient binary manipulation of its algorithm. 

An example FFT subroutine® called FOUR can be found in [13] Press. The FOUR1 subroutine 

is incorporated into a program we developed to calculate power spectra® called PSD. The power 

spectrum is formed by, 

P, = |Hal? = Haut (174) 

at each output frequency of the FFT. The listing of PSD program is included in Appendix (B). 

The PSD program is equipped with a number of features to facilitate our efficient study of 

the SEE simulation. The input electric field time series can be selected as a part of the whole 

series outputed from ES1G program. This allows us to skip transient effects’ and to search for the 

characteristics of SEE spectra within different portions of the time series. Also, the PSD program 

is built in zero patching for a selected part of the electric field time series which may not be exactly 
  

*In fact, there exist many algorithms and derivations of FFT. Interested readers may refer to [13] Press. 

5It is written in FORTRAN. The input and output arrays are also specified in [13] Press. 

®For an aperiodic signal, its total energy is finite. Fourier Transform of such a signal gives an energy spectrum. 

On the other hand, power spectrum or power spectral density is formally related to periodic signals. However, under 

many circumstances, the power spectrum is apparently equivalent to the energy spectrum in literatures, as well as in 

this thesis. 

7 Recall that the experimental SEE spectrum is taken under steady state conditions ([11] Leyser). 
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an integer power of two. However, one should pick the number of desired data points close to an 

integer power of two to avoid unnecessarily high noise level. Two commonly used numbers of data 

points are 8192 and 16384 for the calculation of power spectra displayed in section 5.3. Also, three 

types of filtering methods are implemented in the PSD program to reduce noise effect on the desired 

spectra. They are: 

e Smoothing the input electric field time series by weighted three-point average®. 

e Smoothing the computed power spectrum by weighted three-point average. 

e¢ Doubling the number of input electric field time series by linear interpolation’. 

Besides filtering, the PSD program provides four FFT windowing?® selections. They are square, 

parabolic, raised cosine, and bilinear windows. It enables users to trade off between leakage effect 

(sidelobe levels) and frequency resolution (beamwidth of the main lobe). Usually, the square window 

with power spectrum averaging is used in the calculation of the displayed power spectra in this thesis. 

Magnification of part of the power spectrum is also available in the PSD program. A sample run of 

PSD program can be found in Appendix (C). 

We mentioned that the Poisson solver in ES1G program uses FFT to solve for the potential from 

a charge density. The computational complexity for FFT is O(10240) if 1024 grid cells are used. If 

one tries to directly calculate the potential other than using FFT, the number of computations will 

be O(1024 x 1024), which is much more than using FFT. More details can be found in [1] Birdsall. 

Besides the FFT method, there exist some other numerical methods which can have a better 

frequency resolution, if properly implemented, without any increase in the number of input data 

points. The maximum entropy method is such a method, which has a very cute property of being 

able to fit sharp spectral features. One can look up FORTRAN subroutines of this method in [13] 

Press. But one should be very careful when using the maximum entropy method, because the com- 

puted power spectrum can deviate a lot from the real one in some cases. The maximum entropy 

method may be useful for studying the narrow DP feature. 

  

®The weights of the center point and its two adjacent points are 1-2-1. 

9Note that the frequency resolution does not increases in this case because the sampling interval decreases by half 

although the number of data points becomes twice. 

10Sometimes, we can get frequency components other than those expected in the input signal from the FOUR1 

subroutine, if the first and last input data are nonzero. This is called aperture or leakage effect of a square window. 

Thus, various window functions are proposed to minimize the leakage effect, at the expense of reducing resolutions. 

A more thorough discussion on FFT windowing can be found in [13] Press. 
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5.2 Simulation setup 

In order to reproduce some of the SEE features, a correct simulation setup is essential. In this 

‘section, we want to discuss the appropriate range of parameters used in ES1G program. As we 

have already discussed in section 4.2.4, plasma parameters such as the number of particles of each 

species (NV), effective system length (im), plasma frequency (w,), cyclotron frequencies (2), charge- 

to-mass ratio (gm), and the thermal velocities (v;) are more relevant in the definition of a plasma 

and are chosen as input to specify the plasma in SEE simulations. Although these parameters can be 

arbitrarily set!!, their settings are still bounded by some computational limitation and convenience. 

N is set to 40000 for a reasonable simulation time without too many nonphysical phenomena (e.g. 

noise). For computational simplicity, the parameters gm, and vz. for electrons (the first species) are 

set to —1 and 1, respectively. The setting of the nominal electron plasma frequency wyeo'? depends 

on the value of the electron cyclotron frequency Q, because their ratio, Wpeo/NQe, is approximately 

determined by the harmonic number of electron cyclotron frequency which we are interested in 

investigating. For the third and fourth harmonics, 2,19 is set to -0.3 so that the plasma frequencies 

are around unity. Then, according to the ionospheric models tabulated in section 2.3 (Table 1), wpeo 

can be determined. For example, if we assume f-- = 1.36M Hz in the ionosphere, for Region I, the 

corresponding nominal plasma frequency for the simulation model is wpe. = 0.3 x 3.47/1.36 = 0.765. 

When wpe, is known, for a given pump frequency w, within the range of the three model regions, 

one can use a program called UH (stands for upper hybrid point) to calculate the upper hybrid 

position (in terms of the grid position) within the plasma system and the corresponding lower 

hybrid frequency. Then one can set the center position (ecenter) of the pump field equal to the 

upper hybrid point for the ES1G simulation. The UH program uses the formula (59) given in 

Chapter 3. Its program listing is shown in Appendix (E). 
  

11Tn plasma simulation, the ratios between parameters are more important than the individual parameter value. 

The absolute value of a parameter is meaningful only if it is defined with a specified unit. Usually, we do not 

define the physical units (e.g. meters, seconds, etc.) for parameters used in plasma simulation because in most 

cases, it is impossible to simulate a laboratory or ionospheric plasma with the same number of particles inside a 

Debye sphere (or a Debye Length). Using the Region II of our ionospheric model in Figure 4 as an example, if we 

want to simulate with the same number of particles as in Region II, it requires a huge number of particles equal to 

(3.5 x 101! m—3)1/3 x (45 Km) = 0.317 x 10°, which is impossible to simulate using any existing supercomputers. 

Only when the number of particles inside a Debye sphere is equal, there exists a one-to-one correspondence of units 

between the two systems. Hence, all the four basic units between the ionospheric plasma and the simulated plasma 

in general cannot be one-to-one related as in the MKS and Gaussian systems. 

12 This is the plasma frequency at the center of the effective plasma length zo. 

13 Recall that the minus sign is due to the charge of electron. 
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Table 3: Parameter sets used in ES1G simulation for the three defined regions. 

  

    

    

Region | Wpeo At dfn Ul espan | ngavg 

I 0.765 | 0.25 | 1.333 | 175.6 31 7 

II 1.172 | 0.2 | 1.314] 75 31 7 

Il 1.42 | 0.15 | 0.330 | 51.1 121 27               
The system length (2), the number of grid cells (ng), the pump field amplitude (e,), the effective 

span of the pump (espan), the number of grid cells for averaging the output electric field (to the 

file ES1G.DAT) centered at an input parameter (ngpsd), and the mass ratio of ions to electrons 

(K) have all been varied in a number of simulation runs. Then they are set as follows. Using the 

criteria outlined at the end of Chapter 4, we find that 1024 grid cells are sufficient for the SEE 

simulation. The values of the system length in terms of 27 (lll = 1/27) are shown in Table 3. Note 

that the effective system length is always less than the whole system length because tmin and 2maz 

are usually set to 0.05 and 0.9514, respectively to avoid effects by the artificial reflective boundary 

conditions implemented in ES1G program. Once the effective system length and the nominal plasma 

frequency are specified, the charge and mass of that species can be determined by (132). The electron 

charge and mass are the same for all three model regions. Also, from Wpeo, the time step At can be 

estimated using a formula given in section 4.2.5. 

Table 3 summarizes some important simulation parameters for all three regions. The values of 

dfn are obtained from Table 1. For the setting of espan and ngavg!*, an upper bound for espan 

is that the upper hybrid wave should not extend beyond the plasma reflection point because the 

electric field is essentially parallel to the magnetic field near the reflection layer. Also, ngavg should 

be smaller than espan!®. A square spatial window!” is used to distribute the pump field within the 

spatial region defined by ecenter and espan. Typically, we use espan = 31 and ngavg = 7 for the 

first two model regions. Most likely, espan and ngavg depend on the density gradient. Their values 
  

14 When one uses the UH program, the normalized effective system length is maz — min. Its default value is 0.9. 

15 As far as the author knows, there is no published literature providing the effective spatial widths of interaction 

and the spatial shapes of the electric field distribution for the forward and backward mode conversions. 

16 The parameter espan corresponds to the spatial width of which the upper hybrid wave exists in the forward mode 

conversion, while ngavg is the spatial width of which the backward mode conversion occurs. 

17In the very early simulations, the pump field is spread over the whole plasma length. SEE features have never 

been observed because the widely spread pump field significantly disturbs the growth and propagation of some plasma 

waves which are crucial to SEE generation. Also, averaging the output electric field over a small number of grid cells 

is introduced because we discovered that the power spectra at two adjacent grid positions are very different. The 

averaging allows us to obtain a more representative spectrum of the waves around an observation point. 
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for Region III are set accordingly. 

The settings of the pump field amplitude (e,) and the mass ratio (K) are more difficult because 

we need to ensure that the interactions inside the plasma fall into the class of weak tubulence (see 

Figure 13) in order to generate SEE features. The threshold of parametric decay instability involving 

lower hybrid waves depends on the ion temperature and the mass ratio. The ion temperature is 

set to one fourth of the electron temperature as in the situation of the ionosphere. A small mass 

ratio favors a lower threshold and a faster growth rate of parametric instability, as well as a wide 

frequency separation between the pump and the DM. On the other hand, a simulation with high 

mass ratio may take a long time to run!® before it can reach steady state. Moreover, too small a 

mass ratio may change the dominant physical process amongst the pump wave, electrons and ions. 

The mass ratio is set to 49 and the pump field amplitude is set to 0.15 in almost all simulation runs 

so that the PDI threshold is well exceeded and the whole plasma is not significantly perturbed for 

these values. 

The setting of the number of time steps (nt) is determined by the following considerations. For 

a complete development of parametric instability involving the lower hybrid wave, simulation time 

has to be long enough to include several periods of the ion motion. The ion motion is crucial to 

the PDI as discussed in section 3.8. Moreover, the number of time steps should be compatible with 

the required number of data points for the calculation of power spectrum. Inital transient effects 

should be taken into account. In our SEE simulation, 20000 time steps are often used so that one 

can use 2!4 (=16384) electric field data or less for a power spectral calculation. The run-time of 

ES1G program is about 9500 seconds using the IBM R6000 workstation!®. Approximately six ion 

gyration cycles are contained in the whole simulation. 

Figure 22 shows some simulation outputs for a case without pump field (noise case). It gives 

us some idea of how the noise spectrum looks like with Region II parameters. We can compare it 

with the driven SEE simulations to determine whether there is power enhancement at the interested 

frequencies. The first two pictures are electron and ion trajectories for 25 test particles?° of each 

species. They are equally spaced within two normalized positions zomin and ZOmaz (set to 0.1 and 

0.9 in Figure 22) when the particles are initially loaded. As expected, the cyclotron frequency of 

electrons is much higher (49 times in Figure 22) than that of ions, and the Larmor radius of electrons 
  

18 A long simulation time may be undesirable because the numerical error accumlates as the simulation time goes 

on. 

19T¢ is a RISC based UNIX workstation introduced about two years ago by IBM. Its landmark performance is 

approximately 50MIPS. In our machine, the total capacity of random access memory is 96MB and the hard drive 

capacity is 2.0GB. 

201t can be set to any number below 50 by changing the parameter npt. 
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(b) Ion trajectories. 

Figure 22: ES1G simulation without pump field (noise case).



Read-in electric field 

98 TTT   

-.628 q 

~ 025   
- .03@ 

Die ty fg th ed erent nl 235 Da eecbeeabamrade 

8 50a 1868 1580 2803 250d 38890 3508 4988 

Tine 

(c) Electric field time series (ngpsd=154). 
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(d) Noise power spectrum from zero frequency to 0.35. (t = 600 to ¢ = 3800) 

Figure 22 (continued). 
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is much smaller than that of ions. Note that the amplitude of the electron gyration seems to be 

modulated in Figure 22(a). This is because the trajectories are sampled at a time interval much 

larger than the time step. Only 500 points are plotted for each trajectory. The variation of amplitude 

among trajectories is due to the velocity distribution. Figure 22(c) depicts the electric field time 

series outputted from ES1G program with ngpsd = 154, and Figure 22(d) is its corresponding power 

spectrum. The time series is truncated from t = 600 to ¢ = 38002, as shown in the caption of the 

figure. Note that the power spectrum is plotted in dB scale. The noise floor is around -70dB for 

frequencies near the upper hybrid frequency (0.14) of the observation point. For frequencies much 

larger than those in the figure, the noise floor drops down to -110dB. The systematic variation in 

the noise spectrum is caused by thermal fluctuations in the plasma which trigger electron Bernstein 

modes ({1] Birdsall). It is evident that in frequency regions above the upper hybrid frequency, the 

thermal energy is localized in narrow bandwidths above the electron cyclotron harmonics, and in 

regions below the upper hybrid frequency, the thermal energy spreads out over the entire harmonic 

bandwidth. 

A detailed setup of the reference case (w, = 0.88) can be found in Appendix (C) and a list of 

all simulated cases discussed in this thesis, together with other less important cases, is tabulated in 

Appendix (D). 

5.3 Simulation results 

Using the simulation setup we discussed above, a large number of simulation runs have been 

performed to study the SEE phenomena. We are particularly interested in the cases which the 

pump frequencies are near electron cyclotron harmonics because from the experiments, most of the 

SEE features occur in these frequency ranges. The simulation results are presented in four groups: 

fo. slightly below nfee, fo = nfee, fo slightly above nf,-, and cases other than the above, where 

n = 2,3,4,5. Most of simulation parameters are same as mentioned in the last section, except those 

parameters unique to each case such as w,, ecenter and ngpsd. If different settings are used, they 
  

211¢ is understood that the time unit has a value proportional to We . But, in an inhomogeneous plasma, wpe does 

not remain constant. It is irrelevant to display the simulation time as wpeot = --- which can be found in most of 

published plasma simulation literatures because the local plasma frequency in general is not equal to weo. If instead 

of wpeo, the local plasma frequency wpe is used, then wpet approximately represents the number of plasma oscillations 

at the pump region. Since the time step is fixed for all three model regions, it is difficult to compare the time from 

case to case with two different values of wpe. Moreover, in almost all circumstances, the time is used as a label to 

indicate which portion of the time series is taken for the calculation of power spectrum. Therefore, in this thesis, we 

refer to the time directly by its numerical value. 
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will be specified in the caption of figures and/or in the paragraphs. 

5.3.1 Pump frequencies slightly below nf. 

Third harmonic 

We begin with pump frequencies slightly below the third harmonic. Figure 23 depicts some of 

the most important results of the reference case w, = 0.8822. The pump and observation regions are 

both near the left edge of the plasma. Figure 23(b) and 23(c) show the magnified portions of the 

computed spectra around the pump frequency (f, stands for center frequency which is usually set 

equal to the pump frequency.) for different portions of the electric field time series shown in Figure 

23(a). The transient interaction inside the plasma is settled after t > 300. The lower sideband which 

is approximately 0.01 away from the pump is believed to correspond to the DM feature. Note the 

sharp cutoff at a frequency of 0.007 below the pump. The lower hybrid frequency of this simulation 

setup is about 0.0064 (calculated using the UH program). This provides another strong evidence to 

believe that the lower sideband corresponds to the DM. The spectral width of the pump in Figure 

23(b) is narrower than Figure 23(c) because the frequency resolution of Figure 23(b) is twice of 

Figure 23(c). But, the bandwidth of the DM seems unchanged in both spectra and is about 0.006. 

The power spectrum below -60dB is irrelevant to the investigation of SEE generation because it is 

too weak and too irregular. 

A strong low-frequency spike appears in the insert of Figure 23(c). Its frequency is approximately 

equal to the offset frequency of the DM from the pump. This frequency matching partially veri- 

fies parametric decay instability which occurs around the observation point and generates the DM 

feature. A complete confirmation of PDI requires wave vector matching. Usually, the wave vector 

matching is more difficult to verify in plasma simulation with inhomogeneity because of a number of 

reasons. First, the frequencies of the three waves involved in the PDI have to be known in advance. 

The electric field is then correlated with these three frequencies. FFTs in spatial dimension at a 

particular time instant may be used to measure the wave numbers. However, in an inhomogeneous 

plasma, the wavelengths vary spatially. Hence, the wave number matching is in general not as clear 

as the frequency matching. More details about the wave number matching can be found in [14] Lin 

1982. 

Comparing Figure 23(d) with the noise spectrum in Figure 22(d), we immediately observe power 
  

22 All the frequency measures in this thesis are with respect to the electron cyclotron frequency (|| = 0.3) which is 

constant in all simulation cases. For our presentation simplicity, all frequencies are labelled by their numerical values 

and are understood that they are meant relative to the electron cyclotron frequency, 
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Figure 23 (continued). 
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enhancement at several frequencies besides the pump and the DM. In general, the power over the 

whole spectrum in Figure 23(d) is enhanced by 5 to 6dB. Scanning from zero frequency, the first 

enhancement is at 0.01, which is thought to be a signature of PDI involving lower hybrid waves. 

Then the second enhancement is around the pump and DM. The next is at frequencies slightly above 

4 fee (0.191). It is also true for the higher cyclotron harmonic frequencies, but with decreasing power 

enhancement. Most probably, the electron Bernstein modes are triggered because most of the power 

enhancement is localized around the upper hybrid point, the third and fourth electron cyclotron 

harmonics, where their bandwidths are larger than the higher harmonics. 

Some of the diagnostic printouts of this case (w, = 0.88) are collected in Appendix (C) as an 

example. One can find plots of density profiles, charge density, potential, electric field and phase 

spaces at t = 0 and ¢ = 1400, as well as the simulation history. Note that at ¢ = 1400, a narrow 

peak appears in both electron and ion density profiles (Figure C-2(a) and (b)). The first species is 

electrons and the second is ions. In fact, with reference to the subsequently plots or the animation, 

this peak continues to travel towards the right hand side. The density profiles are not significantly 

perturbed. This peak is suspected to be a soliton because its shape does not change much until 

it ends its solitary propagation near the end of the plasma. This is common whenever the DM 

is observed in the power spectrum. However, when one views its propagation using an animation 

(ES1G.HDF), a number of similar stuctures can occur at the same time along the plasma, especially 

after one third of the simulation. The scenario resembles that a rod is dumped into a water tank and 

it generates large ripples propagating away from the excitation. Of course, the water tank does not 

have density gradient. When the phase spaces of electrons and ions at t = 1400 (Figure C-2(f) and 

(g)) are compared, it is evident that the tubulence is primarily due to ions, and electron motion is 

influenced by the ion motion. The last two history plots (Figure C-3(i) and (j)) show the trajectories 

of electrons and ions. Comparing with Figure 22(a), the electrons are heated around the pump region 

(x = (ecenter/ng) x | = 70.8774). But, the power enhancement of electrons above the pump region 

(e.g. x = 150) seems to be delayed by a time period proportional to its distance from the pump. 

This is best explained with the ion trajectories. Note that there are some waves superimposed 

on the ion gyromotion trajectories. They emanate from the pump region and propagate apparently 

towards positive x-direction with decreasing velocities and amplitudes. An estimate of the “average” 
  

23 Similar to the time and frequency, the displayed lengths in this chapter are meant with respect to some convenient 

length parameters such as the Debye Length (Ap) or the system length (1). However, the Debye Length varies with 

positions in the plasma. The system length seems to be a more reasonable choice of the base reference unit for length. 

In nearly all situations, the length is used for labelling. Hence, it is displayed by its numerical value and is understood 

that it is with respect to the system length. 
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propagation velocity of these waves is (400 — 70)/4000 = 0.092574. This can account for the electron 

and ion density fluctuations at ¢ = 1400. If one carefully reckons the oscillation frequency of these 

parasitic waves, it is approximately equal to the low-frequency spike observed in the Figure 23(c). 

Putting all the facts together, we can conclude that these waves are lower hybrid waves and their 

existence is necessary for the generation of the DM feature. 

Figure 24(a) shows the power spectrum when the pump frequency is shifted to w, = 0.86. The 

frequency offset of the DM peak from the pump increases by 0.002 when compared with Figure 

23(c). Note that a weak frequency peak which appears at about a frequency of 0.02 below the pump 

may be the second DM. It also shows up in Figure 23(c). Another weak sideband appears at a 

frequency of 0.011 above the pump in Figure 25(a). It is suspected to be the UM feature because 

the BUM should not occur for f, < nfce. In this case, the lower hybrid waves are weaker in the 

ion trajectories and hence the amplitude of the DM is down 5dB than the previous case. But the 

energy absorption of the pump field by the plasma in this case increases by 50% and the electron 

heating is higher, as can be seen in the field energy plots which are not displayed in this thesis”°. 

When the comprehensive spectrum in Figure 24(b) is compared with Figure 23(d), a number 

of differences are obvious. The first one is that a strong peak appears at a frequency about 0.07 

in Figure 24(b). It is not close to neither the first nor the second electron cyclotron harmonics. 

Moreover, the power enhancement at higher harmonics reduces and the harmonic pattern becomes 

less clear. Also in this case, the frequency matching of the PDI is not as well defined as the reference 

case. 

If the pump frequency decreases further to w, = 0.84, the DM disappears from the spectrum, 

as shown in Figure 25(a). The settling time of the transient effect becomes longer in this case. 

It is evident from Figure 25(b) that there is no PDI occurring in the plasma. No lower hybrid 

waves are found in the ion trajectories. But, there exist some irregular power enhancements at 

certain frequencies above and below the pump, and the enhancement of higher harmonic power is 

less significant than the reference case. 

When the pump frequency increases from w, = 0.88 to 0.89, the DM is still the dominant feature 

and its strength is comparable to the reference case, as shown in Figure 26(c). The low-frequency 

spike and the second DM in this case seem stronger (Figure 26(c) and (d)). From the trajectory 
  

24The velocity is a derived quantity of the length and time. Its base reference can be in terms of either the base 

references of the length and time or the electron thermal velocity. All velocities shown in this chapter are understood 

that they are relative to ure. However, the value of vie may change from case to case. Comparison of the values of 

two velocities is only meaningful when they correspond to the same simulation setup. 

251t is due to space limitation. A collection of the simulation results and output files is available from Dr. W.A. 

Scales. 
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(a) Power spectrum for the time series from ¢ = 1000 to ¢ = 2600. 
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(b) Comprehensive power spectrum from zero frequency to 0.35. (¢ = 1000 to t = 2600) 

Figure 24: Simulation results at w,. = 0.86, with ecenter = ngpsd = 136 and Region II parameters. 
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(b) Comprehensive power spectrum from zero frequency to 0.35. (t = 600 to t = 3800) 

Figure 25: Simulation results at w. = 0.84, with ecenter = ngpsd = 119 and Region II parameters. 
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plots of electrons and ions (Figure 26(a) and (b)), the lower hybrid waves seem to propagate in both 

directions away from the pump region. This may be due to the excitation position in this case being 

further away from the left edge of the plasma. Note the reduced power enhancements at higher 

harmonics in Figure 26(d). The absorption of the pump energy is also less than the case w, = 0.88. 

From the fact that the lower hybrid waves propagate in both directions in Figure 26(b), we may 

want to know whether the generation of DM depends on the excitation position in the plasma. This 

will provide insight into how the finite size of the plasma affects the simulation results. Figure 27(a) 

to (c) show some of the simulation results for the pump frequency w, = 0.88 with the pump region 

shifted to near the center of the plasma. In this case, the nominal plasma frequency wpe. is changed 

to 0.9. The system length | is also changed to keep the charge and mass of the electrons same as the 

reference case. It is evident from Figure 27(a) and (b) that the lower hybrid waves propagate in both 

directions, but its propagation towards the higher density side is stronger and lasts for longer time. 

However, in Figure 27(c), the upper sideband peaking at a frequency of 0.075 above the pump is en- 

hanced, although the DM is also enhanced. This upper sideband is most likely to be the UM feature 

because its frequency offset from the pump is less than that of the DM. Note that the higher order 

DM disappears in this case, and an additional peak shows up at a frequency of 0.022 above the pump. 

Fourth harmonic 

Now, we go on to the cases slightly below 4f,- and follow approximately the same order of the 

third harmonic cases. Figure 28(a) to (d) depict some important results at w, = 1.18. Again, Region 

II parameters are used. The pump region in this case is at a position near the center of the plasma. 

Similar to the case in Figure 27, the lower hybrid waves propagate in both directions. However, the 

lower hybrid waves are considerably weaker in this case (Figure 28(b)), and the amplitude of the 

DM decreases (Figure 28(c)). But, in Figure 28(c), the UM is enhanced. This is the strongest UM 

ever seen in the SEE simulations. In Figure 28(d), it is evident that the PDI involving lower hybrid 

waves occurs in the plasma, and the energy of electron cyclotron harmonics above the upper hybrid 

frequency is enhanced. The absorption of the pump energy is nearly three times of the reference 

case. Also note that the DM peaks at a frequency of 0.009 below the pump, which is slightly less 

than that in the reference case. A very weak second DM appears in Figure 28(c). 

Figure 29(a) shows the power spectrum of w, = 1.16. The amplitudes of the DM and UM 

are nearly equal. The settling time of the transient effects is longer than the case w, = 1.18. In 

Figure 29(b), a signature of PDI can be seen. Similar to the case w, = 0.86, a significant power 

enhancement occurs at a frequency around 0.14. It is close to the third electron cyclotron harmonic. 

The enhancement of higher harmonic power is comparable to the previous case. When the pump 
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(b) Ion trajectories. 

Figure 26: Simulation results at w. = 0.89, with ecenter = ngpsd = 163 and Region II parameters.
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Figure 26 (continued). 
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(a) Electron trajectories. 
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(b) Ion trajectories. 

Figure 27: Simulation results at w, = 0.88, with Ul = 106.8, wpeo = 0.9, ecenter = ngpsd = 393 and 

dfn = 1.314. 
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(c) Power spectrum for the time series from ¢ = 1000 to t = 2600. 

Figure 27 (continued). 

frequency decreases to w, = 1.14, both the DM and UM almost disappear (Figure 30) because the 

PDI is very weak in this case. But the energy absorption inside the plasma are higher than the 

previous two cases. 

When the pump frequency steps close to 4f,-, the pump is damped. Figure 31(a) shows the 

power spectrum of w, = 1.19. Both the DM and UM are present. The strength of the DM and UM 

are comparable to the case w, = 1.18. Note that the offset frequency of the DM from the pump 

decreases and the offset frequency of the UM increases in this case. Moreover, the bandwidth of 

the DM shrinks to 0.003. Again, we do not know what causes the regular structure centered at a 

frequency of 0.02 above the pump. As expected, the PDI is weak in this case (Figure 31(b)). The 

enhancement at higher cyclotron harmonics is comparable to the case w, = 1.18. 

Figure 32 shows the case when the pump frequency is very close to 4f,. (w. = 1.195). The UM 

feature almost disappears. The PDI is weaker than the previous case. 

Different pump positions 

To investigate the effect of pump position in the plasma, two simulations were performed at 

W, = 1.18. Figure 33(a) corresponds to the case which the pump position is close to the left edge of 
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Figure 28: Simulation results at w, = 1.18, with ecenter = ngpsd = 463 and Region II parameters.
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(c) Power spectrum for the time series from t = 600 to ¢ = 3800. 
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(d) Comprehensive power spectrum from zero frequency to 0.4. (¢ = 400 to ¢ = 2000) 

Figure 28 (continued). 
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(b) Comprehensive power spectrum from zero frequency to 0.4. (¢ = 600 to ¢ = 2200) 

Figure 29: Simulation results at w, = 1.16, with ecenter = ngpsd = 440 and Region II parameters. 
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Power spectrum for the time series from ¢ = 600 to ¢ = 3800. 

Figure 30: Simulation results at w, = 1.14, with ecenter = ngpsd = 417 and Region II parameters. 

the plasma. The resulting spectrum is very different from Figure 28(c). The UM is suppressed in 

this case, and the DM is weaker and is split into two halves. When the excitation position moves 

near the right edge of the plasma (Figure 33(b)), the UM is strong and the DM is split into many 

higher order DMs. 

Other harmonics 

Besides the third and fourth harmonics, the DM and UM features are present in cases where 

the pump frequencies are slightly below the second and fifth electron cyclotron harmonics. For the 

second harmonic, Region I parameters are used. Figure 34(a) shows a very clear development of the 

DM, with a very weak UM around a frequency offset of 0.005 above the pump. A very weak second 

DM also appears in Figure 34(a). In this case, the pump region is near the left edge of the plasma. 

As seen from Figure 34(b), the PDI is strongly developed, and the energy at higher harmonics is 

slightly enhanced. 

Figure 35(a) to (d) depict some important simulation results for w, = 1.48 (the fifth harmonic). 

Region III parameters are used. The electron heating by the propagation of lower hybrid waves is 

clear in Figure 35(a). The pump region is approximately 140 grid cells below the plasma center and 
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(a) Power spectrum for the time series from t = 500 to ¢ = 2100. 
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(b) Comprehensive power spectrum from zero frequency to 0.4. (¢ = 500 to t = 2100) 

Figure 31: Simulation results at w, = 1.19, with ecenter = ngpsd = 475 and Region II parameters. 
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Power spectrum for the time series from ¢ = 1000 to ¢t = 2600. 

Figure 32: Simulation results at w, = 1.195, with ecenter = ngpsd = 481 and Region II parameters. 

the pump field is effective over 121 grid cells in this case. The DM and UM are both present in the 

power spectrum (Figure 35(c)). Note that the frequency offset of the UM from the pump is larger 

than the DM. In Figure 35(d), the PDI is quite strong, and the power enhancement at the eighth 

cyclotron harmonic is significant. 

Effect of mass ratio 

In the following, the dependence of the SEE spectrum on the mass ratio, observation point, and 

electron and ion temperatures is investigated. Figure 36 and 37 depict two power spectra which are 

simulated with the same parameters as the reference case, except K = 100 and K = 225 respectively. 

The DM feature clearly shows its dependence on the ion mass. It peaks at a frequency of 0.006 below 

the pump in Figure 36 and at 0.004 below the pump in Figure 37. The lower hybrid frequencies 

for kK = 100 and K = 225 are 0.0045 and 0.003 respectively. The frequency offset of the DM from 

the pump is approximately proportional to 1//K for K = 49,100,225. Note that the frequency 

resolution in Figure 37 cannot accurately show the high-frequency cutoff of the DM exactly at the 

lower hybrid frequency. Also, only three and a half of ion gyromotion cycles are included in the 

simulation with K = 100 and even fewer in the simulation with K = 225. This may cause the 
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Figure 33: Simulation results at w. = 1.18 for two different excitation positions. Both spectra are 
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Figure 34: Simulation results at w, = 0.58, with ecenter = ngpsd = 107 and Region I parameters. 
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Figure 35: Simulation results at w,. = 1.48, with ecenter = ngpsd = 373 and Region III parameters. 
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(d) Comprehensive power spectrum from zero frequency to 0.5. (¢ = 450 to ¢t = 2850) 

Figure 35 (continued). 
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strange spectral shape in Figure 36. 

Different observation positions 

Since the lower hybrid wave propagates away from the pump region, we may be interested to 

know whether the same phenomenon occurs with the other decayed wave, i.e. the one carries the 

DM frequency. Figure 38(a) to (d) show the power spectra at four different observation locations. 

At ng = 104 (50 grid cells away from ecenter) the pump amplitude is reduced and the DM spreads 

out (Figure 38(a)). In Figure 38(b), the DM almost disappears. Note that ng = 124 is just at the 

left border of the pump region. Figure 38(c) shows the power spectrum at the upper hybrid point of 

the DM, i.e. the upper hybrid frequency equals the frequency of the DM peak at ng = 146. It shows 

no particular enhancement of the DM feature. Figure 38(d) depicts the power spectrum on the right 

side of the pump region. The DM amplitude is slightly decreased and its bandwidth is increased. 

An interesting case of the effect of observation point is shown in Figure 39. The amplitude of the 

DM well exceeds the pump at 100 grid cells below the pump region. This is a very good evidence 

to prove that the decay wave carrying the DM frequency can propagate far away from the pump 

region. From the above observations, it raises two questions which have never considered in the 

existing SEE theories. 

1. What causes the variations of the DM amplitude along the plasma? Is the structure periodic 

and related to some type of boundary conditions? 

2. Where does the backward mode conversion of the DM occur inside the plasma? It is quite 

sure that it should not happen in the regions above the pump region because the resulting 

electromagnetic wave cannot propagate through the pump region. 

Effect of electron and ton temperatures 

The effect of electron and ion temperatures on the power spectrum is investigated in the following. 

Figure 40(a) to (c) correspond to the simulation with a reduced electron temperature. As expected, 

the electron trajectories are much quieter (Figure 40(a)). It clearly demonstrates the electron heating 

triggered by an outgoing wave. The ripples produced by lower hybrid waves in Figure 40(b) seem 

to be weaker than the reference case. Nevertheless, the DM is well developed in Figure 40(c). The 

offset frequency of the DM from the pump is roughly the same as the reference case. 

Figure 41 shows the case with doubled electron thermal velocity. The offset frequency of the DM 

from the pump increases by about 0.001 compared with the reference case. Figure 42 depicts the case 

with halved ion thermal velocity. The DM offset frequency decreases by 0.0015 in this case. Also, 

the amplitude of the DM is slightly enhanced. If the ion thermal velocity is doubled (v4; = 0.143), 
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Figure 37: Effect of mass ratio on power spectrum (w, = 0.88, ecenter = ngpsd = 159, K = 225 
and Region II parameters). 
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(b) Power spectrum at ng = 124. (t = 600 to t = 3800) 

Figure 38: Effect of observation point on power spectrum (Wo = 0.88, ecenter = 154 and Region II 
parameters). 
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Figure 38 (continued). 
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Power spectrum at ng = 293. (¢ = 600 to ¢ = 3800) 

Figure 39: Effect of observation point on power spectrum (w, = 0.88, ecenter = 393 and parameters 
similar to the case in Figure 27). 
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Figure 40: Effect of electron temperature on power spectrum (w, = 0.88, ecenter = 154, v4 = 0.5 

and Region II parameters). 
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(c) Power spectrum (t = 1000 to t = 2600). The power spectrum at the right corner is plotted in 
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Figure 40 (continued). 
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Power spectrum (¢t = 1000 to t = 2600). 

Figure 41: Effect of electron temperature on power spectrum (w, = 0.88, ecenter = 154, vw. = 2 

and Region II parameters). 
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the DM feature disappears because the PDI threshold cannot be exceeded by the pump. The PDI 

threshold, however, shows no significant dependence on the electron temperature. 

5.3.2 Pump frequencies equal to nf. 

We will show two cases which the pump frequencies are exactly at 3f.. and 4f... The pump 

wave in general is heavily damped in both cases, and the absorption of the pump energy is very low. 

For w,. = 0.9, the electrons are heated only in the narrow region around the pump position (Figure 

43(a)) and no propagation of lower hybrid waves is observed in the ion trajectories (Figure 43(b)). 

The pump amplitude is down about 10dB compared with the reference case. As expected, the DM 

and UM features are quenched in Figure 43(c) because of the suppression of PDI. The energy at 

higher cyclotron harmonics is only slightly enhanced (~ 5dB), as shown in Figure 43(d). 

For the fourth electron cyclotron harmonic, less electron heating and pump energy absorption 

are resulted (Figure 44(a)). The ion trajectories stay quiet as in the third harmonic case (Figure 

44(b)). The pump amplitude is slightly less than the third harmonic case. However, the DM and 

UM show up, although weaker, in the spectrum (Figure 44(c)). The pump amplitude is more heavily 

damped than the previous case. From Figure 44(d), the PDI seems to have occurred in the plasma, 

and additional energy enhancement can be observed at a frequency around 0.14 and at higher har- 

monics. This may suggest that the PDI threhold somewhat depends on the harmonic number. 

5.3.3 Pump frequencies slightly above nf,. 

Third harmonic 

Experiments show that the BUM feature appears in the SEE power spectrum when the pump 

frequency is slightly higher than nf... Figure 45(a) and (b) depict the electron and ion trajectories 

for the case w, = 0.91 in the simulation. They are very different from the reference case where 

Wo = 0.88. No propagating ripples of lower hybrid waves are present in the ion trajectories, and the 

electron heating is localized to the pump region and below. The settling time of transient effects 

is similar to the reference case (Figure 45(c)). The relatively broad upper sideband in Figure 45(c) 

is suspected to be the BUM”®. Its bandwidth is about 0.009 and it has no well-defined peak. The 

unknown feature also appears at a frequency of 0.017 above the pump. The power enhancement at 

other frequencies is different from the reference case. In Figure 45(d), one cannot find a signature of 

PDI at low frequency. Besides the power enhancements at higher cyclotron harmonics (more than 

the reference case), the power levels at slightly above the zeroth and the first electron cyclotron 
  

26 We will use the name “BUM” for similar spectra in the following simulation results. 

120



Particle position trace of species 1 
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(a) Electron trajectories. 
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(b) Ion trajectories. 

Figure 43: Simulation results at w, = 0.9, with ecenter = ngpsd = 172 and Region II parameters. 
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Figure 43 (continued). 
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Particle position trace of species 1 
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(a) Electron trajectories. 
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(b) Ion trajectories. 

Figure 44: Simulation results at w, = 1.2, with ecenter = ngpsd = 487 and Region II parameters. 
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(c) Power spectrum for the time series from ¢ = 600 to ¢ = 3800. 
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(d) Comprehensive power spectrum from zero frequency to 0.4. (¢ = 800 to ¢ = 4000) 

Figure 44 (continued). 
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Particle position trace of species 1 
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(a) Electron trajectories. 
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(b) Ion trajectories. 

Figure 45: Simulation results at w. = 0.91, with ecenter = ngpsd = 181 and Region II parameters. 
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Figure 45 (continued). 
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harmonics (around 0.015 and 0.05) are also enhanced. In this case, the DM and possibly the UM?" 

disappear from the power spectrum. 

Similar spectra are obtained for the simulations at w, = 0.92 and w, = 0.94. In Figure 46(a), 

the BUM peaks at a frequency of 0.0065 above the pump. But the spectrum of the BUM does not 

stay unchanged when the other portion of time series is used for spectral calculation. It is generally 

very irregular. Its only constant property for most of the cases is that its bandwidth is broad. Also 

in Figure 46(a), a weak lower sideband appears, but it is not the DM because its frequency offset 

from the pump is smaller than a normal DM and it is not generated by the PDI involving lower 

hybrid waves. The energy enhancement at other frequencies is similar to the previous case (Figure 

46(b)). The power spectrum for the case w, = 0.94 is depicted in Figure 47(a). The BUM peaks 

at a frequency of 0.008 above the pump. Note that the settling time of the electric field time series 

increases in this case. The power enhancement at harmonics frequencies is more profound in Figure 

47(b). Even the second cyclotron harmonic is enhanced. 

When the pump frequency increases to w, = 0.96, some different interactions occur in the plasma, 

although the BUM feature is still present in Figure 48(a). The electric field time series seems to 

collapse from a high amplitude to its steady state after t = 500. This phenomenon is typical for 

pump frequencies far away from the electron cyclotron harmonics. In this case, a sharp BUM peak 

occurs at a frequency of 0.0085 above the pump. 

Ripple waves on the ion trajectories are found in the cases w, = 0.94 and w, = 0.96. But, 

they are relatively weak and are confined in the regions where the electron are heated. The ripple 

frequency is not constant and possibly, it somewhat relates to the broad bandwidth of the BUM. 

An illustration will be given later in the simulation results at w, = 1.22 and w, = 1.26. 

If the pump frequency steps close to 3f,.-, damping of the pump is expected. However, for 

We = 0.905, the BUM still appears in Figure 49(a). Its peak frequency is about 0.009 above the 

pump. In this case, the pump frequency is 5.5% above the third electron cyclotron harmonic. We 

may expect that an efficient mode conversion of the upper hybrid wave (the pump) into electron 

Bernstein modes, according to Rao and Kaup’s theory (see section 3.8). The energy enhancement 

at higher cyclotron harmonics is large (~ 10dB, similar to the reference case) in Figure 49(b). But, 

no significant power enhancement at lower harmonics. The DM feature is quenched because no PDI 

involving lower hybrid waves occurs. 

Fourth harmonic 

When the pump frequencies step on to the fourth harmonic, the simulated spectra are in general 
  

271t may be embedded in the suspected BUM structure. 
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(a) Power spectrum for the time series from ¢ = 200 to ¢ = 1800. 
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(b) Comprehensive power spectrum from zero frequency to 0.35. (€ = 200 to ¢ = 1800) 

Figure 46: Simulation results at w, = 0.92, with ecenter = ngpsd = 190 and Region II parameters. 
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(b) Comprehensive power spectrum from zero frequency to 0.35. (f = 1000 to ¢ = 2600) 

Figure 47: Simulation results at w, = 0.94, with ecenter = ngpsd = 209 and Region II parameters. 
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(b) Comprehensive power spectrum from zero frequency to 0.35. (¢ = 400 to t = 3600) 

Figure 48: Simulation results at w, = 0.96, with ecenter = ngpsd = 228 and Region II parameters. 
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(b) Comprehensive power spectrum from zero frequency to 0.35. (f = 1000 to t = 2600) 

Figure 49: Simulation results at w. = 0.905, with ecenter = ngpsd = 176 and Region II parameters. 
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very different from the cases at frequencies slightly above 3f.~. We do not spectilate until the 

discussion. Figure 50(a) to (d) show some important simulation results for the case w. = 1.22. 

Region II parameters are used. The electron heating is localized around the pump region and tends 

to extend in negative x-direction (Figure 50(a)). Note that in Figure 50(b), there are some weak 

and irregular ripples superimposed on the ion trajectories below the pump region. The settling time 

of the electric field is similar to the case w, = 0.96. However, the suspected BUM shrinks at least 

by half and shifts next to the pump in this case (Figure 50(c)). The energy levels near the sixth, 

the seventh and the eighth harmonics are enhanced in Figure 50(d). 

Similar spectrum is obtained in Figure 51(a) for the case w, = 1.24. Here, the sudden collapse 

of the electric field at t = 1000 is evident. Unlike the previous case, besides the power enhancement 

at higher harmonics, there is energy enhancement at lower harmonics (Figure 51(b)). 

When the pump further increases to w, = 1.26, the BUM merges with the pump in Figure 52(c). 

The electrons are heated in the pump region and below (Figure 52(a)). The reason of electron heating 

at the right edge of the plasma is unknown. Irregular ripples are present in the ion trajectories below 

the pump region (Figure 52(b)). The energy absorption of the pump is large and the electric field 

takes a long period to settle in this case. The power enhancement at higher harmonics is profound 

in Figure 52(d). 

The BUM disappears when the pump reduces to w, = 1.205. Instead, the DM and UM show 

up in Figure 53(a). But, in Figure 53(b), the low-frequency signature of the PDI involving lower 

hybrid waves cannot be found. Similar spectrum is obtained for the case w, = 1.21 (Figure 54(a)). 

Here, the unknown feature centered at a frequency of 0.02 above the pump appears again. In both 

cases, there are power enhancements at higher harmonics. Some weak ripples are observed in the ion 

trajectories seemingly propagating in both directions from the pump region for the case w, = 1.21. 

So far, the simulation results seem to point out that the DM and UM are associated with the 

parametric decay instability and the bidirectional propagation of lower hybrid waves in the form of 

regular ripples on the ion trajectories. On the other hand, the generation of the suspected BUM 

is related to electron heating in the pump region and below. In all cases, the development of SEE 

features depend on the excitation position in the plasma. We have shown the effect of pump posi- 

tion on the development of the DM and UM. In the following, two different excitation positions are 

simulated at w = 1.205 and w, = 1.22. Their spectra are totally changed when compared with their 

previous cases. 

Different pump positions 

When the pump position is moved near the left edge of the plasma, the BUM appears in the spec- 
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(a) Electron trajectories. 
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(b) Ion trajectories. 

Figure 50: Simulation results at w, = 1.22, with ecenter = ngpsd = 511 and Region IJ parameters. 
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(d) Comprehensive power spectrum from zero frequency to 0.4. (t = 600 to t = 3800) 

Figure 50 (continued). 
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(b) Comprehensive power spectrum from zero frequency to 0.4. (t = 1000 tot = 2600) 

Figure 51: Simulation results at w. = 1.24, with ecenter = ngpsd = 536 and Region II parameters. 

135



Particle position trace of species 1 
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(a) Electron trajectories. 

Particle position trace of species 2 

588 ope   TOTTI a 

L 4 

450 4 
— 

r 7 

“SROOSODLE so 7 SFE ESS 

58 

eof DF A SS ISSO       

8 500 1880 1500 2208 2500 3080 3598 4006 

. Time 

(b) Ion trajectories. 

Figure 52: Simulation results at w, = 1.26, with ecenter = ngpsd = 561 and Region II parameters. 
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Magnified psd in dB (fe= .208) 
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Figure 52 (continued). 

137



Magnified psd in dB (fe= .1921] 

-25 TUTTI TTT TT rT rrp erry yr ry Tt ty tT   

T Raed=ia wteeteia Held 

  

  

C
O
T
 
T
T
T
 

T
T
T
 

T
T
T
 

Py
e 

t
i
r
e
 

d
e
r
i
 

t 
d
a
t
a
 

' ~d
 

uv
 

b
o
a
 

be
     -8a Pepsi spe tae te tet ttt tt tt tt 

-.838 -.825 -.828 -.815 ~-.9148 -.385 a 285 .216 .8t5 628 .825 .939 

Frequency 
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(b) Comprehensive power spectrum from zero frequency to 0.4. (¢ = 1000 to ¢ = 2600) 

Figure 53: Simulation results at w, = 1.205, with ecenter = ngpsd = 493 and Region II parameters. 
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(b) Comprehensive power spectrum from zero frequency to 0.4. (f = 1000 to ¢ = 2600) 

Figure 54: Simulation results at w. = 1.21, with ecenter = ngpsd = 499 and Region II parameters. 
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(b) Comprehensive power spectrum from zero frequency to 0.4. (t = 1000 to ¢ = 2600) 

Figure 55: Simulation results at w, = 1.205, with ecenter = ngpsd = 177 and other parameters 
similar to those shown in Figure 33(a). 
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trum for the case w, = 1.205 (Figure 55(a)). However, in Figure 55(b), there is a sign of the PDI at 

low frequency, and the power enhancement at higher harmonics are less profound. Figure 56 shows 

another case for the excitation position close to the right edge of the plasma. The pump frequency is 

at w. = 1.22. The BUM is present at its nominal frequency with a frequency spike next to the pump. 

Effects of mass ratio and electron and ion temperatures 

Besides the pump positions, the mass ratio and the electron and ion temperatures may have effects 

on the SEE features for the pump frequency slightly higher than nf... The following simulations are 

carried out to investigate these effects. Figure 57 depicts the power spectrum with w, = 0.91 and 

K = 225. Two sidebands show up adjacent to the pump. The lower one is believed to be a weak 

DM, while the upper one is suspected to be the UM. The frequency of the BUM remains almost 

unchanged, but it splits up into two parts. In this case, it seems that the UM can be separated from 

the BUM and the simulated power spectrum resembles more closely the experimental data, where 

the mass ratio of the “real” electrons and O+ ions is 1836 x 16 = 29376. If such a realistic mass 

ratio was used, the DM and UM would move 11.5 times closer than those in Figure 57, provided 

that the frequency resolution is sufficient to separate them out. 

The effect of electron temperature on the BUM is shown in Figure 58(a) to (c) and Figure 

59. First, the electron thermal velocity is decreased by one half. Consistent with the previous 

observation, the electron heating is localized in the pump region and below (Figure 58(a)). Some 

weak irregular ripples are found in the ion trajectories (Figure 58(b)). In Figure 58(c), the spectral 

characteristic of the BUM does not change much, but, a weak DM appears. Next, the electron 

thermal velocity is doubled. The resulting power spectrum is depicted in Figure 59. Again, the 

frequency and amplitude of the BUM do not change. For the effect of ion temperature, Figure 60 

shows the power spectrum with a reduced ion thermal velocity. The amplitude of the BUM slightly 

increases, but its frequency remains about the same. From the above four numerical experiments, we 

may conclude that both electron and ion temperatures as well as the mass ratio have no significant 

effect on the BUM development. It seems that the physical process responsible for the generations 

of the DM and UM is fundamentally different from the BUM. 

In most cases, some irregular waves on the ion trajectories coexist with the appearance of the 

BUM. The broad spectral width of the BUM may be caused by some dispersed interactions inside 

the plasma. Occasionally, deep fades occur within the BUM bandwidth. It may be due to insufficient 

data to densely fill up the whole BUM bandwidth. Thus, if the number of time steps increases, the 

simulated spectrum with the BUM feature may be more similar to the real spectrum. 
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Figure 56: Simulation results at w, = 1.22, with ecenter = ngpsd = 773 and other parameters 

similar to those shown in Figure 33(b). 

5.3.4 Miscellaneous case 

All the above discussions concern the spectral behaviors around the pump frequency when f, is 

close to nf,~. However, we may be interested in some other cases where the pump frequency is far 

away from the electron cyclotron harmonics. The following case corresponds to a commonly used 

heater frequency (5.1MHz) in ionospheric modification experiments. It corresponds to a simulation 

frequency of w, = 1.125. The power spectrum is displayed in Figure 61(a). One cannot find the DM, 

UM and BUM. But, power enhancement occurs at some other frequencies in Figure 61(b). There is 

no significant power enhancement at electron cyclotron harmonics, except the zeroth and the fourth. 

The absorption of the pump energy is high in this case, which is a general fact for the pump wave 

far away from nfe. 

9.4 Discussions 

After performing a large number of numerical simulation experiments to study the SEE, we dis- 

cuss some implications from the simulation results in this section. Since the 1-D plasma used in the 
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Figure 57: Simulation results at w, = 0.91, with ecenter = ngpsd = 186, K = 225 and Region II 

parameters. 

simulations only models the upper hybrid layer, interactions occurring at the reflection layer are not 

considered. Thus, we can only relate the simulation results to the discussions of the DM, UM, BUM 

and quenching of DM in the following. For the observed SEE features in the above power spectra, 

the appearance of the DM is very believable because we have a fairly well developed theory as a 

backup to characterize the DM. However, we need to be careful about the conclusions of the UM 

and BUM in the SEE simulation. The upper sidebands are presumed to correlate with these two 

features since simulations reproduce several characteristics of these features, but they are not 100% 

conclusive. Unless there is a contradiction, either from the experiments or the simulations, to state 

otherwise, we assume that they are the SEE features as demonstrated in the last section. Then we 

can proceed to the following summary about the observations from the SEE simulation. 

1. The downshifted maximum 

It is confirmed from the simulation that the DM is generated by the parametric decay instability 

involving the lower hybrid waves. The lower hybrid waves propagate in the form of regular ripples 

on the ion trajectories away from the pump region. The interaction of these propagating ion ripples 

143



Particle position trace of species 1 

  
a 548 1008 1508 2868 2508 3068 35838 4000 

Time 

(a) Electron trajectories. 
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(b) Ion trajectories. 

Figure 58: Simulation results at w. = 0.91, with ecenter = ngpsd = 181, %- = 0.5 and Region II 
parameters. 
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(c) Power spectrum for the time series from ¢ = 600 to ¢ = 3800. 

Figure 58 (continued). 

and electrons can produce the DM spectrum all over the regions where the lower hybrid waves exist. 

Recall the dispersion of the lower hybrid waves from section 3.8, 

wi = kes + Qin (175) 

where c? = (yekpTe + VikBT;)/m: = yev?,/K + yi:v2,. With the simulation parameters in the 

reference case (vie = 1, v4¢ = 0.0714 and K = 49), the ion acoustic speed cs is 0.277, assuming 

an adiabatic process for both y, and 7; (y = 3). We can estimate the wave number of the lower 

hybrid waves from some data obtained in the reference case. The lower hybrid frequency is 0.0064 

and the frequency offset of the DM peak is about 0.01. Then, &; = 0.174 or A; = 2a/hk; = 36.1. 

The wavelength is approximately equal to the one in the ion phase space at ¢ = 1400 displayed in 

Appendix (C), where a solitary structure shows up in both electron and ion densities. Also from the 

simulation results, it seems that the PDI threshold is dominantly controlled by the ion temperature. 

Using the above dispersion relation, it is straightforward to explain why the DM has a high- 

frequency cutoff at a lower hybrid frequency below the pump. The wave vector k; is in general 

nonzero because of the wave number matching requirement of the PDI. Hence for the PDI involving 

lower hybrid waves, w; > Qry. From the frequency matching of the PDI, wpyy = wo—w < wy—-OQ rH. 
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Power spectrum. (t = 600 to ¢t = 3800) 

Figure 59: Simulation results at w. = 0.91, with ecenter = ngpsd = 181, v:. = 2 and Region II 

parameters. 

Moreover, the lower hybrid frequency approximately depends on 1/K (from (61)). When the mass 

ratio increases, the high-side cutoff frequency of the DM shifts towards the pump. This agrees with 

simulation results. The remaining question is how to set the wave number matching condition. In 

the SEE simulation, the pump wave (upper hybrid wave) parametrically decays into a lower hybrid 

wave and another plasma wave’. All the three wave numbers are nonzero. From the simulation 

results, we observed that the development of the DM and UM depends on the pump position. It 

may suggest that the wave numbers are determined by boundary conditions. We do not exactly 

know what these boundary conditions are and how they affect the development of the DM and UM. 

Theoretically, the DM can occur at all pump frequencies except at the electron cyclotron harmonics, 

whenever the wave number matching condition is satisfied. Nevertheless, these are difficult questions 

that we cannot provide answer for here because the interaction between the pump region and the 

boundaries is highly nonlinear. The propagation of the two decay waves is nonlinear. Furthermore, 

the boundary effects may be different from the 1-D plasma model used in the SEE simulation because 

at the two edges of the plasma, the propagating wave encounters a sharp change of density gradient 
  

28 This is different from the theory proposed by Leyser ({[11] Leyser), which the third wave is an electromagnetic 

wave. We have already mentioned a difficulty in Leyser’s theory about this electromagnetic wave in section 3.8. 
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Power spectrum. (¢ = 600 to ¢ = 3800) 

Figure 60: Simulation results at w, = 0.91, with ecenter = ngpsd = 181, vz; = 0.0357 and Region II 
parameters. 

in the ionosphere, rather than a sharp cutoff of number of particles as in the simulation. A complete 

theoretical treatment may not be trivial. 

The dependence of the offset frequency of the DM from the pump on electron and ion tempera- 

tures can also be understood using the dispersion relation. When the electron and/or ion temperature 

decreases, the ion acoustic speed is reduced. If we assume that k; remains unchanged, the frequency 

of the lower hybrid wave (w;) will follow to decrease. On the other hand, when the electron and/or 

ion temperature increases, w; also increases. This agrees with the simulation results. But, from the 

fact that the decrease of the ion temperature causes more frequency shift than the electron temper- 

ature, it may indicate that 7; is actually much higher than y. or the wave number k; is changed 

by the ion temperature. The dependence of w; on v4- and 4; may account for the empirical depen- 

dence of the frequency offset of the DM from the pump on the pump frequency noted by Stubbe 

(Afpm ~ 2x 10-*f,). As the pump frequency increases, the upper hybrid altitude and hence both 

electron and ion temperature also increase. Since the offset frequency Afpy is in fact the frequency 

of the lower hybrid wave, the DM shifts to lower frequencies as the ion acoustic speed is increased 

by the temperatures. The effect can be significant because the temperature changes rapidly with 
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Figure 61: Simulation results at w. = 1.125, with ecenter = ngpsd = 107 and Region I parameters. 
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altitude in the F-region. However, the relation between Afpaz and the pump frequency may not be 

directly proportional. The derivation has to consider the complicated temperature gradient of the 

ionosphere and the nonlinear relation between the ion acoustic speed and the temperatures in (168). 

The nonlinearity of the interaction inside the plasma can be demonstrated by the fact that the 

propagation speed of the lower hybrid waves reduces as they propagate towards the ends of the 

plasma (as shown in several ion trajectories in the previous section and Appendix (C)). The group 

velocity of the lower hybrid wave is obtained by differentiating (168). 

  
dw; ce? 

Ugi = dk; = wi fk (176) 

Substituting the values calculated above, vg; = 0.212. This roughly equals the propagation speed 

of the outgoing ripples immediately after leaving the pump region in the ion trajectories (Figure 

C-3(j)). But, it decreases rapidly as it approaches the ends of the plasma. The average outgoing 

speed of the lower hybrid waves is estimated to be 0.0925 in the last section. The reduction of the 

group velocity of the lower hybrid wave may be caused by the following reasons. 

e The ratios of specified heat capacities (y. and ¥;) decrease as there is energy exchange between 

the lower hybrid waves and electrons. 

e The formula for the group velocity which is derived from linear theory for a homogeneous 

plasma ({12] Nicholson) is not applicable because the plasma used in the SEE simulation is 

inhomogeneous and nonlinear. 

e There is some dissipative effect inside the plasma that has not taken into account in the 

derivation of the dispersion relation. 

Another observation from the simulation is that the lower hybrid wave seems to propagate more 

strongly towards the high density side. Again, this cannot be shown from the dispersion relation 

and the group velocity of the lower hybrid wave. In fact, many phenomena of the DM feature cannot 

be explained just using linear theory. Here are some of these unanswered puzzles observed from the 

simulation: 

e What causes the bandwidth of the DM? It is not evident from the dispersion of the lower 

hybrid waves. 

e How to account for the fact that the development of the DM is strong when the pump region 

is near the left edge of the plasma and when the pump frequency is close to but less than the 

second and the third electron cyclotron harmonics? 
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Besides the generation mechanism of the DM, the backward mode conversion raises questions 

from the simulation results. We have already discussed in section 3.8 that direct generation of an 

electromagnetic wave in the upper hybrid region is unfeasible. On the other hand, the DM frequency 

can be found when the observation point scans along the plasma around the pump region. In an 

occassion, the DM amplitude can be larger than the pump at a position far below the pump region. 

It is possible that the radiation point of the DM is far below its source point (upper hybrid point), 

and there may be more than one radiation points where the backward mode conversion occurs. Until 

now, we do not have a comprehensive theory of backward mode conversion in the ionosphere. Our 

discussion of the DM radiation has to stop at this stage. However, it needs to be noted that the 

backward mode conversion may act as a selective and filtering process for the spectral shape of the 

DM received on the ground. An electromagnetic code may be required to study this aspect. 

2. The upshifted maximum 

We presume that the UM is observed in the simulation because of the following reasons. It 

is always present with the DM and has an offset frequency from the pump less than the DM. In 

general, the UM is weaker than the DM although in several occassions, the reverse occurs. Most 

probably, its offset frequency from the pump depends on 1//K. The condition for its appearance 

is very similar to the DM. Therefore, we believe that the UM and DM are generated by the same 

process, namely the PDI involving lower hybrid waves. The relatively strengths of the UM and DM 

are determined by the other effects (e.g. boundary conditions) on the excitation position. However, 

unlike the DM, we do not have a reasonable account for the generation mechanism of the UM. A 

theoretical explanation for the UM is needed. It may be similar to the DM and can incorporate 

the above observation. In fact, many questions raised for the DM are also relevant for the UM. 

Whenever the DM and/or UM appear in the power spectrum, some power enhancements at electron 

cyclotron harmonics higher than the upper hybrid frequency are observed. 

3. The broad upshifted maximum 

We cannot completely be sure that the observed broad upper sideband is the BUM?9. Never- 

theless, it is presumed to be the BUM because of the following two reasons: it only appears when 

the pump frequency is slightly higher than nf,., and its bandwidth is broad. These are two of the 
  

29 A difficulty of the SEE simulation involving features other than the DM is that even when some plausible SEE 

features show up in the spectrum, we cannot confidently confirm that they are the structures which we search for. It 

is because until now, the most believable and reasonable SEE theory is the one concerning the DM, as discussed in 

section 3.8. If there is no theoretical justification for the intepretation of the simulation results, it may be easy to be 

fooled by the simulation results due to inappropriate parameter settings. 
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principal characteristics seen in the experiments. However, perhaps due to insufficent data points, 

it does not show a similar spectral shape as observed in the experiments. Besides the difference 

in spectral shapes, the simulation results do not agree with the empirical relation given by Leyser 

(section 2.4 and 3.8). An estimate for the frequency offset of the BUM peak above the pump can 

be calculated as follows. 

Afsum = faum — fo = fo — fee (177) 

For n = 3 and w, = 0.91, Afgum = 0.0018, and for w, = 0.92, Afgym = 0.0034. The observed 

simulated BUM spectra are located far away from these frequencies. In most cases, the BUM 

extends from a frequency offset of 0.006 to 0.013 above the pump. This frequency range remains 

relatively constant for all pump frequencies slightly above nf... Some possible reasons to explain 

this discrepancy are : 

e The broad upper sideband in the SEE simulation does not correspond to the BUM observed 

in the experiments. The BUM may not be generated in the upper hybrid layer. 

e The simulation setup used in the previous results cannot reproduce the BUM feature. 

e Some important dependence of the frequency of the BUM peak on other physical parameters 

is missed from the empirical relation. 

e The empirical formula is in general not applicable to describe the relation of Afguy and fp. 

It roughly agrees with the experiments because of coincidence. 

Since we do not even have a rough but confirmed explanation of the generation of the BUM, it has 

no way to determine the reason of discrepancy between the simulations and experiments. 

Other observations of the simulated BUM are summarized as follows. They show nearly no de- 

pendence on the mass ratio and the electron and ion temperatures. Moreover, its generation does 

not involve the parametric decay instability or the lower hybrid waves. But, from the comparisons of 

Figure 53 and 55, and Figure 50 and 56, the development of BUM is sensitive to the pump position. 

Electron heating can be seen in the pump region and below. Occasionally, some weak and irregular 

ripples appear in the ion trajectories. It may indicate that the development of the BUM involves 

the interaction between waves and both electrons and ions. Also, power enhancements at nearly all 

electron cyclotron harmonics are observed when the BUM exists. Electron Bernstein modes may be 

triggered. 
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4. Quenching of DM 

When the pump frequency is exactly equal to nf,-, the pump wave is heavily damped. No or 

very weak PDI can occur, and the amplitudes of the DM and UM decrease rapidly or they are even 

quenched. Cyclotron damping seems to have been involved in such a case. The electron heating 

is only confined in the pump region. However, power enhancements at higher electron cyclotron 

harmonics are observed. Electron Bernstein modes may be triggered. From these observations, 

it is possible that both of the quenching mechanisms proposed by Leyser and Rao and Kaup can 

simultaneously exist. But, which mechanism dominates the damping cannot be determined from 

the simulations at present. 

For Huang eé al’s thermal OTSI proposal, it is impossible to verify using electrostatic plasma 

simulation. Probably, 1-D electromagnetic plasma simulation may be sufficient to investigate their 

theory. 

5. Other SEE features 

The SEE features which are not generated in the upper hybrid layer cannot be reproduced with 

the ES1G program. Hence, one cannot observe the continuum, DP and BSS in the simulated power 

spectrum®?. As stated in section 3.8, these features are most likely generated in the reflection layer. 

They are left for the future study. 

Under rare circumstances, the secondary SEE features such as 3DM ; 3U M,2DM and split 

DMs are observed in the simulated power spectra. Their developments are not clearly understood. 

But, some of them may be related to boundary effects. 

In conclusion, the DM and UM are evidently generated by the same PDI involving the lower 

hybrid waves, while the generation mechanism of the BUM is still unknown. But, these two types 

of physical processes are very different in nature. They leave different signatures on the power 

spectra and electron and ion trajectories. Hopefully, the above new discoveries about the DM, UM 

and BUM from the SEE simulations can inspire the further theoretical developments of stimulated 

electromagnetic emissions. 

  

30°F ven though the DP had appeared in the simulated spectrum, it could not be resolved with 8192 or 16384 data 

points. 
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6 Summary and conclusion 
  

One-dimensional electrostatic plasma simulation using particle-in-cell technqiue has been per- 

formed to study some of the stimulated electromagnetic emission (SEE) features. Only the upper 

hybrid layer is modeled by the numerical simulation. Other features generated at the reflection layer 

are left the future work. 

In our simulation results, mainly three features which we believe that they correspond to the 

downshifted maximum (DM), upshifted maximum (UM) and broad upshifted maximum (BUM) seen 

during SEE experiments are observed. It is also believed that these SEE features are generated in 

the upper hybrid layer. Amongst the three observed SEE features, the DM is best understood and 

investigated because it has a very believable theoretical explanation to account for its generation. 

It has been proposed by Leyser that the parametric decay instability (PDI) involving lower hybrid 

waves causes the DM feature. From the simulation, we confirmed that most likely, this is a valid 

conjecture. Several mass-ratio tests provide a striking evidence for the dependence of the high- 

frequency cutoff of the DM on the lower hybrid frequency and hence the existence of the PDI 

involving lower hybrid waves. However, detailed investigations of the generation process of the DM 

using the simulation raise a number of puzzles and difficulties in the oversimplified theory proposed 

for the DM. These are: 

e The details of the mode conversion of the O-mode pump into the upper hybrid wave. 

The type of one of the daughter waves generated by the PDI at the DM frequency and the 

location(s) where the backward mode conversion occurs. 

Boundary effects on the wave number matching condition. 

A very limited frequency range around electron cyclotron harmonics for the existence of the 

DM. 

e The bandwidth of the DM. 

The temperature (altitude) dependence of the DM development and structure. 

On the other hand, due to insufficient theoretical foundations at present, the UM and BUM are 

somewhat more difficult to investigate using our present SEE simulations. Since a number of features 

observed in the experiments are reproduced by our simulations, we argue that the observed upper 

sidebands correspond to the UM and BUM. The frequency offset of the UM from the pump is less 

than the DM and the UM always coexists with the DM feature. This leads us to presume that the 
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generation mechanism of the UM is probably related to the parametric instability involving lower 

hybrid waves. But, it is still not clear about its detailed generation process. It is suspected that the 

boundary effects on the wave number matching determine the relative strengths of the DM and UM. 

On the other hand, the BUM leaves a different signature on the power spectrum and the electron 

and ion trajectories from the DM and UM. Its bandwidth is broad and it appears only when the 

pump frequency is slightly above the electron cyclotron harmonics. However, the simulated spectrum 

does not conform to the empirical relation given by Leyser. A number of possible reasons has been 

suggested for this discrepancy. 

The quenching of the DM is also observed in the simulation. It seems that both of cyclotron 

damping and mode conversion of upper hybrid waves into electron Bernstein modes take part in the 

DM quenching. However, it is difficult to determine which one dominates at present. 

Concerning the future work of the SEE simulation, 1-D electromagnetic simulation is suggested 

to find out the detailed structure of the forward mode conversion and to directly verify the results 

simulated by the electrostatic code, as well as to study the backward mode conversion by monitoring 

the reflected electromagnetic waves. Moreover, a 2-D electrostatic or electromagnetic code may be 

used to investigate the interaction between the upper hybrid layer and the reflection layer, in order 

to provide a more comprehensive numerical study of the SEE features. 

More theoretical analysis with the considerations of boundary effects and nonlinear wave prop- 

agation in an inhomogeneous plasma is required. Initial development can be based on simplified 

models! to study some primitive dependence of the DM structure on physical parameters (e.g. 

temperature effect on the PDI threshold and the shape of DM). The ultimate goal is to provide 

theoretical foundations for SEE simulations with more relevant ideas about what to search. 

Regarding future experimental works, it is valuable to have chronological records of the SEE 

spectrum with ionograms at certain preselected frequencies over a day. It is because the spectral 

appearances of different kinds of SEE features at different known ionospheric conditions can provide 

information about the effects of density profile, temperatures, local density peaks”, density cavities 

and irregularities on the development of SEE features. Certainly, it can facilitate theoretical devel- 

opments as well as future SEE simulations to obtain a better understanding of SEE. Only when the 

underlying generation mechanisms of stimulated electromagnetic emissions are completely known, 

we can then use SEE as a diagnostic tool to investigate the ionosphere. 

  

1 For examples, the one used in this simulation work or a modified version with constant densities at both boundaries, 

which is similar to the density profile of the ionosphere. 

2For examples, E and F1 peaks. 
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Appendix 
  

(A) INIT subroutine listing 

This is a FORTRAN subroutine which has been completely rewritten to implement the particle 

position and velocity loading described in section 4.2.4. It is called by the ES1G main program} 

during initialization. The density profile is linear and the velocity distribution is Maxwellian. Quiet 

start is used. The listing of the INIT subroutine is as follows. 

cccecccecccecececceceeececececececececceececeeceeceececceeeccececcececce 
subroutine init (il1,i12,m,q,t,nm,rho0,is) 

c 
c loads particles one species at a time. 
c 
ceccceccececeecececcecceccececcceececececececececeecccecccceccecececcce 
c 

common /param/ nsp, 1, dx, dt, tb, sb, thetab 

real l,vv,fv,dv,df 

real lg, cdf£(500000), dfn 
real m, nm, xmax, xmin, lm, xo, nlm 

common x(500000) ,vx(500000) , vy (500000) , vz (500000) 
common /rnorm/ vthrm(5) ,no(4) ,dfn(4) ,aa,bb,cc 
common /xmap/ ixmap(125000,4) ,n(4) 
real no 

data twopi/6.2831 85307 17958/ 

lm = length with loaded particles. (xmax-xmin) 
xo = midpoint of plasma length (xmint+xmax)/2 
cdf(i) = cumulative frequency for v. 

fv = distribution function for v. 
ixmap(i) = Index (i) represents the current exchanged index of the ith 

particle of the original loading. (used in particle tracing) 

INPUT variables: 

n(is) =number of particles (for each species). 
wp =plasma frequency. 
we =cyclotron frequency. 
qn =q/m charge:mass ratio. 

vti =rms thermal velocity for random velocities. 

nlg =number of loading groups (sharing same ordered velocities). 
nv2 =multiply maxwellian (for ordered velocities) by v**nv2. 
v0 =drift velocity. 

xmin =start position of the plasma (Normalized to 1 when input) 
xmax =end position of the plasma (Normalized to 1 when input) 

dfn =total difference in electron density (normalized to mean density no) 
mode, x1, vi, thetax and thetay are for loading a sinusoidal perturbation. 

velocity contributions thru vti, vt2, vO and vi are additive. a
a
n
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1A complete listing of the program ES1G is available from Dr. W.A. Scales, Room 615, Whittemore Hall, Depart- 

ment of Electrical Engineering, Virginia Tech, Blacksburg, VA 24061. 
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a 
a 

default input parameters: 

data wp,wc,qm,vt1,nlg,nv2,v0,mode,x1,v1,thetax,thetav, 

- xmin,xmax /1.,0.,-1.,0.,1,0,0.,1,.001,4#0. ,1./ 

read species input 

read(17,*)n(is) ,wp,wc,qm,vti,v0,mode,x1,vi,xmin,xmax,dfn(is) 

vthrm(is)= vt1 

t=tan(-werdt/2.) 

112=ilitn(Cis) 

if Cxmin.1t.0.) then 
write(*,*) ’XMIN out of range.’ 
xmin=0. 

endif 

if (xmax.gt.1.) then 
write(*,*) >XMAX out of range.’ 
xmax=1. 

endif 

xmin=xmin*] 
xmax=xmax*] 

lm=xmax-xmin 

q=1m+wp*wp/(n(is)*qm) 
m=q/qm 

=n (is) *m 

xo=0.5* (xmint+xmax) 
no(is)=1.0«n(is)/1m 
dfn(is)=dfn(is) *no(is) 
if (abs(dfn(is)).gt.(2.*no(is))) then 

write(*,*) ’Too big DFN.’ 
dfin(is)=sign((2.*no(is)) ,dfn(is)) 

endif 
if (_im.1t.0.) then 

write(*,*) ’Negative plasma length.’ 
xmin=0. 

xmax=1 
lm=1 

endif 

if (is.eq.nsp) then 
aa=0.5*dfn(nsp)/1m 
bb=no (nsp) -dfn(nsp) *xo/1m 
cc=(0.5#dfn(nsp) *xmax-n(nsp) #1.) *xmin/1m 

endif 

Position loading according to the specified density gradient 

if (dfn(is).ne.0.0) then 

Use quadratic solution for x(i). 

b=n(is)-dfn(Cis)*xo 

c1=(dfn(is) *xmax/2-n(is))*xmin 
do 100 i=1,n(is) 
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c 

10 

11=i-1+i11 

c=cl1-i*lm 

x(i1)=(sqrt (b¥b-2*dfn(is)*c)-b)/dfin(is) 
0 continue 

else 

c Uniform density 
¢c 

A
a
 

R
F
 

a
a
 

a
A
a
n
a
a
a
n
a
 

i1 

ddx=l1m/n (is) 
do 112 i=1,n(is) 

11=i-1+il1 
x(i1)=(i-0.5) *ddx+xmin 

2 continue 

endif 

Load particles in 3D velocity space 

Nondrifting Maxwellian velocity distribution 

first get indefinite integral of cumulative distribution function 
use midpoint rule ~ simple and quite accurate. 

70 

60 

do 70 i=1,n(Cis) 
ixmap(i,is)=i 

continue 

if (vti.eq.0.) then 
i1=i11 

j=1 
do 60 i=1,n(is) 

vx(i1)=0. 
vy (i1)=0. 
vz(i1)=0. 
i1=j1+1 

continue 

goto 61 
endif 

vmax=5 .*vt1 

dv=2.#*vmax/(n(is)-1) 
cdf (1)=0. 
do 30 i=2,n(is) 

vv = ((€i-1.5) *dv-vmax) /vt1 
fv = exp( -.S#vv##2 ) 
cdf (i) = cdf(i-1)+amaxi(fv,0.) 

30 continue 

for evenly spaced (half-integer multiples) values of the integral, 
find corresponding velocity by inverse linear interpolation. 

(vx = vy = vz) 

df=cdf (n(is))/n(is) 
i1=il1 

j=1 
do 40 i=1,n(is) 

fv=(i-.5) *df 
41 if(fv.1t.cdf(j+1)) go to 42 

j=jti 
if(j.gt.({m(is)-1)) go to 45 
go to 41 

42 vv=dv«( j-1+(fv-cdf(j)) / (cdf (j+1)-cdf(j)) )-vmax 
vx(i1) = vv 
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40 
4$ 

a
a
n
a
 

50 
61 

a
a
a
a
 

91° 
c 

vy(il) = vv 
vz(il) = vv 
i1=i1+1 

continue 

continue 

Randomize particle positions and velocities by random 

pair exchange to decorrelate phase space 

do 50 i=1,n(is) 
i11=i-1+1i11 

ii = (n(is)-1)#*rani(Cidum) + il1 
xx = x(il) 

x(i1) = x (ii) 
x(ii) = xx 
ixtemp=ixmap(i,is) 
ixmap (i, is)=ixmap((ii-ili+1) ,is) 
ixmap((ii-ili+1) ,is)=ixtemp 

ii = (n(is)}-1)*rani(idum) + il1 
vxx = wx(il) 

vx(il) = vx ii) 
wx(ii) = vxx 

ii = (n(is)-1)#rani(idum) + i11 

vyy = vy(il) 
vy (il) = vy(ii) 
vy(ii) = vyy 

ii = (nCis)-1)#rani(idum) + il1 

vzz = vz(il) 
vz(il) = vz(ii) 
vz(ii) = vzz 
continue 

continue 

Add perturbation 

loading x(t=0), v(t=0), remember so no dt/2 correction. 

do 91 i=1i,n(is) 
11=i-1+i11 

theta=twopi*mode*x(i1)/1 

x(i1)=x(i1)+x1*cos (thetatthetax) 
vx (i1)=vx(i1)+v1*sin(thetat+thetav) 

continue 

c apply boundary conditions, collect charge density, etc. 
c 

call setrho(il1,il2-1,q,n(is)*q/lm) 
return 

end 
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(B) PSD program listing 

This is a postprocessing program for the ES1G program. It reads the output file ES1G.DAT 

generated by the ES1G program and computes the power spectrum. A variety of selections are 

provided by the PSD program. These include the time series portion for the calculation of power 

spectrum, three options of filtering or smoothing the input/output data, data windows, and three 

different magnifications of the output power spectrum. An example of how to use the PSD program 

can be found in Appendix (C). Here is the listing of the PSD program. 

Aa ooo aa isco iaaiiok 
* program psd.f (Ver. 6) 
AAU SIG aa GK 

By K.T. Cheng 

(28 Mar 1993) 
(29 Mar 1993 revised) 
(4 Apr 1993 2nd revised) 

Calculation of power spectrum using FFT. 

ER ARCH a a he a a ae a ae a ke cae ac a a ake ai ke a a a ake a ke ak a ok fe a a kee a a fe aka ae ae a a ok a oe fe ke ae ae fe a oc ae oe ae ake ae eae ak a 

Declaration of variables 

a
a
n
a
a
n
a
a
a
a
n
a
a
a
n
a
n
a
 

common pi 
common/chkrng/irs,dbmin,dbmax 

real pi,f,edata(65536) , psd(65536) ,datal (131072) ,win(65536) 
real xe(65536) ,xpsd (65536) ,dt,en,n1,t0,t1,t2,edatal,df,ftemp 

real psddb(65536) ,mpsddb (65536) ,fc,deltaf,f1,£2,fmax,fmin 
real emax,emin,efft (131072) ,xp(65536) ,mpsd (65536) ,mr,fcl 
real xe1(65536) ,etemp,psdtemp,psdavg,eavg,dbmin,dbmax,dbtemp 
integer j,jj,k,i,dw,m,nt ,ngpsd,N,ip,ek,j1,j2,nmax,nmin 

integer ir,i1,i2,npl,ms,np2,if1,if2,ideltaf,k1 

integer idm(3),is,rs,irs 

logical data_ex 
character sp*56 
character*40 mlabeli,mlabel2 

pi=3.141592654 
TT ITTTTTTTTt TIT TTT tt TIT TTT ttt TT TT TTT TT TI TTT TTT TTT eT TTT TTT LTT Tet TT Te 

Check esig.dat 

inquire (FILE=’esig.dat’, EXIST=data_ex) 
if (data_ex.eqv..true.) goto 500 
write(*,*) ’esig.dat not found.’ 
stop 

Initialize GKS a 

c 

500 continue 
call OPNGKS 

c 
c Read edata, compute emax & emin 
c 

open(UNIT=8, FILE=’esig.dat’, STATUS=’old’) 
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140 

301 

read(8,*) dt,nt,ngpsd 
if (nt.gt.32768) then 

write(*,*) ’Too many data points!’ 
stop 

endif 

write(*#,140) nt,dt 

format(’No. of read-in data points=’,i5,’, Time-step=’,e10.3) 

do 301 i=1,nt 

read(8,*) edata(i) 
if (i.eq.1) then 

emax=edata(i) 
nmax=i 

emin=edata(i) 
nmin=i 

goto 301 

else 

if (edata(i).gt.emax) then 
emax=edata(i) 
nmax=i 

endif 

if (edata(i).1t.emin) then 
emin=edata(i) 

nmin=i 

endif 

endif 

continue 

close(8) 
CHE HE Re ea he ee ae Re ee He oe Me Se ae oe he hee a a ah oi: he he he ie he he a 2 he he a 2 a a Re oe a a ee oe he ee he he 2 oe ae OK he ae OK OK 

c 

310 

340 

350 

360 

370 

write(*,*)’Select type(s) of data manipulation :’ 
write(*,*)’(1) Smooth read-in electric field.’ 
write (*,*)’(2) Smooth computed fft spectrum.’ 
write(*,*) 

.’?(3) Double no. of data points by linear intepolation’ 
write(*,*)’(4) Do (1) & (2).’ 

write(*,*)’(5) Do (1) & (3).’ 

write(*,*)’(6) Do (2) & (3).’ 
write(*,*)’(7) Do (1),(2) & (3).’ 

write(*,*)’(8) Do none of above.’ 
read(*,*) is 
if (Cis.1t.1).or.(is.gt.8)) then 

write(*,*)’Wrong selection!’ 
stop 

endif 
idm(1)=0 

idm(2)=0 

idm(3)=0 

go to (310,310,310,340,350,360,370,380), is 
idm(is)=1 
goto 380 

idm(1)=1 
idm(2)=1 
goto 380 
idm(1)=1 
idm(3)=1 
goto 380 

idm(2)=1 

idm(3)=1 
goto 380 
idm(1)=1 
idm(2)=1 
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idm(3)=1 
380 continue 

CSO Gok dion doeodiok iobigio ai oeiniiooi oi igi tole iii ie doik 

c 

c Double no. of data points by linear interpolation. 
c 

if (idm(3).eq.1) then 
do 801 i=1,nt 

=ntt+1-i 

edata(kt+k-1)=edata(k) 
801 continue 

do 802 i=1,nt-1 

edata(it+i)=0.5#(edata(iti-1)+tedata(it+i+t1)) 
802 continue 

edata(nt+nt)=0.5*edata(nt+nt~-1) 

dt=dt/2 
nt=2¢nt 

endif 

C3 a toa tok io do eee tek ide io aieioigiacieigioieiaigiei ie acieiiedaoiseiek ti tokay 

c 
c Smooth read-in electric field. 

c 

if (idm(1).eq.1) then 
etemp=edata(1) 

do 810 i=1,nt-i 

eavg=0.25*etempt0.5*edata(i)+0.25*edata(it1) 
etemp=edata(i) 

edata(i)=eavg 
810 continue 

edata(nt)=0.25*etemp+0.75*edata (nt) 
endif 

CR RR I I I RR IC ICR RRR FI I IIE BR BE IR EI 

c 
c Display edata and select data segment for fft. 
c 

col=56 

row=20 

ni=nt/(row-1) 
en=(emax-emin) /(col-1) 
sp=’ 

write(*,200) emax, (nmax-1)*dt,emin, (nmin-1)*dt 
200 format (3x, TIME’ ,6x, EDATA’ ,3x, ’ (emax=’,e10.3,’ 0’,e8.2,’, emin=’, 

e10.3,’ @’,e8.2,’ )’) 

do 210 i=1,row 

if (i.eq.1) then 
ip=1 

else 

ip=nint ((i#1.0-1)#*n1) 
endif 

tO=(ip-1)*dt 
edatai=edata(ip) 
ek=nint ((edatai-emin) /en) 

write(*,220) t0,edatai,sp(:ek) 
220 format(e10.2,’ ’,e10.2,’| ’,a,’*’) 
210 continue 

write(*,*)’Data segment for FFT (must be more than 1 cycle)’ 
write(*,*)’Input start time, end time :’ 

read(*,*) t1,t2 

t1,t2 need not be exact integral numbers of dt because they are 
rounded off to their nearest integral numbers of dt in the following. 

For the whole data bank, enter a
n
a
n
n
a
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c 0,<any number greater than the displayed end time>. 

if (t1.1t.0.0) t1=0.0 
if (t2.gt.(nt-1)#dt) t2=(nt-1)*dt 
ji=nint (t1/dt+1) 
j2=nint (t2/dt+1) 

nj=j2-ji+i 

N=int (log( (nj) #*1.0) /1og(2.0)) 
if (nj.eq.nint (2**(N*1.0))) then 

jj=nj 
goto 150 

endif 

jj=int (2*«* (N*1.0+1.0)) 
150 write(*,*) 

write(*,*) ’Total no. of data points selected = ’,nj 
write(*,*) ’Total no. of data points for FFT =’, jj 

write (*,*) 
.’Total no. of read-in/interpolated data points = ’,nt 

write(#,*) Time step = ’,dt 
write(*,*) ’Grid cell under analysis = ’, ngpsd 

write (*,*) 
TET TiTite litt rit TTT ITI TTI TTT tte TTT TIT TTT TTT TT TT TTT TTP TT Tee Tee ee Le 

Zero patching 

a
a
a
n
g
a
 

do $2 i=1,jj 

if (i.gt.nj) then 
efft(i)=0.0 

else 

efft (i)=edata(ji+i-1) 
endif 

52 continue 

jj2=2+jj 
c 
c Data windowing 
c 

write(*,*) ’Data windowing (select a number):’ 
write(*,*) °(1) square’ 
write(*,*) °(2) Welch (parabolic)’ 
write(*,*) °(3) Hanning (raised cosine)’ 
write(*,*) °(4) Parzen (linear)’ 
read(*,*) dw 

wss=0 
if (dw.eq.1) then 

do 501 m=1,jj 
win(m)=1.0 

501 continue 

goto 100 
elseif (dw.eq.2) then 

do 502 m=1,3j 
win(m)=1.0-(((m#1.0-1)-0.5*(jj*1.0-1)) 

/(0.5*(jj¥*1.0+1)) )**2 
502 continue 

goto 100 

elseif (dw.eq.3) then 
do 503 m=1,jj 
win(m)=0.5*(1-cos(2*pi*(m#1.0-1)/(jj#*1.0-1))) 

503 continue 
goto 100 
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504 

100 

elseif (dw.eq.4) then 
do 504 m=1,jj 
win(m)=1.0-abs(((m#1.0-1)-0.5*(jj*1.0-1)) 

/(O.5#(jj*1.0+1))) 
continue 

goto 100 
else 

write(*,*) ’Wrong number!’ 
stop 

endif 

continue 
CA aie ake ae 2h 2c aie he he ae ae ae she ake afc 2h he ate ae he she ae ae ade he fe he 2c she ae he ae afe ahe ae he he he oe 2 a ae He a a he 2 ae ie ae ae he hk he a ae a aE 2 2 2 I ae ec 2 9 a 

Cc 

c Range selection for psd plots in dB. 
c 

510 

520 

530 

540 

write(*,*)’Select dB range of psd plots :’ 
write(*,*)’(1) Auto range.’ 
write(*,*)’(2) Default range (-10,-70).’ 
write(*,*)’(3) Enter range.’ 
read(*,*) rs 
if ((rs.1t.1).or.(rs.gt.3)) then 

write(*,*)’Wrong selection’ 
stop 

endif 

goto (510,520,530), rs 
irs=0 

goto 540 
irs=1 

dbmin=-70 

dbmax=-10 

goto 540 

write(*,*)’Enter min and max values of dB range :’ 
read(*,*) dbmin, dbmax 
if (dbmin.gt.dbmax) then 

dbt emp=dbmax 
dbmax=dbmin 

dbmin=dbt emp 
endif 
irs=1 

continue 
CH He He a ee He eM He He Me ae ec he he Me Me ae ae ae Oe ae ea fe ae ah He eH he he he ee he ae Oe hc a Me Me he eH Ee oe he ae ah He he He ae ae Oe he he ae oe cok 

c 

c Prepare datal for fft. 
Cc 

101 

c 

do 101 i=1,jj 
wss=wsstwin(i) *win(i) 

datai (it+i-1)=efft (i) *win(i) 
datai1(it+i)=0.0 

continue 

wss=jj*wss 
call fouri(datal,jj,1) 

c Compute psd 

c 

102 

do 102 i=1,5j/2+1 
k=jj/2+i-1 
psd(k)=(datal (iti-1)+#datai(iti-1) 

+datai (iti) *datal(iti))/wss 
continue 

do 112 i=1,jj/2-1 
k=jj*0.5+i*1.0+1 

psd(i)=(datal (kt+k-1) *datal (k+k-1) 
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112 
+datal (k+k)*datai (k+k))/wss 

continue 
CSE Oo IO aE IIS AE OE OI AO A I oR ak 
c 
c Smooth computed fft spectrum. 

c 
if (idm(2).eq.1) then 
psdtemp=psd(1) 
do 820 i=1,jj-1 

psdavg=0. 25*psdtempt+0 .5*psd(i)+0.25*psd(it1) 
psdtemp=psd (i) 
psd(i)=psdavg 

820 continue 
psd(jj)=0.25*psdtempt0.75*psd(jj) 

endif 
do 850 i=1,jj 

if (psd(i).1t.1e-14) then 
psddb(i)=-140.0 

else 

psddb(i)=10*1og10(psd(i)) 
endif 

850 continue 
CeO io a aE OIRO a ERR tok Bak a a a tk a a a a a 
c 
c Scaling for plotting 
c Delta time = dt 

c Delta freq = 1/(jj*dt) 
c 

df=1/(jj*dt) 
do 142 i=1,nt 

xe(i)=(i*1.0-1) *dt 

142 continue 
do 145 i=1,3j 

xe1(i)=(jiti-1) *dt 
145 continue 

do 111 i=1,jj 
xpsd(i)=(-jj*0.5+i)*df 

111 continue 
c 
c Plotting 
c 

call linplot(xe,edata,nt,’Read-in electric field$’,1) 
call linplot(xel,efft,jj,’Selected electric field for FFT$’,1) 
call linplot (xpsd,psd,jj,’PSD$’ ,2) 
call dbplot (xpsd,psddb,jj,’PSD in dB$’ ,2) 

CEES OR a IR RIOR RA a I a I 
c 
c Magnifying plots for psd. 

c 
fmax=0.5/dt 
write(*,*)’Max. plotting frequency = ’, fmax 
write(*,*) 

.’(1) Magnify the whole spectrum by a magnifying ratio.’ 
write (*,*) 

.?(2) Magnify part of the spectrum centered at an input freq.’ 
write(*,*)’(3) Magnify some ranges of the spectrun.’ 
write(*,*)’Select 1,2 or 3 :’ 

read(*,*) ms 
if ((ms.1t.1).or.(ms.gt.3)) then 

write(*,*)’No such a selection!’ 

goto 650 

endif 
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c 

go to (710,720,730), ms 

c (1) Magnify the whole spectrum by a magnifying ratio. 
c 

Cc 

a
a
a
a
a
n
g
a
 

710 

602 

601 

603 

(mr=magnifying ratio; npl=number of points for magnifying plotting) 

write(*,#*) What is the magnifying ratio(>1) for your psd plot?’ 
read(*,*) mr 
mnr=mr*2 
if (mr.le.1.0) goto 650 
if (mr.gt.jj/4.0) then 

write(*,*) ’Too high magnifying ratio!’ 
goto 650 

endif 

ir=int (mr+0.5) 
npl=int ((jj#*1.0)/(ir*1.0)) 
do 601 i=1,ir-1 
do 602 j=1,npl 

i1=(i~1) «nplt+j 
xp (j)=xpsd(i1) 
mpsd(j)=psd(i1) 
mpsddb (j)=psddb(i1) 

continue 
call linplot(xp,mpsd,npl, ’Magnified psd$’ ,2) 
call dbplot (xp,mpsddb,npl, Magnified psd in dB$’,2) 
continue 

i2=jj-(ir-1)*npl 
if (i2.1le.2) goto 650 
do 603 j=1,i2 

i1=(ir-1)*npl+j 
xp(j)=xpsd(i1) 
mpsd(j)=psd(i1) 
mpsddb(j)=psddb (il) 

cont inue 
call linplot(xp,mpsd,npl, Magnified psd$’ ,2) 
call dbplot(xp,mpsddb,npl, Magnified psd in dB$’ ,2) 

goto 650 

(2) Magnify part of the spectrum centered at an input frequency. 

720 

(fc=center frequency; deltaf=frequency range for each plot; 

np2=no. of deltaf you want on each side, including the plot 
at center frequency.) 

write(*,*)’Input fc, deltaf and # of deltaf (all > 0):’ 
read(*,*) fc,deltaf ,np2 
if ((fc.1t.0.0).or. (fc.gt.fmax)) then 

write(*,*) Wrong fc!’ 

goto 650 
endif 
if ((deltaf.le.0.0).or. ((f+deltaf/2).ge.fmax)) then 

write(*,*)’Deltaf out of range!’ 
goto 650 

endif 

if ((np2.1t.1).or. ((f£c+0.5#deltaf+np2*deltaf).ge.fmax)) then 
write(*,*) Np2 out of range!’ 
goto 650 

endif 

if1=int ((f£c-0.5*deltaf) /df+0.5) 
if2=int ((f£ct+0.5#deltaf) /df+0.5) 

ideltaf=if2-if1 
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c Left hand magnification 
c 

do 721 i=2,np2 
ki=-(np2-it1)*ideltaftif1 
if ((kitideltaf).le.0) goto 721 

do 722 j=1,ideltaf 
k=k1+j-1t0.54jj 
xp (j)=xpsd(k) 

mpsd(j)=psd(k) 
mpsddb (j )=psddb(k) 

722 continue 

call lLinplot(xp,mpsd,ideltaf, ’Magnified psd$’ ,2) 
call dbplot(xp,mpsddb,ideltaf, Magnified psd in dB$’,2) 

721 continue 
c 
c Magnified plot at center frequency 
c 

k1i=if1 
do 723 j=1,ideltaf 

k=k1+j-1+0.5*jj 
xp (j)=xpsd(k) 

mpsd(j)=psd(k) 
mpsddb (j)=psddb (k) 

723 cont inue 
call linplot (xp,mpsd, ideltaf, Magnified psd$’ ,2) 

call dbplot (xp,mpsddb,ideltaf, ’Magnified psd in dB$’,2) 

fcl=xp(1)+int (0.5*ideltaf-0.5) «df 
do 726 j=1,ideltaf 

xp(j)=(j-1) *df-int (0.5*ideltaf-0.5) df 
726 continue 

write(mlabel1,727) fc1 
727 format (’Magnified psd (fc=’,f5.3,’)$’) 

write (mlabel2,728) fc1 

728 format (’Magnified psd in dB (fc=’,f5.3,’)$’) 
call linplot(xp,mpsd, ideltaf,mlabel1,2) 

call dbplot(xp,mpsddb, ideltaf ,mlabel2,2) 
c 
c Right hand magnification 

c 
do 724 i=2,np2 

k1=(i-1)*ideltaf+if1 
if (2*(ki+ideltaf).ge.jj) goto 724 

do 725 j=i,ideltaf 

k=k1+j-1+0.5%jj 
xp (j)=xpsd(k) 
mpsd(j)=psd(k) 
mpsddb(j)=psddb (k) 

725 continue 

call linplot(xp,mpsd,ideltaf, Magnified psd$’ ,2) 

call dbplot(xp,mpsddb,ideltaf,’Magnified psd in dB$’ ,2) 

724 continue 

goto 650 

(3) Magnify some range of the spectrun. 
(f1=Start frequency; f£2=Stop frequency; 

f1=0 and f2=0 means to end magnifying.) 

a
a
q
a
a
n
a
a
a
 

730 write(*,*)’Enter start and stop frequencies :’ 
write(*,*)’ (You may repeat as many times as you want;’ 
write(*,*)’ enter 0,0 to terminate magnifying section.)’ 
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¢c 
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a
g
q
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a
a
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a
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a
a
a
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fmin=-(jj/2-1) *df 
do 731 i=1,50 

read(*,*) £1,£2 
if ((f£1.eq.0.0).and. (£2.eq.0.0)) goto 650 
if ((£1.1t.fmin).or. (f1.gt.fmax)) then 
write(*,*)’Start frequency out of range!’ 
goto 731 

endif 

if ((£2.1t.fmin) .or. (f2.gt.fmax)) then 
write(*,*)’Stop frequency out of range!’ 
goto 731 

endif 
if (£2.1t.f1) then 
ftemp=f1 

f1=f2 

f£2=ftemp 
endif 

ifi=int (f£1/df£+0.5) 
if2=int (£2/df+0.5) 
ideltaf=if2-if1 

do 732 j=1,ideltaf 
k=if1+j-1+0.54jj 
xp (j)=xpsd(k) 
mpsd(j)=psd(k) 
mpsddb (j )=psddb (k) 

732 continue 

call linplot(xp,mpsd,ideltaf, ’Magnified psd$’ ,2) 
call dbplot(xp,mpsddb,ideltaf,’Magnified psd in dB$’,2) 

731 continue 

End of magnification section. 

650 continue 
call CLSGKS 

SR EO id ai i a a a aac Io aR a aa a tk a de ek 

Write psddatai.dat 

inquire (FILE=’psddatal.dat’, EXIST=data_ex) 
if (data_ex.eqv..false.) go to 115 

open(UNIT=4, FILE=’psddatai.dat’, STATUS=’OLD’ ) 
close (UNIT=4, STATUS=’ DELETE’) 

115 continue 
open(UNIT=6, FILE=’psddatal.dat’, STATUS=’NEW’ ) 

do 118 i=1,jj 
write(6,*) xpsd(i),psd(i) ,psddb(i) 

118 continue 
close (6) 

end 
Me Me He Me He ae ee he Me He Me he he He Me ae he He he he a A eH HH He oh HH eK HK HK HK HHH HH KH HK KK eK IH HK 

FFT subroutine (From Numerical Recipes, Chapter 12.) 

subroutine fouri(data,nn,isign) 
common pi 
real*8 wr,wi,wpr,wpi,wtemp,theta 

dimension data(2#nn)} 

n=2#nn 
k=1 
do 11 i=1,n,2 

if (k.gt.i) then 
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11 

12 

13 

aa
ga
an
ga
nn
a 

tempr=data(k) 
tempi=data(k+1) 

data(k)=data(i) 
data(k+1)=data(it1) 
data(i)=tempr 
data(it1)=tempi 

endif 

m=n/2 
if ((m.ge.2).and.(k.gt.m)) then 

k=k-m 

m=m/2 
go tol 

endif 

k=k+n 

continue 

mmax=2 
if (n.gt.mmax) then 

istep=2+mmax 

theta=2*pi/ (isign*mmax) 
wpr=-2.d0*dsin(0.5d0*theta) **2 

wpi=dsin(theta) 
wr=1.d0 
wi=0.d0 

do 13 m=1,mmax,2 

do 12 i=m,n,istep 

k=i+mmax 

tempr=sngl (wr) *data(k)-sngl (wi) *data(k+1) 
tempi=sngl (wr) *data(k+1)+sngl (wi) *data(k) 
data(k)=data(i)-tempr 
data(k+1)=data(i+1)-tempi 
data(i)=data(i)+tempr 
data(i+1)=data(i+1)+tempi 

cont inue 

wtemp=wr 
wr=wrewpr-witwpitwr 
wi=witwprtwtemptwpitwi 

continue 

mmax=istep 
go to 2 
endif 

return 

end 

He He he ee He He He A he Me he hee Me he ee Ae ae he ae he He he ic ee oe ah ee he he fe 2 ae 2 a ae 2 ac ae a ea ae 2 2 ae 2 Ae 2 he 2 he afe e 2 a 2 he 2 OK a 9k 

Plotting subroutine for psd in dB. 

(Limited to 2000 points.) 

subroutine dbplot (xdata,ydata,nn,title, ilabel) 
common/chkrng/irs ,dbmin, dbmax 
real xdata(65536) , ydata(65536) , xdatai (2050) , ydatal (2050) 
integer nn,ntotal,nni,k,k1,ilabel 

character#32 title,xlabel 

if (ilabel.eq.0) return 
xlabel=’ $’ 

if (irs.eq.1) then 
call agsetf(’Y/MINIMUM.’ ,dbmin) 

call agsetf(’Y/MAXIMUM.’ ,dbmax) 
endif 
ntotal=nn 

if (nn.gt.2000) then 
ntotal=0 
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k=int (nn¥1.0/2000) 

nni=int ((k*1.0+1.0)*(nn¥*1.0-1998 .0*k)-k*1.0) 

ki=int ((nn1#1.0-1.0)/(k#1.0+1.0)+1.0) 
nni=int ((k1#*1.0-1.0)*(Ck#1.04+1.0)+1.0) 

do 100 i=1,nn1, (k+1) 

ntotal=ntotal+1 

xdatal (ntotal)=xdata(i) 
ydatal (ntotal)=ydata(i) 

100 continue 
do 120 i=(nnit+k) ,nn,k 

ntotal=ntotal+ti 

xdatal (ntotal)=xdata(i) 
ydatal (ntotal)=ydata(i) 

120 continue 
else 

do 140 i=1,ntotal 

xdatal(i)=xdata(i) 

ydatal (i)=ydata(i) 
140 continue 

endif 

if (ilabel.eq.1) xlabel=’Time$’ 
if (ilabel.eq.2) xlabel=’Frequency$’ 
call agsetc(’LABEL/NAME.’,’L’) 
call agseti(’LINE/NUMBER.’ ,100) 
call agsetc(’LINE/TEXT.’,’ $’) 
call agsetc(’LABEL/NAME.’,’B’) 
call agseti(’LINE/NUMBER. ’ ,-100) 
call agsetc(’LINE/TEXT.’ ,xlabel) 

call EZXY(xdatal,ydatal ,ntotal,title) 
call agsetf(’Y/MINIMUM. ’ ,1.e36) 
call agsetf(’Y/MAXIMUM. ’,1.e36) 
return 

end 

Ce aio dia a SSO a ia IO IG GIG ia da IGG Io GR tk 

c 

c Plotting subroutine for psd in linear scale. 

c (Limited to 2000 points.) 
c 

subroutine linplot (xdata,ydata,nn,title,ilabel) 
real xdata(65536) , ydata(65536) ,xdata1 (2050) , ydatai (2050) 
integer nn,ntotal,nni,k,ki,ilabel 

character*32 title,xlabel 

if (ilabel.eq.0) return 
xlabel=’ $? 
ntotal=nn 

if (nn.gt.2000) then 
ntotal=0 

k=int (nn¥*1.0/2000) 
nni=int ((k*1.04+1.0)*(nn*1.0-1998.0#*k)-k*1.0) 

ki=int ((nni#1.0-1.0)/(k#1.0+1.0)+1.0) 

nnti=int ((k1*1.0-1.0)*(k#*1.0+1.0)4+1.0) 

do 100 i=1,nn1, (k+1) 

ntotal=ntotalti 

xdatal (ntotal)=xdata(i) 
ydatai (ntotal)=ydata(i) 

100 continue 

do 120 i=(nnitk) ,nn,k 
ntotal=ntotal+i 

xdatai (ntotal)=xdata(i) 
ydatai (ntotal)=ydata(i) 

120 continue 
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130 

else 

do 130 i=1,ntotal 

xdatal(i)=xdata(i) 
ydatal(i)=ydata(i) 

continue 

endif 

if (ilabel.eq.1) xlabel=’Time$’ 
if (ilabel.eq.2) xlabel=’Frequency$’ 
call 

call 

call 

call 

call 

call 

call 

agsetc(’ LABEL/NAME.’,’L’) 

agseti(’LINE/NUMBER. ’ ,100) 
agsetc(’LINE/TEXT.’,’ $°) 

agsetc(’LABEL/NAME.’,’B’) 

agseti(’LINE/NUMBER. ’ ,-100) 

agsetc(’LINE/TEXT. ’ ,xlabel) 
EZXY(xdatal1,ydatai,ntotal,title) 

return 

end 
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(C) Input/output file formats and examples 

The ES1G program requires only one input file (ES1G.DAT) to set the simulation parameters. 

The ES1G.DAT file uses text format with the following input sequence of parameters. 

ll nsp dt nt ng e, wo iplot 6g mplot(7) 

N Wpo Q qm ve vo mode x1 V1 Zmin Emar dfn 

ngavg ngpsd itavg izavg 

ip(9) 
tani iheight twidth ipicture 

itrace ZOmin XOmar npt 

The number of parameter sets of each species corresponds to the number of species (nsp). The 

parameters, iplot and mplot(7), specify the time-step interval for diagnostic plots and Fourier mode 

numbers for history plots, respectively. The parameter, vy, is the initial drift velocity of the species, 

which is not implemented in the ES1G program. The two parameters, itavg and ixavg, are used 

for time and spatial averaging of density plots. The array, ip(9), specifies which phase space and 

velocity distribution plots of all species are required. The density animation and particle trace plots 

can be activated by setting tant and itrace to 1. The three parameters, theight, twidth and ipicture, 

are associated with the setup of the density animation, where theight and iwidth respectively spec- 

ify the number of vertical and horizontal pixels, and ipicture is the number of frames to show in 

the animation. More detail about other input parameters can be found in the ESIG program list- 

ing and [1] Birdsall. As an example, the input file of the reference case (w. = 0.88) is depicted below. 

75 2 0.2 20000 1024 0.15 0.88 154 31 10000.00000000 
40000 1.172 -0.3 -1. 1.00. 10. 0. 0.05 0.95 1.314 
40000 0.167429 0.00612245 0.020408 0.0714286 0. 1 0. 0. 0.05 0.95 1.314 

7 154 9 3 
100000000 

1 64 256 220 
10.1 0.9 25 

Note that the numerical accuracy of the plasma frequency and q/m ratio of each species is important 

for the charge neutrality of the whole plasma. At least five significant digits should be used. Figure 

C-1(c) shows the effect of the charge difference between the two species. This in turn causes a finite 

electric field other than the pump region in Figure C-1(e). 
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After invoking the ES1G program, three files are generated. The ES1G.DAT file contains the 

electric field data at each time step for the calculation of power spectrum. Its file format is, 

dt nt ngpsd 

First electric field data 

Last electric field data 

The data type of the second and third numbers is integer, while the data type of the time step 

and the electric field data is single-precision real. Note that ngpsd and ngavg specify the observa- 

tion position and the number of adjacent grid points to be averaged for the output electric field. 

The next data file produced by the ES1G program is the file ES1G.IMAGE which is converted to 

another file ES1G.HDF using the HDFCONV program. It is then used for density animation. The 

purpose of such an animation is to investigate the development and propagation of plasma tubulence 

generated by the nonlinear interaction between the pump and the plasma. The format of the file 

ES1G.IMAGE is, 

iy iz it iblack iwhite 

(Normalized density for the first species) } (iz —1)/2 data 

1000 

(Normalized density for the second species) 

All data contained in the file ES1G.IMAGE are integers. The data of the normalized density range 

from 1 to the number of vertical pixels (ty = iheight). The two density profiles share a frame hori- 

zontally, with a blank vertical line in between. The total number of horizontal pixels is ix = iwidth. 

The number “1000” which appears after the last density data of the first species for each frame, 

indicates a separation of the two sets of data. At each horizontal pixel, it corresponds to a density 

value. Then, the HDFCONV program fills the density profiles with the predefined the black and 
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white levels by the two numbers, iblack and itwhite. The total number of pictures is specified by 

it = ipicture. With the sample settings in the above ESIG.INPUT file, the frame size is 64 x 257! 

and the number of pictures is 220, which is barely enough to obtain a coherent movie of plasma 

tubulence. 

The third output file from the ES1G program is the GMETA file, which contains all the diagnostic 

and history plots. Subroutines from NCAR Graphics are used in the ESIG program to generate 

these plots. They can be directly viewed using a graphic terminal, as well as they can be plotted 

to a printer. Figure C-1 and C-2 are some snapshots of the normalized particle densities, charge 

density, potential, electric field, and phase spaces of the reference case at t = 0 and ¢ = 1400. For 

the example settings, the ES1G program generates these diagnostic plots every 1000 time steps or 

200 time units. Figure C-3 depicts the corresponding history plots. 

Finally, as an example illustration of how to use the PSD program, Figure 23(a) and (b) are 

generated by the following selections of the options provided by the PSD program. After invoking 

the PSD program, the data manipulation option (2) Smooth computed fft spectrum is chosen. Then, 

the PSD program will display a text plot of the electric field time series and asks for inputting the 

start time and end time of the data segment for FFT. To generate our desired spectrum, one may 

enter 600,3800. The PSD program goes on to the data windowing and dB range selections. Choose 

(1) Square and then (1) Auto range. The last selection needed to accomplish the run is the styles of 

the magnified plots. Since we want a spectral plot centered at the pump frequency, (2) Magnify part 

of the spectrum centered at an input freq. should be selected. After that, enter the center frequency 

(f.), the total frequency deviation (Deltaf) and the number of Af expansions around the center 

frequency as 0.1/,0.06,3. After the PSD program is terminated, its output plots are contained in 

the GMETA file. 

  

1The ES1G program will automatically add one to the parameter iwidth to make it odd. 
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(b) Ion density 

Figure C-1: Diagnostic plots of the reference case at t = 0. (Initial loading) 
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(d) Potential 

Figure C-1 (continued). 
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(f) Electron phase space 

Figure C-1 (continued). 
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Figure C-1 (continued). 
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(b) Ion density 

Figure C-2: Diagnostic plots at ¢ = 1400. 
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Figure C-2 (continued). 
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Figure C-2 (continued). 
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Figure C-2 (continued). 
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(b) Kinetic energy of electrons 

Figure C-3: History plots. 
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(d) Drift energy of electrons 

Figure C-3 (continued). 
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(f) Thermal energy of electrons 

Figure C-3 (continued). 
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(g) Thermal energy of ions 
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Figure C-3 (continued). 
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Figure C-3 (continued). 
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(D) List of simulated cases 

More than 70 cases have been simulated in this research work. They are summarized in this 

appendix for future reference, including the cases depicted in Chapter 5. Most of the simulated 

results (including the GMETA files containing disgnostic plots, ES1G.DAT files, and ES1G.IMAGE 

files) are stored in a tape and some of important plots are kept in files!. The date of simulation run 

is embedded in their reference name. The simulation parameters are assumed to follow the settings 

according to Table 3, unless specified otherwise. 

  

Case Wo a Wpeo | ecenter | Remarks p 
  

  

  

              

eslgf0515 | 0.0 75 1.172 | 154 eo=0.0 (Noise case) 
eslge0519 | 0.58 | 175.6 | 0.766 | 107 
eslgm0521 | 0.58 | 286.2 | 0.6 287 

eslgc0516 | 0.84 | 75 1.172 | 119 
eslgb0516 | 0.86 | 75 1.172 | 136 
es1gi0520 | 0.87 | 75 1.172 | 145 
eslgh0520 | 0.875 | 75 1.172 | 150 
eslga0511 | 0.88 | 100 1.172 | 154 espan=41 
eslgb0511 | 0.88 | 75 1.172 | 154 espan=41 
esigc0511 | 0.88 | 50 1.172 | 154 espan=41 
eslgd0512 | 0.88 | 65 1.172 | 154 espan=41 
eslge0512 | 0.88 | 75 1.172 | 154 espan=81 

eslgf0512 | 0.88 | 75 1.172 | 154 espan=101 

eslgg0512 | 0.88 | 75 1.172 | 154 espan=61 
eslgh0512 | 0.88 | 75 1.172 | 154 espan=21 
eslgj0514 | 0.88 | 75 1.172 | 154 ngavg=9 
eslgk0514 | 0.88 | 75 1.172 | 154 ngavg=5 

esigl0514 | 0.88 | 75 1.172 | 154 ngavg=3 
eslga0515 | 0.88 | 75 1.172 | 154 eo=0.2 
eslgc0515 | 0.88 | 75 1.172 | 154 eo=0.05 
eslgd0515 | 0.88 | 75 1.172 | 154 eo=0.3 
eslge0515 | 0.88 | 75 1.172 | 154 eo=0.4 
eslga0516 | 0.88 | 75 1.172 | 154 Reference case 

eslga0522 | 0.88 | 106.8 | 0.9 393 
eslge0522 | 0.88 | 75 1.172 | 157 K=100 
eslgg0524 | 0.88 | 75 1.172 | 159 K=225, dt=0.18, nt=25000 
eslga0606 | 0.88 | 75 1.172 | 308 ng=2048 
eslgc0606 | 0.88 | 75 1.172 | 154 ngpsd=104 
eslgd0606 | 0.88 | 75 1.172 | 154 ngpsd=204 
eslge0607 | 0.88 | 75 1.172 | 154 ngpsd=146 
eslgf0607 | 0.88 | 75 1.172 | 154 ngpsd=124 
eslgd0607 | 0.88 | 75 1.172 | 154 ngpsd=64 
  

  

1 Both of them are available from Dr. W.A. Scales. Interested readers may contact him at Room 615, Whittemore 

Hall, Department of Electrical Engineering, Virginia Tech, Blacksburg, VA 24061. Also, for more details about the 

input parameters, please contact Dr. Scales for the simulation log sheets. 
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eslga0608 | 0.88 | 106.8 | 0.9 393 | ngpsd=343 
eslgb0608 | 0.88 | 106.8 | 0.9 393 | ngpsd=443 
eslgc0608 | 0.88 | 106.8 | 0.9 393 | ngpsd=293 
eslgd0609 | 0.88 | 106.8 | 0.9 199 | dfn=0.5 
eslga0610 | 0.88 | 75 1.172 | 154] ue = 0.5 
eslgb0610 | 0.88 | 75 1.172 | 154 | v4; = 0.0357143 
eslgc0610 | 0.88 | 75 1.172 | 154 | v4; = 0.1428572 
eslga0617 | 0.88 | 75 1.172 | 154 | ue = 2 
eslgg0520 | 0.885 | 75 1.172 | 158 
eslgd0516 | 0.89 | 75 1.172 | 163 
eslge0516 | 0.9 75 1.172 | 172 | Third harmonic case 
eslgb0606 | 0.9 75 1.172 | 172 | @p = 8.19 
eslgd0522 | 0.905 | 75 1.172 | 176 
eslgf0517 | 0.91 | 75 1.172 | 181 
eslgh0524 | 0.91 | 75 1.172 | 186 | K=225, dt=0.18, nt=25000 
eslgd0611 | 0.91 | 75 1.172 | 181 | u%. = 0.5 
eslge0611 | 0.91 | 75 1.172 | 181 | vp. = 2 
eslgf0611 {0.91 | 75 1.172 | 181 | v4; = 0.0357143 
eslgg0517 | 0.92 | 75 1.172 | 190 
eslgf0522 | 0.92 | 75 1.172 | 193 | K=100 
eslgh0517 | 0.94 | 75 1.172 | 209 
eslgi0517 | 0.96 | 75 1.172 | 228 
eslgj0517 =| 1.125 | 75 1.172 | 400 | Corresponds to 5.1MHz 
eslgm0518 | 1.14 | 75 1.172 | 417 
esigl0518 | 1.16 | 75 1.172 | 440 
eslgk0518 | 1.18 | 75 1.172 | 463 
eslgb0522 | 1.18 | 33.8 | 1.6 161 
esigi0524 | 1.18 | 75 1.172 | 473 | K=225, dt=0.18, nt=25000 
eslge0609 { 1.18 | 100 1.0 707 
es1gj0520 | 1.185 | 75 1.172 | 469 
eslgn0518 | 1.19 | 75 1.172 ; 475 
eslgk0521 | 1.195 | 75 1.172 | 481 
es1go0518 | 1.2 75 1.172 | 487 | Fourth harmonic case 
es1gl0520 | 1.205 | 75 1.172 | 493 
eslgc0518 | 1.205 | 33.8 | 1.6 177 
eslga0519 | 1.21 | 75 1.172 | 499 
eslgb0519 | 1.22 | 75 1.172 | 511 
eslgf0609 | 1.22 | 100 1.0 773 
eslga0611 | 1.22 | 75 1.172 | 511 | ngpsd=471 
eslgb0611 | 1.22 | 75 1.172 | 511 | ngpsd=551 
eslgc0519 | 1.24 | 75 1.172 | 536 
eslgd0519 | 1.26 | 75 1.172 | 561 

eslgf0519 | 1.48 | 51.1 | 1.42 | 573             
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(E) UH program listing 

The program UH is used to calculate the upper hybrid point (in terms of the grid position) and 

the lower hybrid frequency for a given pump frequency. Its main purpose is to facilitate the setting 

of ecenter for the SEE simulation using the program ES1G. Note that in the program UH, the 

variables, k; and ngo refer to the normalized effective plasma length and the grid point at the center 

of the effective plasma, respectively. Here is the listing of the program UH. 

Cea aaiidga dick iad iegiiieukicak iio 
c program UH.F 
c 
c (Calculation of upper hybrid point 
c for a given pump frequency.) 

c 
c BY kK.T. Cheng (20 FEB 1993) 

C JHE aaa a ado a aa na ta aa aa tok atk 
c 

real K,w,wce,wci,wpe,a,b,wpi,wlh,f,flh 

real kl,ng,dfn,wpeo,ngo,ng2,twopi 

integer is 
twopi=6.283 185 307 

c 
c 

write(*,*)’(1) Use default values’ 
write(*,*)? (k1=0.9,dfn=1.314,ngo=512,ng=1024, wpeo=1.172)?’ 
write(*,*)’(2) Input your own parameters’ 
write(*,#*)’Select 1 or 2 :’ 
read(*,*) is 
if (Cis.ne.1).and.(is.ne.2)) stop 
go to (100,200), is 

100 k1=0.9 
dfn=1.314 
ngo=512 

ng=1024 
wpeo=1.172 

goto 300 
200 write(*,*)’Input kl,dfn,ngo,ng,wpeo :’ 

read(*,*) kl,dfn,ngo,ng,wpeo 

300 continue 
write(*,*) Input K,w,wce :’ 
read(*,*) K,w,wce 
wei=-wee/K 
wpe=sqrt ((wew-wcetwce) /(1+1/K-(wce/w)*(wee/w)/K)) 
wpi=wpe/sqrt (K) 
a=0.5* (wpetwpetwcetwcetwpitwpi) 
b=sqrt ((0.5* (wpe#wpetwce*wce-wpi*wpi) ) **2+(wpe*wpi) **2) 
wlh=sqrt (a-b) 

f=w/twopi 
flh=wlh/twopi 

ng2=ngo+tng*k1*( (wpe/wpeo) **2-1) /dfn 

write(*,*) f=’, f 
write(*,*) wpe=’ ,wpe 
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write (*,*) ’wlh=’,wlh 
write(*,*)’flh=’,flh 
write(*,*) ’ng2=’ ,ng2 
write(*,*) ’woi=’ ,woi 
end 
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(F) HDFCONV program listing 

It is used to convert a ES1G.IMAGE file to a ES1G.HDF file for density animation. Note that for 

a 64 x 257 x 220 animation, the file size of ES1G.IMAGE and ES1G.HDF are typically 350 Kbytes 

and 9.8 Mbytes, respectively. For storage purpose, it is recommended to use the IMAGE files only. 

The listing of the program HDFCONV is below. 

MetrrtTIT TTT TTT Tt TT tt TTI TTT LTT TT TTT Tt tT TTT tt Tere tT Tye | 

c program HDFCONV.F 
Mert TTT iT tri TT i ti rte rete ttt titi tt ete retiree treet 

c 
c By K.T. Cheng 
c 

c For conversion of ES1G.IMAGE to ES1G.HDF for density 
c¢ animation (xds). 
Canoga lok ok ab dai aa aoa dio ia dak aide ie tok 

real image(256,512, 128) 
c 

c 

open(S,file=’eslg. image’ ,status=’old’ ,err=888) 

read(5,*) iy,ix,it,iblack,iwhite 
call hdf(image,ix,iy,it,iblack,iwhite) 
close (5) 

888 stop 
end 

fT ITT Tri t rrr ror t rrr rT ri rrire Tr rer irr rrr titi rrrrertrirteri rrr rrtireri rr 

c 

subroutine hdf(image,ix,iy,it,iblack,iwhite) 

real image(ix,iy,it) 
integer DFSDsetdims ,DFSDputdata,ret 

integer ix,iy,it,temp,shape(3) 

shape (1)=ix 
shape(2)=iy 
shape (3)=it 
ix1=0.5*(ix-1) 
do 100 k=1,it 

do 120 i=i,ixl 
read(5,*) iyl 
do 140 j=1,iy1 

image(i,j,k)=iwhite 
140 continue 

do 150 j=iyiti,iy 
image (i,j,k)=iblack 

150 continue 

120 continue 

read(5,*) iy1 

if (iyi.ne.1000) then 
write(*,*) ’Error in ES1G.IMAGE file.’ 
stop 

endif 

do 160 j=1,iy 
image (ix+1,j,it)=255 

160 continue 
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c 

Cc 

c 

240 

250 
220 
100 

do 220 i=ixi+2,ix 

read(5,*) iyi 
do 240 j=1,iy1 
image (i, j,k)=iwhite 

continue 

do 250 j=iyiti,iy 
image (i, j,k)=iblack 

continue 

continue 

continue 

Write image to HDF file. 

ret=DFSDsetdims (3, shape) 

ret=DFSDputdata(’esig.hdf’ ,3,shape, image) 
if (ret.ne.0) then 

write(*,*)’Error writing HDF file.’ 
endif 

return 

end 
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