
Large-Scale Modeling of Smart Cities Considering the Mutual
Impact of Transportation and Communication Systems.

Ahmed A. Elbery

Dissertation submitted to the Faculty of the
Virginia Polytechnic Institute and State University

in partial fulfillment of the requirements for the degree of

Doctor of Philosophy
in

Computer Science and Applications

Madhav V. Marathe, Co-chair
Hesham A. Rakha, Co-chair

Lenwood S. Heath
Narendran Ramakrishnan

Mustafa Y. El-Nainay

April, 16 2018
Blacksburg, Virginia

Keywords: VANET, Communication, ITS, Large-scale, Transportation, Modeling, Eco-routing
Copyright 2018, Ahmed A. Elbery



Large-Scale Modeling of Smart Cities Considering the Mutual
Impact of Transportation and Communication Systems.

Ahmed A. Elbery

(ABSTRACT)

Intelligent Transportation Systems (ITSs) are key components of the transportation systems within
future smart cities, in which information and communication technologies interact to enhance the
transportation system. By collecting and analyzing real-time data, and applying advanced data
analytics techniques, ITSs can make better-informed decisions, that are sent back to the network
actuators (cars, drivers, traffic signals, travelers, etc.) to solve or at least mitigate the ongoing
transportation problems. In such feedback systems, the communication network is a major com-
ponent that interacts with the transportation applications. Consequently, it is imperative to study
the mutual interactions and effects between the communication and the transportation networks.

The key enabler for such studies is the large-scale modeling of communication and transporta-
tion systems. However, developing such models is challenging, not only because of the intricate
interdependency between the communication and transportation systems but also because of the
scale of these systems that usually covers a city-level network with hundreds of thousands of travel-
ers concurrently moving and communicating in the network. Consequently, in our research, we are
interested in studying the mutual impact of the communication and transportation systems in large-
scale networks while focusing on eco-routing navigation applications that attempt to minimize the
transportation network carbon footprint. Our objectives are: 1) to enable the large-scale modeling
of transportation systems in smart cities including both transportation and communication systems
and 2) to study the mutual interactions between the communication and the transportation systems
in real-world networks. Under this umbrella, we introduced two simulation frameworks to realis-
tically model the communication in vehicular systems. Subsequently, we used them to study the
mutual influence of the communication and transportation system. Moreover, we designed, de-
veloped, and tested a multi-modal agent-based simulation platform which can simulate large-scale
transportation systems. The results show that, in congested road networks, the communication
performance has a significant impact on the transportation system performance. Moreover, they
show that there is a negative mutual impact loop that may lead to a degrading performance of both
systems. Thus, it is important to consider this impact when deploying new ITS technologies that
utilize vehicular wireless communication.
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(GENERAL AUDIENCE ABSTRACT)

In future smart cities, communication network is a major component that interacts with the trans-
portation applications. Consequently, it is imperative to study the mutual interactions and effects
between the communication and the transportation networks. Studying these systems is chal-
lenging, not only because of the intricate interdependency between the communication and trans-
portation but also because of the scale of these systems that usually covers a city-level network
with hundreds of thousands of travelers concurrently moving and communicating in the network.
Therefore, in this dissertation, our main objectives are: 1) to enable the large-scale modeling of
transportation systems in smart cities including both transportation and communication systems
and 2) to study the mutual interactions between the communication and the transportation systems
in real-world networks. Under this umbrella, we introduced two simulation frameworks to realis-
tically model the communication in vehicular systems. Subsequently, we used them to study the
mutual influence of the communication and transportation system. Moreover, we designed, de-
veloped, and tested a multi-modal agent-based simulation platform which can simulate large-scale
transportation systems. The results show that, in congested road networks, the communication
performance has a significant impact on the transportation system performance. Moreover, they
show that there is a negative mutual impact loop that may lead to a degrading performance of both
systems. Thus, it is important to consider this impact when deploying new ITS technologies that
utilize vehicular wireless communication.
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Terminology Clarification

In this dissertation, we cover two different fields: transportation and communication, which use
the same terminologies to refer to different entities or meanings. For example, the terms, node and
link are used in both fields to refer to different entities.

The meaning of these terminologies should be clear from the context. However, to avoid any con-
fusion with these terminologies, throughout this dissertation we will use the term node and link to
refer to transportation entities, where node refers to transportation network node such as intersec-
tion or turning point, and link refers to a road link that connects between two nodes. additionally,
the term routing is used to refer to process of assigning routes to vehicles.

To refer to communication entities, we will use the term communicationnode that refers to com-
munication enabled vehicle or a roadside unit, and the term communication link to refer to links in
communication networks. Sometime, the terms vehicle or station are used also to refer to com-
munication enabled vehicle. To refer to routing in communication networks we use the terms
datarouting, packet routing or routing protocols.

xviii



Chapter 1

Introduction

The population of cities is continuously increasing, especially because of the continuously increas-
ing migration toward cities. The United Nations (UN) reported in [1] that 54% of the population of
the world lives in cities, and the forecasted population will be 66% or higher in 2050. Due to this
tremendous increase in city population, many problems arise in urban cities including scarcity of
resources and increase in urban traffic congestion. The air pollution resulting from this traffic con-
gestion problem will also increase. Moreover, these traffic problems are anticipated to be tangled
up in the infrastructure aging and deterioration [2]. Thus, traffic problems and their consequences
are major challenges facing cities and mega-cities of the future.

Nowadays, cities utilize digital technologies across different functions to overcome these chal-
lenges. Such cities are known as smart cities. The main objectives of smart cities include, but are
not limited to [3]:

• Efficient use of resources

• Environmental sustainability

• Efficient and sustainable transportation

• Better urban planninglivable cities

• Sustainable homes and buildings

In a typical smart city, among the most important objectives is the efficient and sustainable trans-
portation. Efficient transportation does not only improve the transportation and mobility, it also

1
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helps improve the environmental sustainability. For example, many researchers showed that ve-
hicle emissions have become the dominant source of air pollutants, including carbon monoxide
(CO), carbon dioxide (CO2), nitrogen oxides (NOx), and particulate matter (PM) [4]. It is well
known that increasing the severity and the duration of traffic congestion significantly increases the
pollutant emissions and degrades the air quality.

Traffic congestion does not only affect health, it also has important economic impacts. In [5],
the authors expected that by utilizing smart traffic management, in the United States alone, the
elimination of traffic congestion may result in reducing the commuting hours by over 5 billion
hours for drivers, which will save over $121 billion in total delay and fuel. To achieve this smart
traffic management, we have to utilize the information and communication technologies to collect
and process the system information in real time to make the appropriate decisions that can improve
the system.

Therefore, in smart cities, solving transportation problems and improving transportation system
performance does not solely mean building new roads or repairing aging infrastructure or even
using new innovative designs. In addition to all of those, the future of the transportation system
relies on integrating information and communication technologies and applying new computation
methodologies into transportation system to operate the system more efficiently and to maximize
its benefits by better managing its resources. In smart cities, this integration builds what is known as
intelligent transportation systems (ITSs) [2], in which communication network is playing a critical
role that can affect overall system performance. The packet drops and delays in the communication
system can lead to incorrect representation of the transportation system state that may result in
inappropriate decisions and can, consequently, affect the ITS performance.

To show the importance of communication in smart cities, the following sections provide an
overview of the concept of smart cities, smart city architecture, and how this architecture applies
to ITSs as a main component of a smart city.

1.1 Smart Cities: Definition and Architecture

The defining and conceptualizing of smart cities are still in progress. So, in literature there are
many definitions for smart cities [6, 7]:

• A city well performing in a forward-looking way in economy, people, governance, mobility,
environment, and living, built on the smart combination of endowments and activities of
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self-decisive, independent, and aware citizens [8].

• A city connecting the physical infrastructure, the IT infrastructure, the social infrastructure,
and the business infrastructure to leverage the collective intelligence of the city [9].

• The use of smart computing technologies to make the critical infrastructure components and
services of a city, which include city administration, education, healthcare, public safety, real
estate, transportation, and utilities more intelligent, interconnected, and efficient [10].

• A smart city brings together technology, government and society to enable the following
characteristics: smart cities, smart economy, smart mobility, smart environment, smart peo-
ple, smart living, and smart governance [11].

In all the definitions of smart cities, mobility, transportation, and environment are important com-
ponents of smart cities.

From the architectural point of view, because it integrates computational, networking, and physical
processes, the smart city is considered a large-scale cyber-physical system (CPS). Thus, the generic
architecture of smart cities is similar to that of CPSs, shown in Figure 1.1 [12], which is known
as the 5C architecture. Through a sequential workflow manner, the 5C architecture defines how to
construct a CPS from the initial data acquisition to data analytics and final decisions.

Figure 1.1: Cyber-physical systems architecture

In the 5C architecture, the smart connection level is responsible for the first function in the CPS,
which reliably and accurately acquires data from different components or sensors. Then, meaning-
ful information is inferred from the collected data in the conversion level.
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The third level, the cyber level, is considered the central information hub in the CPS architecture.
It collects information from different networked components. With the massive amount of infor-
mation it gathers, specific analytics are used to extract additional information that provides better
insight on the status of individual components as well as over the overall system. Based on this
information and the historical data, the future can be predicted.

In the cognition level, the correct maintenance and operational decisions are made. To make these
correct decisions, it is sometimes necessary to present the acquired knowledge to expert users
through efficient human-machine interfaces and use of artificial cognitive systems (that are capable
to interact with entities at the lower cyber level) for evaluating possible strategies and action plans.

The configuration level takes the decisions made by the lower cognition level and sends them as
feedback to the physical system components. This feedback acts as a control system to apply the
corrective and preventive decisions to the monitored system.

ITS is one of the important sub-systems of smart cities. It is also large-scale CPS. However, its
main objective is to improve transportation and mobility and to mitigate their negative impacts.
The following subsection provides an overview of ITS and its applications.

1.2 Intelligent Transportation Systems

ITS is a core component of smart cities. ITS integrates people, roads, and vehicles by applying
and integrating communications, computers, and other technologies to enhance the transportation
system performance and mitigate the negative impacts of the transportation system on human live.
Building on the new communication and information technologies, data analysis and processing,
ITS builds large, real-time, and efficient transportation management systems.

In an ITS, a network of sensors, microchips, and communication devices work together to collect,
process, and disseminate information about the transportation system. Consequently, the ITS can
make better-informed decisions about either transportation mode selection, departure time selec-
tion, route selection, traffic signal timing optimization, or even building new roadways.

Figure 1.2 [2] shows the main steps and some technologies that are being used for collecting,
processing, and disseminating data in ITSs. The data can be collected using many technologies
including, but not limited to, surveillance helicopters, surveillance cameras, loop detectors, or
vehicle probes. Subsequently, the collected real-time data can be sent to the traffic management
center for analyzing and making systematic decisions. These decisions are then sent to interested
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Figure 1.2: ITS Operation

drivers through either phone, the Internet, guidance and navigation systems, dynamic message
signs, or broadcast to the public on television or radio.

ITS has many applications that are usually arranged in five systems based on their primary func-
tional intent, which are:

• Advanced traveler information systems [3] are the most recognized systems. An ATIS pro-
vides drivers with real-time travel and traffic information, such as congestion information,
accidents, weather conditions, and road repair work. An ATIS can also provide the driver
with some route guidance based on the network conditions, driver preferences, and destina-
tion. In addition, it can provide some information about the availability of parking in the
destination area.

• Advanced transportation management systems (ATMS) are concerned with traffic control
devices (i.e., traffic signals, ramp metering, and the dynamic message signs). For example,
adaptive traffic signal control applies intelligent techniques to dynamically change signal
timings based on traffic demands to achieve better network flow and lower delay. Ramp
metering is the process of regulating traffic entering the freeway using simple traffic signals.
Ramp metering is expected to reduce congestion and, thus, increase traffic speed and volume
on freeways by reducing the demand and by breaking up platoons of cars.

• ITS-enabled transportation pricing systems include electronic toll collection (ETC), through
which drivers can pay tolls automatically via a DSRC-enabled onboard device or tag placed
on the windshield (such as E-Z Pass in the United States). One of the applications in this
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system is congestion pricing where some cities charge vehicles on entering the urban areas
in some peak hours. This charge will help reduce congestion. The HOV lanes are some
mechanisms being used to reduce the congestion by dedicating some lanes to buses and high
occupancy vehicles (HOV). Single occupancy vehicles are also allowed to use these lanes
upon payment.

• Advanced public transportation systems (APTS) aim to help make public transportation a
more attractive option for commuters. To achieve this, the system visually provides com-
muters with the locations and the real-time status (expected arrival and departure times) of
buses and trains. This application utilizes the automatic vehicle location (AVL) applica-
tion, through which public transportation reports its location to the traffic operation center.
Through the AVL, the operators and managers can have a better real-time view of all their ve-
hicles. APTS also include electronic fare payment, which enables travelers to electronically
pay for the trips either by smart cards or mobile phones.

• Vehicle-to-infrastructure (V2I) and vehicle-to-vehicle (V2V) integration enable vehicles to
communicate with roadside units as well as communicating with each other. This cate-
gory has many applications such as Cooperative Intersection Collision Avoidance System
(CICAS), cooperative driving, and incident reporting. V2I and V2V communication also
represent the main infrastructure for collecting and disseminating data to and from vehicles.

1.3 Motivation

From the previous section, it is clear that communication technology is a major component of
ITS, which is responsible for transferring the data from/to different sensors in the network to/from
the management center. The vehicular Ad-hoc network (VANET) [13, 14] is a promising com-
munication technology that is expected to form the communication infrastructure for many ITS
applications. Consequently, when studying ITS in smart cities, it is essential to study the impact of
communication system parameters (packet delay and drop rate) on the performance of the trans-
portation sector.

This impact of communication and transportation will be more significant in large smart cities.
This is because in these cities, the communication networks are expected to have a higher data
traffic load, which can result in lower packet delivery rate and longer packet delay, and conse-
quently, a higher impact on the transportation system performance.
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Moreover, this impact of communication is application dependent, which means that some appli-
cations may be significantly affected by packet delay and/or packet drops, while other applications
may not. For example, safety-related applications such as collision warning applications are very
sensitive to delay and drops. On the other hand, some other applications may not be so sensi-
tive to packet drops and delays. These include congestion notification applications that may work
properly even in case of long communication delays.

Motivated by the above-mentioned importance of communication networks in smart cities, the
main objective of this dissertation is to study the impact of communication network performance
on the performance of large-scale ITS in smart cities, more specifically, we study the impact of
communication network on sustainability of transportation in smart cities.

Since these impacts are application dependent, we selected the feedback-based eco-routing naviga-
tion application. It is a promising navigation technique that attempts to minimize fuel consumption
and emissions by routing vehicles through the most environment-friendly routes. We focus on the
eco-routing application and the mutual impact of vehicular communication and eco-routing in
large-scale road networks.

1.3.1 Why Eco-routing?

The interactivity between transportation and communication is not that simple, it is more intricate.
The reason is that there is a complicated mutual influence between communication and transporta-
tion systems, especially in the ITS applications that can affect vehicular mobility. Feedback-based
routing applications are an example for this category of applications. In the feedback-based rout-
ing applications, TMC collects real-time information about the costs of the roads in the road-map.
Subsequently, it updates its routing trees. Then, whenever a vehicle needs to find a route or needs
to update its current route, TMC finds the best route based on the most recent routing informa-
tion it has. In these applications, if the packet drop rate is too high or the packet delay is too
long, then TMC routing information will not be correctly representing the current network state.
Consequently, the routes it calculates may not be the best routes. In such cases, these routes can
result in increasing travel time or increasing congestion on some roadways, and thereby degrading
transportation system performance.

The mutual impact does not stop at this point. If this scenario continues for enough time, the
congestion will result in increasing the vehicle density, consequently, the competition on the wire-
less medium in VANET medium access control (MAC) layer will increase, which will result in
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degradation in the performance of the communication network. Such a scenario can result in a
performance degradation loop, where the communication performance degrades the transportation
performance, and the lowered mobility performance results in lower communication performance.
This is the first reason why we selected eco-routing navigation in this study.

The second reason behind choosing the feedback-based eco-routing application is the anticipated
economical and environmental benefits of eco-routing navigation techniques. Previous research
showed that one major problem facing smart cities is the environmental and economical impacts
of the transportation sector. The importance of this problem has been studied in many research
efforts in the literature. For example, in 2008, the U.S. Department of Energy mentioned in [15]
that approximately 30% of the fuel consumption in the U.S. is consumed by vehicles moving on
the roadways. In addition, about one-third of the U.S. carbon dioxide (CO2) emissions comes
from vehicles. The 2011 McKinsey Global Institute report estimated savings of about $600 billion
annually by 2020 in terms of fuel and time saved by helping vehicles avoid congestion and reduce
idling at red lights or left turns.

Figure 1.3 shows the total energy consumption by sector from 1950 to 2014 in the US. It shows that
the transportation sector is the second largest consumer according to the U.S. Energy Information
Administration (EIA) [16]. The EIA reported in 2015 that the transportation sector consumes about
28% of the total energy consumed in the USA.

The U.S. Environmental Protection Agency (EPA) reported that approximately 59% of the energy
consumed by the transportation sector is consumed by light-duty vehicles, as shown in Figure 1.4
[17]. It also reported that more than one-quarter of the total U.S. greenhouse gas emissions comes
from the transportation sector, as shown in Figure 1.5 [17].

Figure 1.3: Total energy consumption by sector in the USA



1.3. MOTIVATION 9

Figure 1.4: Transportation energy use by mode Figure 1.5: Gas emissions by sector

1.3.2 The Research Focus

When developing ITS applications in smart cities, it is essential to study and quantify the impact
of communication on the performance of those applications. It is also imperative to consider the
sensitivity of these applications to the communication parameters that include the communication
network type, the network connection speed, the average density of communication nodes (vehi-
cles), the average packet size, and the background data traffic rate in addition to many others. An
important aspect that should be considered as well is the data transport protocols and data routing
protocols that are being used in communication for each application. Moreover, the communica-
tion paradigm (i.e., V2V, V2I, or Hybrid) should be considered.

In fact, considering large-scale modeling of both transportation and communication systems as
well as all the aforementioned communication parameters is too broad a research effort for a single
dissertation study, especially since this is the first study that addresses this impact in a large-scale
system.

Consequently, in our study, we focus on large-scale modeling of smart cities and consider only the
V2I communication paradigm. Compared to V2V and Hybrid VANET communication paradigms,
V2I does not need to consider packet routing and its impact on communication performance. Thus,
the most important part we should consider in this research is the Medium Access Control (MAC)
protocol in VANET. The importance of modeling the MAC in VANET is reasoned to three reasons.
Firstly, the MAC performance is significantly affected by the mobility parameters of the vehicles
such as vehicle speed and vehicle density. Secondly, the MAC layer is the gateway through which
packets exit and enter the communication nodes (vehicles) and since the MAC layer accounts
for these packets in its processing, it can capture some phenomena of the upper layer protocols.
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Thirdly, the MAC layer performance has significant impacts on all upper layer protocols. Thereby,
considering these upper layer protocols without considering the MAC performance parameters will
be an inaccurate representation of these protocols that can lead to incorrect conclusions.

1.4 Research Contribution

In this research, we focus on eco-routing navigation and studying the mutual impact of commu-
nication and eco-routing in large-scale real-world networks. Our main objectives are 1) to enable
the large-scale modeling of vehicular networks in smart cities including both transportation and
communication systems and 2) to study the mutual interactions between the communication and
the transportation systems in large-scale real-world networks.

To achieve these objectives, we started by developing the Vehicular Network Integrated Simulator
(VNetIntSim) which supports small and medium size networks. It shows limited scalability, so it
can not simulate large-scale networks with tens of thousands of cars in the network. Because of this
limitations, we developed and tested a new model that can support large-scale scenarios. We used
both models to study the mutual interactivity of the communication and transportation systems in
large-scale real-world road network.

Moreover, we developed a system that utilizes parallel simulation to model large smart cities and
used it to simulated the city of Los Angles in its morning peak hours.

In addition to these main contributions, we introduced two modifications to eco-routing navigation
technique.

The next subsections give a brief overview of each of these contributions.

1.4.1 VNetIntSim

The first platform, which is published in [18, 19], we call VNetIntSim. This platform integrates two
simulation softwares, namely, INTEGRATION software for transportation modeling and OPNET
for communication modeling. This coupling forms a full-fledged system that is capable of simu-
lating realistic vehicle mobility as well as vehicular communication in a very low level of details
in both transportation and communication systems. In transportation and vehicle mobility area,
this model tracks every individual vehicle every decisecond. It also can model different mobility
phenomena such as lane changing, gap acceptance, and car-following behavior. In addition, it is
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able to model different traffic control strategies including traffic signals, variable message signs on
the road, yield signs, and stop signs. So, it can realistically capture the second-by-second vehicle
speed, acceleration, fuel consumption, and emission levels. It inherits these features from the IN-
TEGRATION software that we use in this model. In the communication area, OPNET can model
and simulate wireless communication and can capture low-level details about packet drop, packet
delay, and data traffic congestion, in addition to detailed statistics in different network layers.

After developing this model, we used it to study the impact of mobility on communication sys-
tem performance at different road speeds. We studied the impact of speed on different network
applications, which include File Transfer Protocol (FTP) and Voice over IP (VOIP). This work is
published in [18].

Then, within VNetIntSim, we built an eco-routing application that is composed of two processes
to realistically model the feedback eco-routing navigation system. Compared to the previous eco-
routing implementations, our implementation simulates the mutual interaction of the communica-
tion and the eco-routing, so, it can capture these mutual interactions and model their impacts on
the system-wide fuel consumption and emissions. We utilized this platform to study the impact
of communication on eco-routing by quantifying the fuel consumption in the cases of different
communication settings. This work was published in [19].

The work we have done in this part of our research is the first research work that studies and
realistically models the mutual interactions between communication and ITS applications. It is also
the first work that quantifies the communication impact on the fuel consumption in transportation
systems.

Our scalability study of the VNetIntSim showed that it is not scalable because of its detailed simu-
lation of communication events which uses a discrete event simulation technique in OPNET. This
technique simulates every single event that happens in every single vehicle, which results in long
simulation time and high memory usage.

1.4.2 Large-Scale Model for Vehicular Communication

Since we are interested in large-scale modeling of communication in vehicular environment, this
scalability issue in VNetIntSim motivated us to develop a new scalable platform to enable the
modeling of large-scale vehicular system. We decided to replace the communication modeling
software, OPNET, by an analytical model for the VANET communication. So, we developed
a new analytical model for the MAC technique in VANET. This communication model utilizes
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Markov chain and queuing theory to estimate the packet drop probability and packet delay based
on the surrounding vehicle density and the average packet generation rate. Then, we validated this
analytical model against benchmark simulation data. The validation showed an accurate estimation
of both the delay and drop probability at different network settings, including different packet
generation rates, different vehicle densities, and different transmission techniques.

Subsequently, to realistically model the communication in vehicular networks, we incorporated
this analytical mode within the INTEGRATION software, which produces our second simulation
platform. A brief description of this model and a preliminarily results for a test network was
presented in the conference on Traffic and Granular Flow (TGF 2017), which will be published
by Springer in the book Traffic and Granular Flow 17”. Another paper about the model has been
accepted for publication in the 2018 IEEE International Conference on Communications Workshop
(ICC2018) and will be published in the conference proceedings.

Then, we used this scalable simulation platform to study the mutual interaction of communication
and transportation systems in a real large-scale transportation network, which is the downtown
area of Los Angles (LA). To achieve realistic modeling, we built the road network and used a
calibrated traffic demand for the morning peak hours in the city of LA. The traffic is calibrated
based on data collected from different sources. The traffic calibration is out of the scope of this
dissertation, interested readers can refer to [20] for more details. The simulation network includes
the road network, traffic signals, and lane striping, in addition to other types of traffic control
such as stop and yield signs. Using this network, we studied the impact of the communication
on the mobility sustainability parameters including fuel consumption, emissions, travel time, and
delay. We also observed the impact of communication on the traffic congestion level at different
vehicular traffic demand rates, and studied the impact of the transportation traffic demand rate on
the performance of communication by quantifying the packet drop rates and delays in the case
of different vehicular traffic demand levels. This work is submitted to the IEEE Transactions on
Intelligent Transportation Systems.

This simulation platform is the first vehicular communication modeler that supports that large-
scale vehicular networks in terms of spatial area and vehicle count, where we use it to model the
downtown area of Los Angles city. The area we modeled is about 133Km2 and the number of
vehicles modeled is greater than 560,000 cars. This is also the first research work that studies
and quantifies the impact of vehicular communication on the eco-routing navigation system at this
scale.
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1.4.3 Modeling of Large-scale Agent-Based Multi-Modal Transportation Sys-
tem

The last main contribution is our proposal, implementation, and testing of a new system that allows
the modeling of agent-based large-scale multi-modal transportation systems. The developed simu-
lation platform combines parallel computing with two transportation modeling methodologies. In
this simulation platform, we used both microscopic and mesoscopic traffic simulation techniques
in such a way enable us to take advantage of the strengths of each approach. We use microscopic
simulation when we have to, to maintain the accuracy, and use the mesoscopic simulation, where
we can, to reduce the computational load. The microscopic simulator provides high accuracy by
tracking the individual vehicles every second. The mesoscopic simulator enables high scalability
in the model by computing average parameters for vehicles. The road links are statically catego-
rized and assigned to either the microscopic or the mesoscopic simulator based on link importance
in the network, which is basically related to their expected traffic load and the variation in the link
parameters. For example, links that are expected to have high speed variation have to be simulated
microscopically, and links with minimal variations are assigned to the mesoscopic simulator. Con-
sequently, the network is divided into two main layers, one for micro-links and one for meso-links.
In addition to these two layers, the system supports different optional transportation modes such as
trains, bikes, and pedestrians. Each simulator runs separately, and all the simulators are managed
by the simulation controller which is responsible for managing, synchronizing, and connecting the
different simulators. We used this system to simulate the whole city of LA. This system model
publication has been published in the 4th International Conference on Vehicle Technology and
Intelligent Transport Systems (VEHITS 2018) [21].

1.4.4 System Optimum Eco-routing

In addition to these main contributions, and based on our study for the eco-routing, we developed
a novel eco-routing navigation system: linear programming stochastic eco-routing (LPS ECO),
which is the first system-optimum model for eco-routing navigation. This model uses linear pro-
gramming and stochastic traffic assignment to minimize the system-wide fuel consumption. Com-
pared to all previous eco-routing models that only consider the route fuel cost, the developed model
accounts also for two other factors in addition to the route fuel cost. It considers the traffic load
on each route to avoid overloading the low cost routes. It also considers the current traffic de-
mand level to load balance this traffic demand over a set of routes. The proposed model also uses
stochastic route assignment instead of utilizing the shortest path. This model has been published
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in the 97th Transportation Research Board meeting (TRB 2017) in [22].

1.4.5 Ant Colony-based Eco-routing

Finally, based on our study of the current implementations of the eco-routing, we realized some
shortcomings that affect its performance in some scenarios. The main reason behind these short-
comings is the lag in the eco-routing feedback system. Thus, we proposed a new eco-routing
system that solves these drawbacks by utilizing Ant Colony Optimization. By enabling vehicles to
share periodic real-time information and applying Ant Colony, the performance of eco-routing is
some network scenarios was improved. This work has been published in the [23].

1.5 Thesis Organization

The thesis is organized as follow:

Chapter 2 is a literature review on the related research areas including the large-scale modeling of
transportation systems, the modeling of communication systems within vehicular networks, and
the related work to the eco-routing navigation system.

In Chapter 3, we introduce the VNetIntSim, which is a simulation platform for vehicular systems
that can be used to study and analyze both transportation and communication phenomenon in
small-size and medium-size networks. Subsequently, Chapter 3 uses this proposed platform to
study the impact of transportation parameters on the vehicular communication, where a simple
intersection road network is used to study the impact of vehicle speed and density on the file
transfer application and voice over IP application.

Then, Chapter 4 builds upon the VNetIntSim framework by using it to study the impact of the
communication performance on eco-routing performance. More specifically, Chapter 4 studies the
impact of packet drop, packet delay, and RSU allocation on the performance of the eco-routing
application and quantifies the fuel consumption in the case of different communication settings
that include communication transmission power and allocation of the roadside units.

Chapter 5 introduces a new scalable simulation platform. In this chapter, we develop an analytical
model that can estimate the communication performance parameters based on the surrounding
network conditions including vehicles count and distribution. Then, this model is utilized to study
the mutual impact of the communication and the transportation in a large-scale network, which is
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the downtown area in the city of Los Angles.

Chapter 6 introduces a scalable framework to simulate multi-modal transportation system in large-
scale transportation system, and applies this system to the overall network of LA. Then, Chapter
7 describes the proposed system optimum eco-routing system and compare its performance to a
shortest path based technique.

Chapter 8 introduces the Ant Colony-based eco-routing, which is a new eco-routing technique that
attempts to improve the performance of eco-routing systems by utilizing Ant Colony optimization
technique.

Finally, the conclusions, findings and future work are presented in Chapter 9.



Chapter 2

Background and Literature Review

Modeling of full-fledged ITS-connected vehicular systems is a multidisciplinary research area that
covers two basic areas, namely, transportation and communication areas. This chapter gives an
overview of these two areas and the previous work related to modeling of full-fledged vehicular
system. Then, it describes the eco-routing navigation technique in details, its implementation in the
integration software and its related literature, as well as the previous work in modeling large-scale
transportation systems.

2.1 Transportation and Communication Inter-dependency

Combining transportation and communication systems together raises many challenges. Among
these challenges, the most important one is considering the mutual impact of the two systems and
how these impacts affect the performance of both of them.

In literature, there are many studies that consider the effect of mobility parameters (vehicle speed
and density) on communication performance such as [24, 25]. However, most of these studies
assume an average vehicle speed and stationary spatio-temporal distribution of the vehicles, which
are not realistic assumptions. Assuming an average speed cannot capture the vehicle’s accelera-
tion/deceleration events in transportation systems, which have an important impact on many appli-
cations such as safety applications [26], which are sensitive to such events. From the transportation
side, the acceleration/deceleration events are imperative to correctly estimate the carbon footprint
of the vehicles. Ignoring these events cannot accurately capture the emissions and fuel consump-
tion of the vehicles.

16
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Moreover, on the communication side, assuming a stationary spatial distribution of the vehicles
ignores the effects of the vehicles’ mobility on the vehicle spatial distribution and its temporal
changes. The vehicle distribution and mobility have significant impacts on communication per-
formance, assuming stationary spatial distribution can mislead to deceptive conclusions, because,
under this assumption, we cannot realistically capture these important impacts.

Communication performance can also affect transportation performance, such as vehicle routing
application, cooperative driving, and intersection control algorithms, especially for applications
that affect or control the vehicle mobility. For instance, in intersection control algorithms, in order
to increase the traffic flow at the intersection and minimize the vehicle travel time, vehicles ex-
change information to find the optimum vehicles’ trajectories to cross the intersection. In the case
of long communication delay or high packet drop rate, vehicles may not get the required informa-
tion in time or may miss some information. As a result, they may make inaccurate decisions that
can result in congestion in the intersections.

This means that there is an intricate interaction between communication and mobility in the vehicu-
lar environment, and we need to capture this interactivity to achieve the correct conclusion. These
interactions depend on the applications, their requirements, in addition to the real-time network
conditions. In this study, we are interested in the eco-routing application and its mutual interac-
tivity with the vehicular communication. Therefore, the next two sections describe the vehicular
communication and the eco-routing navigation systems, respectively.

2.2 VANET Communication

Recent advances in wireless networks have led to a new type of network, the Vehicular Ad Hoc
Network (VANET), which is a form of Mobile Ad Hoc Network (MANET). VANETs are devel-
oped as the communication infrastructure of ITS to significantly improve transportation systems
performance. So, VANET communication is a key enabler for developing new ITS systems that
enhance drivers’ and passengers’ safety and comfort.

By utilizing VANET communication, ITS intends to improve safety on the roads and to reduce traf-
fic congestion, waiting times, fuel consumption, and emissions. For example, warning messages
sent by vehicles involved in an accident enhance traffic safety by helping approaching drivers to
take proper decisions before entering the dangerous crash zone [27, 28]. In addition to safety-
related applications, VANET can also support other non-safety applications. For instance, infor-
mation about current transportation conditions facilitates driving by taking new routes in case of
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congestion, thereby saving time and fuel and reducing emissions [29, 30]. Moreover, VANETs are
designed to support Quality of Service (QoS) for applications that are time-sensitive, such as audio
and video applications. Thus, it enables commuters to have video and/or audio streaming while
commuting.

Vehicular networks allow the communication enabled vehicles, roadside units, and other mobile
devices to communicate in an ad hoc manner. Therefore, using VANET, moving vehicles can
communicate with other vehicles (vehicle-to-vehicle [V2V]), roadside units (RSUs) (vehicle-to-
infrastructure [V2I]), or even hand-held mobile devices (vehicle-to-device [V2D]) using a Dedi-
cated Short Range Communication (DSRC) system. DSRC is an enhanced version of the WiFi
technology suitable for VANET environments. The DSRC is designed to support communication
in vehicular environments, which is characterized by its high mobility that results in rapid topology
changes. DSRC has been standardized by IEEE 802.11p in the 1609 family of standards known as
Wireless Access in Vehicular Environments (WAVE) [31].

2.2.1 VANET Physical Specifications

The DSRC spectrum is 75 MHz assigned by the U.S. Federal Communication Commission to
vehicle-to-X (V2X) communications. Counterpart agencies in other countries have made similar
allocations. This spectrum is divided into seven 10-MHz wide channels as shown in Figure 2.1.
The frequency band 5.850 GHz to 5.855 GHz is reserved. The middle channel (channel 178) is
the control channel (CCH). Channels 172, 174, 176, 180, 182, and 184 are service channels (SCH)
that are intended for general purpose data transfer applications.

Figure 2.1: DSRC channels in the U.S.

While the physical layer of IEEE 802.11p is similar to the IEEE 802.11a standard [32, 33], IEEE
802.11p uses an Enhanced Distributed Channel Access (EDCA) media access control (MAC) sub-
layer protocol that is based on the IEEE 802.11e standard [34], with some modifications to the
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transmission parameters. IEEE 802.11p supports transmission rates up to 54 Mb/s within ranges
up to 1,000 m. In IEEE 802.11p, the EDCA provides quality-of-service (QoS) by supporting four
different traffic Access Categories (ACs), namely, Background (BK), Best-effort (BE), Video (VI),
and Voice (VO). Each AC has different medium access parameters such as Arbitration Inter-Frame
Space (AIFS) and Contention Window (CW) limits.

2.2.2 WAVE Medium Access Technique

The basic MAC technique used by VANET is the EDCA, which is similar to the Distributed Chan-
nel Access (DCA) with a support to quality of service. EDCA supports four traffic access cate-
gories. Every access category works as a stand-alone virtual station that has its own queue and its
own access parameters.

When an AC has a packet to send, it initializes its back-off counter to a random value within a
given range called the contention window (CW ). Then, it senses the medium until it becomes idle.
If the medium continues to be idle for a specific time period called the Arbitration Inter-Frame
Space (AIFS), it counts down its back-off counter. When this counter becomes zero, the AC can
send its frame. Within the same station, two ACs can start transmitting at the same time, this
situation is known as an internal collision. In this case, the higher priority AC will be granted the
transmission, while the lower priority AC will double its CW range and re-initialize the back-off
counter and back-off again.

If two stations start sending at the same time, the collision of the two signals will destroy both the
frames. So, when a station sends a frame, it has to wait for an acknowledgment (ACK). If an ACK
was not received within a specific time period, a collision is assumed, and the station must double
its CW range and tries to retransmit the frame.

More details about the WAVE MAC will be discussed in Chapter 5, where we develop an analytical
model for this technique using Markov chains.

2.2.3 VANET Characteristics and Challenges

Compared to other wireless networks, VANETs are characterized by unique characteristics that
distinguish them.

1. High mobility: cars, which are the VANET communication nodes, are characterized by
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high speed compared to other network types. This high speed makes VANET a dynamic
environment, which brings many challenges to VANET such as frequent communication
link drops and their impact on communication performance.

2. Predictable and restricted mobility patterns: in VANET, node movements are restricted
by the road network and its properties such as the speed limits and road controls (traffic
signals and stop signs). Moreover, node movements are governed by traffic flow theory rules
that relate the speed, density, and flow rate to each other. All these rules and constraints
make the vehicles mobility trajectories predictable, at least in the short term.

3. Rapid topology changes: the high speeds of vehicles lead to frequent network topology
changes. Consequently, it increases the communication overhead due to higher packet re-
transmission rates. Additionally, in the case of multi-hop communication, to adapt to fre-
quent topology changes, the routing protocol overhead will be increased to enable faster
convergence. This increase in network overhead results in higher background packet traffic
demand that significantly affects communication performance.

4. High power availability: in VANETs, vehicles are equipped with batteries that can be con-
sidered as power supplies for all communications and computation tasks. Considering the
low communication power required by the vehicle communication devices and the batteries
energy capacity, these batteries can be considered an infinite power supply for these commu-
nication devices because a battery can supply power for weeks without depleting its energy.

5. Large-scale network size: VANET networks can cover a city level road network, which is
a very large-scale network. Moreover, high vehicle density makes this network size larger
even in the case of small road networks.

Due to these unique VANET characteristics, many challenges need to be addressed to improve
VANET performance. For example, high mobility in the VANET environment results in shorter
communication link lifetimes between moving vehicles, especially for the high relative speed sce-
narios, such as vehicles moving in opposite directions on highways. Therefore, the MAC mecha-
nism in VANETs is designed to support fast link establishment. Considering the time constraints
required by some application such as safety application, the MAC mechanism in VANET is de-
signed to support low latency communications to ensure the service reliability for safety applica-
tions even under high data traffic demand conditions. This feature is enabled in the VANET MAC
by adding the QoS features to the MAC mechanism as described earlier.



2.2. VANET COMMUNICATION 21

An example of these challenges is the frequent neighborhood change due to high mobility. The
frequent change must be considered, for example, in the routing algorithms, which should be
designed to ensure the quality and continuity of services in such high dynamic communication
environments.

One important challenge in VANET is high vehicle density, which results in high contention in
the shared wireless medium. These challenges significantly increase when considering the larger
coverage area allowed in VANET compared to other wireless LAN standards. Consequently, the
medium access control algorithms in VANET must account for this high vehicle density and must
be designed to support the intended service for different applications. The high vehicle density in
VANT brings another challenge to routing because the higher the number of communication nodes
(vehicles), the higher the data routing update volume and, consequently, the higher the routing
overhead.

These challenges must be also considered when designing, developing, and deploying ITS ser-
vices over VANET communication networks. For instance, time-sensitive ITS applications have
to use the proper AC in the MAC layer such as audio or video ACs to satisfy the required time
constraints. Moreover, ITS services design should consider the network scenarios in which these
services are intended to work. For example, efficient navigation services are important in high
congested road networks, in which vehicle density is expected to be very high, and here, com-
munication performance is most probably low, including high packet drop rate and longer delay.
Thus, such navigation services must be designed to work efficiently over this low communication
performance.

2.2.4 Eco-routing Application Requirements and Communication Perfor-
mance

Current network protocols are able to handle both failures and congestions. For example, some of
the link layer protocol provides reliable services by supporting frame retransmission in the case of
transmission error or collisions. In the higher level, routing protocols are able to handle commu-
nication link failures by finding alternative routes. One important failure recovery and congestion
control is in the reliable transport service provided by the transmission control protocol (TCP)
[35, 36] in the transport layer, which can handle any problems with the end-to-end packet deliv-
ery by identifying and retransmitting any dropped packets. Additionally, TCP is able to handle
congestions in the communication network by utilizing congestion control mechanisms. However,
the way the network handles failures and congestions does not completely satisfy the requirements
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of traffic and services in the ITS applications [37]. According to the applications and services
requirements published in [37], the vehicle routing application to private users can work properly
with information delivery delay between 5 to 15 seconds at normal and low vehicular traffic con-
gestion levels. In emergency conditions, this delay can be 25 to 40 seconds. Different applications
have different time constraints and requirements, especially safety-related applications.

In our work, we focus on the feedback-based eco-routing navigation system as an ITS application.
Our study in the next chapters shows that, in some scenarios, the eco-routing packet delivery de-
lay can exceed these time requirements to hundreds of seconds. The reason is that in the case of
V2I, vehicles may not be covered by RSUs. And in the case of congestion, the speed is very low.
Considering these two reasons together, one can realize that vehicles may need a longer time to
become connected. During these periods of disconnectivity, vehicles cannot send or receive nav-
igation updates, which can result in longer information delivery delay to or from vehicles. This
delay can significantly affect the performance of the eco-routing navigation system. On the other
hand, by using V2V and hybrid communication techniques, this delay can be much shorter, be-
cause vehicles themselves work as relays for other vehicles. Thus, most of the time, vehicles will
have connectivity either directly (through a direct connection to RSUs) or through other vehicles
using multi-hop routes. However, in these cases, because vehicles relay information to/from other
vehicles, the background data traffic overhead will be higher. In addition to this, the required rout-
ing protocols will also increase the background data traffic overhead in order to exchange network
topology information. This high background packet generation rate directly affects communication
performance by increasing the packet delay and drop rate.

Such degradation in communication performance can significantly influence the performance of
the eco-routing navigation system, and consequently, the transportation system-wide performance.

2.3 Modeling of Connected Vehicles: Literature Review

The necessity of integrating a full-fledged traffic simulator with a wireless network simulator to
model the cooperative ITS systems built on V2X communication platform has been recognized
for a decade. A number of attempts have been made within recent years to develop an integrated
traffic simulation platform that allows vehicles mobility conditions to be dynamically adapt to the
wirelessly received messages. Two different approaches have been considered by researchers to
facilitate this interoperability.

One common approach was to embed well-known vehicular mobility models into established net-
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Table 2.1: Integrated Simulators Summary

Traffic Sim. Network Sim. Integrated Simulator
VISSIM NS-2 MSIE [41]
SUMO NS-2 TraNS [42]
SUMO OMNET++ VEINS [43]
SUMO NS-3 OVNIS [44]
SUMO NS-3 iTETRIS [45]

work simulators. These features are sometimes combined with the original simulator as separate
functional modules or APIs. For example, Choffnes et. al. [38] integrated the Street Random Way-
point (STRAW) model into the Java-built scalable communication network simulator SWANS,
which allowed parsing of real street map data and modeling of complex intersection management
strategies. A collection of application-aware SWANS modules, named ASH, were developed to
incorporate the car-following and lane-changing models providing a platform for evaluating inter-
vehicle Geo-cast protocols for ITS applications [38, 39]. Following a similar approach, the com-
munication network simulator NCTUns extended its features to include road network construction
and microscopic mobility models [40]. More recently, NS-3 has been engineered to incorporate
real-time interaction between a wireless communications module and vehicular mobility models
using a fast feedback loop.

A different approach is to integrate two standalone simulators - a traffic simulator coupled with a
wireless network simulator. The choice of traffic simulators considered by the community for cou-
pling in this manner included CORSIM, VISSIM, and SUMO, whereas network simulators ranged
over NS-2, NS-3, QUALNET, and OMNET++. Table 2.1 summarizes some of these integration
attempts.

CORSIM is a commercial traffic simulator that does not provide dynamic routing capabilities,
while VISSIM does provide some dynamic routing capabilities. These are limited compared to the
INTEGRATION software, which provides a total of ten different routing strategies ranging from
feedback to predictive dynamic routing. Consequently, both CORSIM and VISSIM do not provide
sufficient routing algorithms for testing in a connected vehicle environment. The first attempt of
integrating two independent open source traffic and wireless simulators was TraNS (Traffic and
Network Simulation Environment) [42], which combined SUMO and NS-2. Later, VEINS [43]
also adopted the open source approach of TraNS by combining the network simulator OMNET++
with SUMO. VEINS allowed for interaction between the two simulators by implementing an in-
terface module inside OMNET++ that sends traffic mobility updating commands to SUMO. For
example, VEINS could impose a given driving behavior to a particular vehicle upon receiving
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wireless messages from another vehicle. Most recently, the Online Vehicular Network Integrated
Simulation (OVNIS) [44] platform was developed, which coupled SUMO and NS-3 together and
included an NS-3 module for incorporating user-defined cooperative ITS applications. OVNIS ex-
tends NS-3 as a ”traffic aware network manager” to control the relative interactions between the
connected blocks during the simulation process. Last but not least, iTETRIS [45] moves one step
beyond the state-of-the-art solutions and overcomes one limitation that is present in Trans, VEINS,
and OVNIS by providing a generic central control system named iCS to connect an open-source
traffic simulator with a network simulator, without having to modify the internal modules of the
interconnected simulation platforms.

In this area, we developed two simulation platforms. The first, VNetIntSim, is capable of modeling
the vehicular communication in small and medium size. It can capture low-level details in both
communication and transportation systems. This model will be presented in Chapter 3 and then
developed to include the eco-routing application to realistically model the impact of the commu-
nication on the eco-routing performance in Chapter 4. The second platform utilizes an analytical
model to estimate the communication parameters in the vehicular network based on the surround-
ing network conditions, which is presented and used in Chapter 5.

2.4 Eco-Routing

Previous studies have shown that standard navigation systems can provide travelers accurate min-
imum path calculations based on either the shortest distance or the shortest travel time and that,
by using these systems, we can achieve some fuel savings [46]. However, previous studies have
also shown many cases where the shortest distance route can produce higher fuel consumption and
emission levels due to road grade or higher congestion levels. Similarly, using the shortest travel
time routes may also result in higher fuel consumption and emission levels. An example for this
case was demonstrated in Ahn and Rakha [47], where significant savings in fuel consumption and
emission levels were produced by using longer-time and shorter-distance arterial routes.

In the last two decades, the environmental and economical impacts of the transportation sector
attracted the attention of scholar community. So, the research community devoted much research
effort to sustainable mobility to save fuel consumption and emissions. Thus, eco-routing navigation
techniques were introduced to minimize fuel consumption and emissions in transportation systems
by utilizing the route fuel cost as a metric, based on which the most environmentally friendly route
will be selected.
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Developing and deploying eco-routing navigation techniques is very challenging. One major chal-
lenge is the estimation of the route fuel cost. This challenge comes from the fact that the route fuel
cost is a function of many parameters, including route characteristics (i.e., length, maximum speed,
grade), vehicle characteristics (e.g., weight, shape, engine, and power), and driving behavior. It
has been proven that it is too difficult to combine all these parameters in one model, especially
because many of these parameters are stochastic and there is a complex dependency among all
of them. Therefore, the best way to calculate the route cost is to use feedback from the vehicles
moving on these routes. These data can be collected in real-time and fused with historical data to
estimate the route fuel cost and, consequently, calculate the best route for the vehicles traveling in
real time [48, 49]. This feedback system is simple and accurately estimates the route cost. But,
on the other hand, it requires a communication infrastructure through which this information can
be exchanged. In addition to communication, vehicles should be capable of quantifying the fuel
consumption for each road link.

Eco-routing was proposed in [17] to select the route with the lowest total fuel consumption and
thus the lowest total CO2 emissions. The authors in [17] used the street network in the city of
Lund in Sweden. They classified the consumption factor into 22 street classes for peak and none
peak hours and used 3 vehicles classes. This results in a 4% average saving in fuel consumption.
Ahn and Rakha in [50] showed the importance of route selection on fuel and environment, by
demonstrating through field tests that an emission and energy optimized traffic assignment based on
speed profiles can reduce CO2 emissions by 14% to 18% and fuel consumption by 17% to 25% over
the standard user equilibrium and system optimum assignment. In [46] is an attempt to minimize
the vehicle fuel consumption and emission levels; the authors proposed a new set of cost functions
that include fuel consumption and emission levels for road links. In [48], the authors introduced
a stochastic, multi-class, dynamic traffic assignment framework for simulating eco-routing using
the INTEGRATION software [51]. They demonstrated fuel savings of approximately 15% using
two scenarios. In [49], the authors developed an eco-routing navigation system that uses both the
historical and real-time traffic information to calculate the link fuel consumption levels and then to
select the fuel-optimum route. However, the authors did not consider the communication network
and its influence on system performance.

2.4.1 Eco-routing User-Equilibrium Model

All previous eco-routing models use shortest path techniques, so they are basically user-equilibrium
models, which try to minimize individual vehicles fuel consumption. The user-equilibrium model
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for eco-routing can be defined as follows. Given a road network directed connected graph G(N,L,C),
where N = {1,2, ...,n} is a set of n road network nodes, L = {li j : i, j ∈N} is a set of l directed road
links, and the road link costs C = {Ci j : Li j ∈ L} is a positive real-valued cost function C : L→ R+.
Let a vehicle trip from source node s ∈ N to destination node d ∈ N. Then, the user-equilibrium
eco-routing computes the path P, which is a sequence of road links P ⊂ L, for this individual
vehicle that minimizes the vehicle fuel consumption i.e., minimize ∑li j∈PCi j. This shortest path
problem can be easily solved using the Dijkstra’s algorithm [52].

This problem can be also solved using integer linear programming as shown in equation 2.1. The
variable xi j is either 0 or 1 that identifies whether link li j will be included in the shortest path.

minimize ∑
i j∈N

xi jCi j

subject to : ∑
j

xi j−∑
j

x ji =


1 if i = s
−1 if i = d ∀ i ∈ N; k ∈ F,
0 otherwise

(2.1)

This integer linear program can only work for single traffic demand, i.e., all vehicles move from
the same source to the same destination.

All previous eco-routing implementations use shortest path algorithm and focus on how to compute
the cost function, C. One technique, which is used in [49, 53, 54], is to develop a mathematical
model based on road link parameters (vehicle density and vehicle speeds). However, developing
mathematical model for fuel cost that captures all transportation phenomena and stochasticity is too
hard, as we mentioned earlier. Thus, one accurate and simple technique is to use real-time feedback
from vehicles currently on the network. This feedback technique is enabled and facilitated by the
vehicular communication technology, which enables vehicles to communicate to each other or to
centralized entities.

A general disadvantage of the user-equilibrium models is that it can result in overloading the best
routes, which increases the system-wide fuel consumption. These user-equilibrium models try to
overcome this problem by periodically updating the link costs and recompute the routes, which
result in changing the best routes, consequently reducing the load on the previous best routes. But
on the other hand, these periodic updates produce the vehicle route oscillation problem, that we
will describe in detail in section 2.5.4.

In Chapter 7, we utilize the feedback technique to develop a system-optimum eco-routing model,
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which considers the vehicle traffic load on each road link and current traffic demand levels in
addition to the fuel consumption costs. The model we developed supports multiple traffic demands
from different source to different destinations. Thus, we developed it as a linear program and used
stochastic route assignment to build the vehicle routes.

2.4.2 Eco-routing: Mobility and Communication

Feedback-based eco-routing is an example of ITS applications that have both directions of inter-
action between mobility and communication network. In one direction, the routes of the vehicles
that are generated by the TMC determine the vehicles’ mobility trajectories and the vehicle spatial
distribution on the road network, which are important mobility parameters that can affect the com-
munication performance. In the other direction, these routing decisions are made based on the data
collected from the moving vehicles. The correctness and the accuracy of these routing decisions
are determined by the completeness and accuracy of the data, which are affected by packet drop
rate and delay in the communication network.

Thus, in this thesis, we are interested in feedback-based eco-routing and the mutual impact of
the communication network performance and eco-routing performance. To accurately capture
this, we need a high fidelity model especially for the eco-routing parameters, namely the link
fuel consumption cost. So, to achieve high fidelity levels, we decided to use a microscopic traffic
modeling tool, INTEGRATION software [48], which uses the VT-Micro model [55] for computing
the fuel consumption and emissions based on the vehicles instantaneous speed and acceleration.
The second-by-second instantaneous speed and acceleration enable the model to capture events
that can affect the fuel consumption, thereby, accurately estimating the link costs.

The next section gives an overview of the eco-routing implementation in the INTEGRATION
software and the fuel consumption model it uses.

2.5 Eco-routing in INTEGRATION software

In the INTEGRATION framework, eco-routing is developed as a feedback system. It assumes
that the vehicles are equipped with GPS systems and communication systems. Moreover, vehicles
are assumed to be capable of calculating the fuel consumption for each road link it traverses and
communicating this information to the TMC. In INTEGRATION, the fuel consumption rate and
emission rates of each vehicle are calculated every second based on the instantaneous speed and
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acceleration. As shown in Figure 2.2, every decisecond, the speed and the acceleration of each
vehicle are calculated as well as the vehicle’s fuel consumption rate. The fuel consumption is
accumulated for each road link. Then, whenever the vehicle finishes that link, it updates the link
cost in the TMC directly.

Figure 2.2: Eco-routing without the Communication

2.5.1 Estimating Vehicle Fuel Consumption

The INTEGRATION modeler computes a number of measures every decisecond including the
fuel consumed, vehicle emissions of carbon dioxide (CO2), carbon monoxide (CO), hydrocarbons
(HC), oxides of nitrogen (NOx), and particulate matter (PM) [48]. The granularity of decisecond
computations permits the steady-state fuel consumption rate for each vehicle to be computed each
second on the basis of its current instantaneous speed and acceleration level. INTEGRATION
computes the fuel consumption and emission levels using the VT-Micro model [56] which was
developed as a statistical model from experimentation with numerous polynomial combinations of
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speed and acceleration levels to construct a dual-regime model, as demonstrated in Equation 2.2.

F(t) =



exp

(
3
∑

i=1

3
∑
j=1

Li, jvia j

)
i f a > 0

exp

(
3
∑

i=1

3
∑
j=1

Mi, jvia j

)
i f a < 0

(2.2)

Where Li, j are model regression coefficients at speed exponent i and acceleration exponent j,
Mi, j are model regression coefficients at speed exponent i and acceleration exponent j, v is the
instantaneous vehicle speed in (km/h), and a is the instantaneous vehicle acceleration (km/h/s)
[56].

To calculate the vehicle speed, the INTEGRATION software uses the Van Aerde car-following
model [57] which considers the headway between the subject vehicle and the leading one, while
considering the speed of this leading vehicle as well. Based on the current and new speed, the
required acceleration can be computed. However, INTEGRATION ensures a realistic estimation of
the vehicle acceleration by using a variable power vehicle dynamics model to estimate the vehicle’s
tractive force. Consequently, it implicitly accounts for gear-shifting on vehicle acceleration. More
specifically, the model computes the vehicle’s tractive effort, aerodynamic, rolling, and grade-
resistance forces, as described in details in the literature [58], [59]. More details about this car
following model will be introduced in Chapter 6

2.5.2 Initial Route Assignment

Initially, when the network is empty, the fuel consumption is computed assuming the vehicle travels
at the roadway free-flow speed. The rationale is that the routes are initially empty and the vehicles
will use the maximum speed. INTEGRATION also uses the route grades such that alm = gGlm ,
where g is the gravitational acceleration (9.8067m/s2) and Glm is the grade along link lm.

This assignment will be then updated based on the information received from the individual vehi-
cles, where each vehicle is assumed to be able to measure its fuel consumption level along each
link and able to send this link fuel-cost to the TMC.
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2.5.3 Updating the Route Cost

If route Rn consists of k links, the total route fuel consumption level FRn is the summation of the
fuel consumption of the constituting links as expressed in Equation 2.3

FRn(t) =
k

∑
m=1

Flm(t) (2.3)

where Flm is the fuel cost for the link lm at the current time.

As mentioned before, Flm is based on the free flow speed cost. Then this value is updated whenever
a vehicle exits link lm. INTEGRATION uses a smoothing factor α to update link fuel consumption
cost. So, whenever the TMC receives a new cost Cm for link lm it uses α to update the links cost
as:

Flm(t +1) = (1−α) Flm(t)+α Cm (2.4)

A typical value of α in INTEGRATION is 0.2.

2.5.4 Route Oscillation

INTEGRATION periodically updates the routing trees. This updating period is a user-specified
parameter. During this updating interval, the link costs are continuously updated based on the cost
information received from the en-route vehicles.

It is important to mention that the eco-routing implemented in INTEGRATION is a user equilib-
rium algorithm. That is, every vehicle tries to minimize its fuel consumption by using the best
available route from its current location to it destination based on the latest routing tree. Exper-
imental results showed that using the same link cost Flm for all the traffic demands in this user
equilibrium technique results in overloading the best route during the tree updating interval while
leaving the other route underutilized. This over-utilization of the best route produces higher con-
gestion level on this best route, resulting in lower speed and higher fuel consumption on the links
constituting it. So, in the next updating interval, this route will be of a high cost, consequently, ve-
hicles will prefer another optimum route. This process produces route temporal oscillation among
a set of route choices.



2.6. MODELING OF LARGE-SCALE TRANSPORTATION NETWORKS 31

To avoid this temporal oscillation across route choices, the user can introduce a white noise error
function into the link cost function. More specifically, a user-defined error factor f is used as a
coefficient of variation to add some error to the fuel cost of the links, subsequently, to the tree
building and the route selection algorithms. The error value added to the link cost is a randomly
selected point from the standard normal distribution N(0,σ), where σ is the standard deviation and
σ = f Flm .

If the cost along alternative routes are very close, this white noise allows vehicles to select slightly
sub-optimum routes, and, thus, distribute the traffic across a set of alternative sub-optimum routes
instead of using a single optimal route. Simulation results showed that in most cases using f values
between 0.05 and 0.2 always give lower fuel consumption than using the exact link costs.

2.6 Modeling of Large-Scale Transportation Networks

The benefits of modeling large-scale transportation networks have attracted the scholars’ attention
over the last three decades. They use many techniques to model transportation systems. These
techniques can be categorized into three basic simulation techniques; macroscopic, microscopic
and microscopic modeling algorithms.

2.6.1 Traffic Modeling Techniques

Macroscopic modeling techniques compute the average number of vehicles traversing each road
links based on which the average link parameters can be computed, including speed, travel time,
fuel consumption, and emissions. Because of this simplicity, macroscopic models are character-
ized by high scalability and high simulation speed. However, the high scalability and speed come
at the cost of the accuracy because by using average link parameters, many transportation phe-
nomena cannot be captured by the model such as acceleration/deceleration events, which is the
predominant factor affecting the fuel consumption and emission levels. Macroscopic systems also
cannot model the interactivity between vehicles such as lane changing, gap acceptance techniques,
etc. Therefore, macroscopic models lack the needed accuracy.

On the other extreme, the microscopic models achieve the highest possible accuracy at the cost of
the computation and scalability. To achieve the highest accuracy, microscopic models track every
individual vehicle on a second-by-second basis. Microscopic models can model and capture all
the events that happen in the transportation network, as well as model the interactivity between
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the vehicles on the road as well as between vehicles and control systems such as traffic signals.
However, the computation and memory requirements for this level of accuracy limit the scalability
and reduces the simulation speed.

Between these two extremes, the mesoscopic models are located, by which each road link is rep-
resented by a queue. These mesoscopic models can estimate a time-varying average for the link
parameters based on the number of vehicles in the queue. By the help of the queuing theory,
mesoscopic models can compute different travel times for different vehicles on the same link at
the same time. Therefore, mesoscopic models are more accurate than the macroscopic models.
However, because mesoscopic models are still using average parameters, they are still of lower
accuracy compared to microscopic models.

2.6.2 Literature of Modeling of Large-scale Transportation Systems

In the last three decades, there are many attempts to build systems that are capable of simulating
large-scale transportation systems. In 1997, the TRANSIMS simulation tool [60] was used to sim-
ulate the traffic in large areas for traffic planning purposes. The research work in [60] uses discrete
space modeling for the traffic micro-simulation based on the cellular automaton approach [61],
where the road is separated into cells (of length 7.5 meters) which are either empty or occupied
by one car. It uses a simple algorithm for car following and lane changing. The use of cellular
automaton makes this system fast, however, it cannot accurately capture observed transportation
phenomena including car following, lane changing, and gap acceptance. In 2002, TRANSIMS was
updated to better include the impact of the congestion on the system performance and it was run
on a parallel cluster for fifty iterations to achieve better trip planning [62]. TRANSIMS has been
used to model the Switzerland network in the morning peak hours using parallel computation [63],
[64]. Then, in 2012, TRANSIMS was used in [65] to evaluate the performance of the transporta-
tion network of the Buffalo-Niagara metropolitan area during significant snow events. However,
the authors mentioned that extensive efforts are required to make the simulated network realistic
in terms of network configuration, lane connectivity, pocket lane and signal locations. In [66] the
same modeler was used to evaluate the impact of dynamic routing on the fuel consumption.

A hybrid traffic modeler was presented in [67], [68], [69], [70] to model large-scale traffic net-
works. The hybrid modeler simulates different network links with different fidelity levels (mi-
croscopic, or mesoscopic levels), where microscopic simulation was applied to areas of specific
interest while simulating a large surrounding network in lesser detail with a mesoscopic model. In
this way, it can provide a customized performance and simulation speed.
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In [71], [72], the authors used the INTEGRATION software to fully microscopically model the
dynamic routing on the fuel consumption in the downtown Cleveland and Columbus, Ohio, USA,
in the case of different system market penetration rates and congestion levels. The network has
about 3,000 links with a traffic demand of 65,000 vehicles per hour during the morning peak hour.
Our proposed framework uses parallel INTEGRATION instances enabling our system to capture
the morning commute of 1.2M vehicles. In 2015, the authors of [73] proposed the Scalable Electro-
Mobility Simulation (SEMSim), an architecture for a cloud-based platform, as a proof of concept
to use the cloud for simulation of large-scale transportation systems. The authors used this model
to simulate the network of Singapore that has about 500,000 private owned vehicle. However, the
model uses simple vehicle characteristics (e.g., kinematic model) and driving behavior models.

MATSim [74] is a transportation simulation software designed for large-scale scenarios, it adopts
a queue-based approach which is computationally efficient. But the queue-based approach lacks
the accuracy because the car-following effects are not captured. To increase the computation effi-
ciency, MATSim combines the waiting-queue approach with an event-based approach. However,
this event based technique still lacks the accuracy because it does not consider the car following.
For example, links do not have to be processed while agents traverse them.

Under the umbrella of modeling of large-scale transportation systems, we developed a novel multi-
modal agent-based framework that is capable of modeling city level system. This model uses a
hybrid simulation technique and will be presented in Chapter 6.



Chapter 3

An Integrated Architecture for Simulation
and Modeling of Small- and Medium-sized
Transportation and Communication
Networks

In this chapter, the vehicular network integrated simulator (VNetIntSim) is introduced as a new
transportation network and VANET simulation tool by integrating transportation and VANET mod-
eling. Specifically, it integrates the OPNET software, a communication network simulator, and the
INTEGRATION software, which is a microscopic traffic simulator. The INTEGRATION soft-
ware simulates the movement of travelers and vehicles, while the OPNET software models the
data exchange through the communication system. Information is exchanged between the two
simulators as needed. The chapter describes the implementation and the operation details of the
VNetIntSim as well as the features it supports such as multi-class support and vehicle-object reuse.
Subsequently, VNetIntSim is used to quantify the impact of mobility parameters (vehicular traffic
stream speed and density) on the communication system performance considering Transmission
Control Protocol (TCP) [35, 36] and User Datagram Protocol (UDP) [75] applications. The routing
performance (packet drops and route discovery time), IP processing delay in case of a file transfer
protocol (FTP) application, and jitter in case of a Voice over Internet Protocol (VoIP) application
are evaluated.

34
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3.1 Introduction

Vehicular Ad Hoc Networks (VANETs) and intelligent transportation systems (ITSs) have a wide
spectrum of applications, algorithms, and protocols that are important for the public, commercial,
environmental, and scientific communities. From the communication perspective, these applica-
tions range from on-road-content-sharing (Li, et al. [76]), entertainment-based, and location-based
services [77]. From the transportation perspective, these applications include safety applications
[26], cooperative driving and warning applications [78], traffic control and management [79], fuel
consumption and carbon emission minimization applications [80], speed harmonization [81], road
traffic congestion detection and management [82], and taxi/transit services [83]. This wide appli-
cation spectrum demonstrates the importance of these systems.

On the other hand, evaluating these systems is challenging, not only because of the cost needed to
implement these systems due to the need for a large number of vehicles equipped with communi-
cation devices, the required communication infrastructure, and the required signal controllers, but
also because of the need for road networks to run the required experiments. A third reason is that
some applications/algorithms work in special conditions of either weather and/or traffic conges-
tion, which are not easily provided. Fourthly, and most importantly, the failures in some of these
applications may result in loss of lives of the participants.

Thus, currently, the best approach to study these systems is to use simulation tools. However,
simulating ITS and VANET systems is challenging. The reason is that these systems cover two
fields, namely, the transportation field and the communication field. The transportation field in-
cludes the modeling of vehicle mobility applications including traffic routing, car-following, lane-
changing, vehicle dynamics, driver behavior, and traffic signal control, in both macroscopic and
microscopic modeling scales. The other main field is the data and communication network mod-
eling that includes data packet flow, vehicle-to-vehicle (V2V) communication as well as vehicle-
to-infrastructure (V2I) communication, wireless media access, data transportation, data security,
and other components. These two fields are not distinct or isolated, but, instead, they are inter-
dependent and influence one another. For example, vehicle mobility, speeds, and density affect
the communication links between vehicles [26] as well as the data routes and hence the commu-
nication quality (i.e., reliability, throughput and delay) [84] which was demonstrated in [85], in
which the authors used archived global positioning system (GPS) traces to model the multi-hop
V2V connectivity in urban vehicular networks, and they revealed many interesting characteristics
of network partitioning, end-to-end delay, and reachability of time-critical V2V messages. In the
opposite direction, the number of packet losses between vehicles and the delivery delay will af-
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fect the accuracy of the data collected and hence the correctness of the decisions made by the ITS
system. Taking into consideration the complexity of each system (transportation and communica-
tion), in addition to the high and complex interdependency level between them, we can see how
challenging the modeling and simulation of VANET and ITS are.

In Chapter 2, Section 2.3, we gave an overview of the literature research in modeling of the con-
nected vehicles. In addition to these models presented in Section 2.3, there are other approaches;
most of them are based on using fixed mobility trajectories that are fed to the communication net-
work simulator. These trajectories may be generated off-line using a traffic simulator platform or
extracted from empirical data sets. This simulation paradigm is useful for single directional influ-
ence (i.e., studying the effect of mobility on the network and data communication) such as data
dissemination in VANET. However, this approach cannot capture the opposite direction of influ-
ence (i.e., the effect of the communication network performance on the transportation system) such
as vehicle speed control in the vicinity of traffic signals, where vehicles and the signal controllers
exchange information to compute and optimize vehicle trajectory. These interactions have to be
run in real-time to accurately model the various component interactions.

In this chapter, we introduce a new framework for modeling and simulating an integrated VANET
and ITS platform. This new framework has the capability of simulating the full VANET/ITS sys-
tem with full interdependence between the communication and transportation systems and hence
allows for the analysis of VANET and/or ITS applications and algorithms with any level of in-
teraction or interdependence between them. This framework integrates two simulators, namely,
the INTEGRATION [51] as microscopic traffic simulator and the OPNET modeler [86] as the
data and communication simulator by establishing a two-way communication channel between the
models. Through this communication channel, the two simulators can interact to fully model any
VANET/ITS application. Subsequently, the developed framework is used to study the effect of
different traffic characteristics (traffic stream speed and density) on V2V and V2I communication
performance.

The chapter is organized as follows. Section 3.2 provides a brief description of the OPNET and
INTEGRATION softwares. Subsequently, the VNetIntSim operation and how the two simulators
interact is described in Section 3.3. The architecture of the VNetIntSim and the implementation
of the proposed framework is presented in Section 3.4. A simulation case study is presented and
discussed in Section 3.5, in which the VNetIntSim is used to study the effect of various traffic
mobility measures on communication performance. Finally, conclusions of the study and future
research directions are presented in Section 3.6.
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3.2 VNetIntSim Components

VNetIntSim uses the concept of separation between the internal simulation modules and the new
modules that were added to support the model integration. This feature is actually inherited from
the two simulators we selected for the VNetIntSim. INTEGRATION is fully built in a modular
fashion with a master module that manages and controls all the modules. And OPNET supports full
modularity in its different levels (Network, Node, and process). The interaction between different
modules is modeled using interfaces between them. Consequently, updating any module will not
affect the others as long as this interface does not change.

OPNET and INTEGRATION have their unique features compared to the other simulators. The
following subsections give an overview on both of them.

3.2.1 OPNET Modeler

The OPNET Modeler is a powerful simulation tool for specification, simulation, and analysis of
data and communication networks [86]. OPNET combines finite state machines with analytical
models. The modeling in OPNET uses Hierarchical Modeling, which has a set of editors (Network,
Node, and Process editors), all of which support model level reuse. The most important OPNET
characteristic is that its implementation for many standard protocols have been tested and validated
before publishing. OPNET is built in a hierarchical modular fashion at all its levels (network,
nodes, links, and processes). The network consists of a set of nodes and links. Each node consists
of a set of process modules. The process modules interact through interrupts and the associated
Interface Control Information (ICI). The modules that are added to the simulators in this research
effort maintain the same concept, so that updating the simulators does not affect the integration
between them.

Compared to NS-2 and NS-3, OPNET has three features; 1) a well-engineered user interface that
allows for easy building and managing of different simulation scenarios, 2) the OPNET modeler
provides its powerful debugging capabilities, and 3) OPNET supports a visualization tool that
allows for tracking data packets within the nodes. OMNET++ is a simulation framework that does
not have modules. However, there are many open source frameworks based on OMNET++ that
implement different modules such as VEINS [43]. In VEINS, the update interval is 1 second,
which is a long interval from the communication perspective. For example, if the speed of the
vehicle is 60 km/h (37.28 mi/h), which is a common speed in cities, this update interval corresponds
to 16.6 m, which is a long distance that can affect the communication between vehicles. In our
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model, the OPNET simulator runs totally using discrete event simulation, which has a very small
time granularity, and the INTEGRATION has time step of 1 decisecond, which corresponds to 1.6
meters longitudinal step at 60 km/h vehicle speed.

3.2.2 INTEGRATION Software

The INTEGRATION software is agent-based microscopic traffic assignment and simulation soft-
ware [51]. INTEGRATION is capable of simulating large-scale networks up to 10,000 road links
and 500,000 vehicle departures with a time granularity of 0.1 seconds. This granularity allows
detailed analyses of acceleration, deceleration, lane-changing movements, and car following be-
havior. It also permits considerable flexibility in representing spatial and temporal variations in
traffic conditions. These are very important characteristics needed when studying the vehicular
communication in the dynamic vehicular networks.

The INTEGRATION software computes a number of measures of performance including vehicle
delay, stops, fuel consumption, hydrocarbon, carbon monoxide, carbon dioxide, and nitrous oxides
emissions, and the crash risk for 14 crash types [51].

INTEGRATION supports many features, such as dynamic vehicle routing and dynamic eco-routing
[17], eco-drive systems, eco-cruise control systems, vehicle dynamics, and other features that are
not supported by other traffic simulation softwares. The INTEGRATION model has been devel-
oped over three decades and has been extensively tested and validated against empirical data and
traffic flow theory. Furthermore, the INTEGRATION software is the only software that models
vehicle dynamics and estimates mobility, energy, environmental, and safety measures of effective-
ness. The model also includes various connected vehicle applications including cooperative adap-
tive cruise control systems, dynamic vehicle routing, speed harmonization, and eco-cooperative
cruise control systems.

3.3 VNetIntSim Operation

To integrate the two simulators together, they should be consistently initialized and synchronized.
Then some information must be exchanged to reflect the communication to the transportation mod-
eler, meanwhile to reflect the mobility to the communication simulator. Thus, this section describes
the detailed operation of the VNetIntSim.
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3.3.1 Integrating OPNET and INTEGRATION

The main idea behind VNetIntSim is to use the advantages of both the INTEGRATION and OP-
NET platforms by establishing a two-way communication channel between them. Through this
channel, the required information is exchanged. The basic and necessary information that should
be exchanged periodically is vehicle locations. The locations of vehicles are calculated in INTE-
GRATION every decisecond and transmitted to the OPNET modeler, which updates the vehicle
locations while they are communicating.

In this version of VNetIntSim, the communication channel between OPNET and INTEGRATION
is established by using shared memory, as we will explain in the next section. The shared memory
supports the required speed and communication reliability between the two simulators.

3.3.2 Initialization and Synchronization

When starting the simulators, and before starting the simulation process, the two simulators should
initialize the communication channel using two-way Hello Messages. After establishing the con-
nection, the two simulators synchronize the simulation parameters: simulation duration, network
map size, location update interval, maximum number of concurrent running vehicles and number
of signals. In this synchronization phase, INTEGRATION serves as a master and OPNET serves
as a slave, i.e., values of these parameters in OPNET should match those calculated in INTEGRA-
TION. Mismatching in some of these parameters (such as simulation duration, number of fixed
signal controllers and the maximum number of concurrent running vehicles) will result in stopping
the simulators. In this case, the OPNET software sends a Synchronization Error message to the IN-
TEGRATION software. This behavior guarantees the consistency of the operation and the results
collected in both systems. Additional parameters allow some tolerances. For example, the map
size in OPNET should be greater than or equal to that in INTEGRATION, the rationale behind this
is the road-map is configured in the INTEGRATION, consequently, the mobility and the vehicle
locations are determined and controlled by the INTEGRATION software.

After successful synchronization, the simulation process should start by exchanging the simulation
start message sent from OPNET. OPNET starts the simulation by initializing its scenario compo-
nents and initializing the vehicles locations and status. The component initialization takes place by
sending a start simulation interrupt to each module in each component in the scenario (i.e., routers,
hosts, and vehicles). The purpose of this interrupt is to read the configuration parameters, initialize
the module state variables, and invoke the appropriate processes based on the configuration. After
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Table 3.1: Message Codes

Code Function
01 Initialization; Hello Message
02 Initialization : Connection Refused
10 Parameter Synchronization
11 Synchronization Error
30 Signal Locations Request
31 Signal Locations Updates
40 Start Simulation
50 Locations Information Request
51 Locations Information Updates
60 Speed Information Request
61 Speed Information Updates
99 Termination Notification

this initialization, OPNET finds the vehicle nodes in the scenario and maps each one to a vehicle
ID in the INTEGRATION software. Using this mapping, each vehicle in OPNET corresponds to
only one vehicle in INTEGRATION. However, this behavior can be overridden as described in
the next section. Then, OPNET disables all the vehicles, which means that all the vehicles will
be inactive. After that, OPNET enables vehicles based on the information it receives from INTE-
GRATION. The vehicle in OPNET is a mobile node that we customized by adding new attributes
such as speed, acceleration, and movement direction. Also, we added some modules to this vehi-
cle node to represent some vehicular applications such as the eco-routing module that implements
the eco-routing algorithm [17], whose detailed implementation and operation will be described in
Chapter 4.

During the simulation phases, there are many types of messages that can be exchanged between
the two simulators. Each message type has its unique code. Based on the code, the message fields
are determined. Table 3.1 shows the different message codes. The gaps between the code values
allow for the addition of new functionalities in the future.

3.3.3 Vehicles Location Updating

During the simulation, the INTEGRATION software computes the new vehicle’s coordinates. To
calculate the vehicle’s new location, INTEGRATION uses a vehicle dynamics model that uses the
vehicle characteristics such as weight, maximum speed, maximum acceleration, and maximum
engine power. The vehicle dynamics model also accounts for the different forces affecting the ve-
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hicle’s mobility, including the vehicles tractive effort, aerodynamic, rolling, and grade resistance
forces. After computing the new vehicle locations for all the vehicles, INTEGRATION sends them
to the OPNET software, which updates the location of each vehicle, as shown in Figure 3.1. This
cycle is repeated each update interval, which is typically 0.1 seconds. The time synchronization
during location updating is achieved in two ways, 1) using two semaphores (intgrat made update
and opnet made update) one for each simulator, 2) at each update time step the INTEGRATION
software sends the current simulation time to OPNET. If it does not match the OPNET time, OP-
NET will take the proper action to resolve this inconsistency. Figure 3.2 shows the flow chart for
the basic location update process. In each location update cycle, the INTEGRATION software
computes the updated vehicle locations. Subsequently, it checks whether the last update has been
copied (intgrat made update = 0). If so, it writes the new update to the shared memory and sets
the intgrat made update flag to 1. Then, it waits for new updates.

When it receives a new update, if the received time equals to its current time, the Driver process in
OPNET will copy the locations, set the intgrat made update flag to 0, and then move the vehicles
to the new locations. If the received time is greater than the OPNET current time, it schedules
the process to be executed again at the received time. In this case, OPNET does not change the
control flags (intgrat made updateoropnet made update), which causes INTEGRATION to wait
until the OPNET finishes processing, reaches this time step, and allows the simulation to proceed.
If the received time is less than the current time, OPNET discards this update.

Figure 3.1: Location update cycle
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Figure 3.2: VNetIntSim basic operation

3.3.4 Application Communication

The basic operation described above is only for updating locations, which is the core of the VNet-
IntSim platform. However, ITS applications need the exchange of other types of information that
reflect the communication results to INTEGRATION. The type of this information and how and/or
when it should be exchanged depend mainly on the application itself. Thus, the application spec-
ifications should define what other information should be exchanged, as well as how and when it
should be exchanged.

The applications will use the established communication channel to exchange the required infor-
mation. VNetIntSim supports simultaneous multi-applications, where each application can use one
or more codes to support its functionalities. Figure 3.3 shows the complete communication cycle
when running an application.

For example, in variable speed control systems, the integration will move the vehicles. Then, in
OPNET, the vehicles and signals communicate the speed information. Based on the exchanged
information, each vehicle finds its new speed. These new speeds should be sent to the INTEGRA-
TION software, which computes the updated parameters (i.e. acceleration or deceleration) and
then computes the updated vehicle locations.
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Figure 3.3: Complete communication cycle

3.4 Architecture, Implementation, and Features of VNetIntSim

This section describes the architecture and the detailed implementation of the modeler and then
the supported features in the current version.

3.4.1 Architecture and Implementation

Figure 3.4 shows the VNetIntSim architecture and the modules that were added to each simulator
(dashed boxes). Within INTEGRATION, the Configuration Reader Module reads the input files.
Based on the configuration, it generates an XML topology file for OPNET. This topology file
contains the vehicle specifications and signal controller locations as well as the application and
profile specifications. This file is used by OPNET to generate its network scenarios.

Inter-process Communication

The first issue that arises during implementation entails identifying the inter-process communica-
tion mechanism that should be used to connect the simulators. In VNetIntSim, two methods were
selected, namely, TCP sockets and shared memory. Each of these methods has its advantages over
other methods. The shared memory approach supports very high-speed communication, which is
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Figure 3.4: Architecture for integration OPNET and INTEGRATION

needed when modeling large simulation networks. In addition, the operating system manages the
mutual execution of this shared memory so this does not need to be considered.

However, it is limited by the machine capabilities in terms of processing speed and memory size.
On the other hand, TCP sockets provide more flexibility so that the INTEGRATION software
can be connected to any other simulator on a different OS/machine, in addition to the processing
capabilities that will be gained from the other machine. However, TCP sockets introduce network
dynamics and delay problems to the simulation process, which may result in some communication
delay. Consequently, the approach used in this chapter is the shared memory approach. In future,
we plan to implement the TCP socket communication.

The Communication Module

In each of the two simulators, a Communication module is created. These two modules are respon-
sible for 1) establishing the communication channel by creating a shared memory, 2) exchanging
information between the two simulators through the shared memory, 3) addressing the applica-
tions using message codes shown in Table 2, based on the received code, the Communication
module forwards the data to the appropriate application, 4) synchronizing the communication,
and 5) control the data integrity against damages or losses by using intgrat made update and op-
net made update semaphores, one for each direction.
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The Communication module is an abstraction for the communication functionality in both simu-
lation sides. It provides an interface that enables other functionalities to send/receive information
to/from the other simulator. The Communication module has direct access to the shared memory
space, while all the other modules (i.e., applications) use this communication interface to commu-
nicate with the other side.

Since the Communication module provides the communication services for different functions, the
data that are transfered by a Communication module is dependent on these functions in terms of
size and content. The Communication module provides a unified interface to all other modules
to send their data. This interface includes a data structure shown in Figure 3.5, which consists of
header and data fields. The header field is accessible by the Communication module, while the
data field is accessible by the sender and receiver end modules, such as Driver and Application
modules. The header field has a fixed format of five fields: the test message that we use for
debugging purpose, the Code is used to identify the end side application or function as shown
in Table 3.1, the two Flag semaphores (intgrat made updateand opnet made update) are used
to control the data integrity against the data damages or losses, as will be shown later, and the
Cur time field is used by the communication for the synchronization, as described earlier.

Figure 3.5: Data format for the communication interface

The Data field is a data structure that depends on the sender/receiver functions. Thus,each module
that uses this communication service should define its own Data format. For example, the location
updating has its own format that will be described later.

The Communication module has read/write access to the Header field. This access enables it to
identify the sender and the receiver applications using the Code field. Thus, it can pass the data to
the corresponding module to handle it.
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Shared Memory and Data Integrity

Utilizing shared memory supports the required speed for the data transfer between the two sim-
ulators. However, it introduces new challenges to the implementation, including the concurrent
memory access and controlling data integrity. Concurrent memory access happens when the two
simulators tries to access the memory at the same time. Fortunately, the operating system trans-
parently handles this issue. So, we do not need to consider the concurrent access to the shared
memory space. However, because the operating system manage the concurrent access based on
memory blocks that may be smaller than the shared memory space, we have to consider such
situation to correctly and completely transfer the data.

The data integrity is essential to transfer the data between the two simulation sides completely and
correctly. For example, a simulator sent data to the other side, and before the other side reads this
data in, one of the simulators overwrite it, this scenario results in data damage or losses. In this
case the required information will not be correctly transfered to the other side. This situation can
also result in missing the system synchronization and crashing the simulation. Thus, to control
the data integrity, we utilize two flag semaphores in the communication header (shown in Figure
3.5). These tow flags are used by the simulator to control the read and write processes on the
shared memory space. The intgrat made update flag tells the OPNET that INTEGRATION has
pushed some data to the memory, thus, OPNET cannot overwrite it before reading this data in.
additionally, it tells INTEGRATION, itself, that there is data pushed to the shared memory. So, if
the Communication module in INTEGRATION wants to send other data it has to wait for this flag
to clear. The opnet made update flag has similar meaning.

Using these two flags, if the Communication module in one side has data to send, it must wait until
both flags are cleared. If, at the same time, both sides have data to send and the two flags are clear
then both sides will try to write their data, which will result in concurrent access and the operating
system will grant access to the first access attempt.

To correctly control data integrity and achieve system synchronization, the flags should be changed
in the correct time to the correct values. This is how it works. When reading in data from the
shared memory, the flags will be changed after reading the data. While, when writing to the shared
memory, the flags must be the first fields to be changed and, then, changed again at the end of
writing process. When the Communication module reads in data from the shared memory, it keeps
the other side flag set to 1 until it finishes reading the data. keeping the other side flag unchanged
will prevent any change attempts from the other simulator over the whole shared memory space
until reading the complete data structure. At the end of the reading process, the Communication
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module should clear the the other simulator flag. When the Communication module writes data
to the shared memory, it starts writing by setting the other side flag to 1 and clearing its own flag.
These values of the flags will prevent any access (read or write access) by the other simulator over
the entire shared space. Then, when it finishes writing its data to the memory, the Communication
module should inverse the values of the two flags as a signal to the other side that it can read the
new data that was pushed to the memory.

Location Updating Module and Driver Module

The Location Updating module in INTEGRATION and the Driver module in OPNET are respon-
sible for synchronously moving vehicles in both simulation sides.

The Location Updating module in INTEGRATION is responsible for calculating the location of
each vehicle and sending them along with the other parameters to the Driver module in OPNET.

The Location Updating module data format is shown in Figure 3.6 and its functions are described
in Subsection 3.3.3. NCV is the number of vehicles concurrently in the network. NFV is the
number of vehicles finished their trip in the previous time period. CarLinkids is an integer array
that has the car identification numbers and road link identification numbers. Finally the X Y Spd
is a real valued array that has the location and speed for each car. The cars that has finished their
trips are appended to the Car Link ids with corresponding links and coordinates set to −1

Figure 3.6: Location updating data field format

To send its data,Location Updating module creates its data field and pass it to the Communication
module to send it.

The Driver module in OPNET receives the location updating messages (code 51) from the Com-
munication module and then it 1) checks the received simulation time from the other side, and,
in case of time mismatch, it takes the appropriate decision (as shown in Figure 3.2) to overcome
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this mismatch, 2) updates the location for the moving vehicles, 3) activates any required new ve-
hicles, and 4) deactivates the vehicles which finished their trips. Using the number of moving
vehicles and the activation/deactivation mechanism that will be described later drastically reduces
the processing time in OPNET, especially for large scenarios. That is because OPNET cannot
dynamically create or delete communication nodes (vehicles) during runtime, and all the vehicles
must be created before running the scenario.

Performance Improvements

In this subsection we describe some implementation problems that we experienced and some of
the techniques we utilized to improve the simulation speed and reduce the memory usage. We
faced many challenges in the implementation. The first one is that INTEGRATION is built using
FORTRAN, which has a limited support for the inter-process communication mechanisms com-
pared to C/C++. To overcome this problem, we used mixed-language programming by building
the Communication module using the C language and then compiling the C and FORTRAN codes
into a single executable.

The second problem is that OPNET cannot dynamically create or delete communication nodes
(vehicles) during runtime. This means that all the vehicles must be created and configured before
running the scenario, i.e., if we have a 50,000 vehicle scenarios, then we have to create 50,000
communication nodes in OPNET at the design time. The problem is that this number of commu-
nication nodes in OPNET will result in a very slow simulation process. So, we used the activa-
tion/deactivation mechanism for communication nodes. This mechanism starts by deactivating all
the communication nodes. Then, when receiving location updates, it activates the required nodes.
When INTEGRATION sends a notification about a vehicle that completes its trip, the mechanism
deactivates that vehicle. This mechanism drastically reduces the number of active vehicles in OP-
NET and thus enhances the simulation speed.

During the implementation phase, we realized that the OPNET software is the computational bot-
tleneck that slows down the simulation speed because it model every single event that happens in
the network. Based on this, we decided to do computations in OPNET, only, if it is necessary.
Thus, most of the computations are made in the INTEGRATION software to minimize the load
on the OPNET simulator. For example, one option was to send the vehicle speeds and direc-
tions to OPNET and have OPNET compute the new vehicle locations. But our analysis showed
that OPNET runs much slower than INTEGRATION; the reason is that OPNET processes a huge
number of events that occur in the network. Thus, we decided to make all computations in the
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INTEGRATION side and send vehicle coordinates and speed to the OPNET.

One more solution we used to improve the system efficiency is the vehicle-object reuse feature,
which will be described later. This feature reduces the number of communication node objects re-
quired in the system. Consequently, it reduces the computational load and improves the simulation
speed.

3.4.2 Modeler Features

VNetIntSim has some features that were added to achieve different objectives, as described in this
section.

Vehicle Reuse

One of the main issues when simulating the vehicular network is scalability, which is mainly
affected by the number of vehicles traveling along the network. As mentioned in the previous
subsection, OPNET cannot create vehicles at runtime. Consequently, we have to create all the
required vehicles in the design phase. In the case of large network scenarios, the large number of
vehicles will result in a very long initialization time when starting the simulation and also results in
large memory usage. Subsequently, this limits the model scalability. To overcome this limitation,
VNetIntSim can make reuse of the same vehicle as a communication node to represent multiple
moving vehicles, obviously in different time slots. In this way, the required number of vehicles
in OPNET can be reduced from the total number of vehicles or trips (which may be thousands of
vehicles) to the maximum number of concurrent vehicles, which is significantly smaller than the
total number of vehicles or trips. The vehicle reuse feature can significantly increase the scalability
by reducing the number of vehicles simulated in OPNET, consequently, decreases the memory
requirements and the execution time. This feature can be safely used when we are interested in
studying the global system behavior. However, it is not suitable when studying the communication
behavior of an individual vehicle or connection.

Vehicles Multi-Class Support

This capability is inherited from INTEGRATION, which supports up to five classes of vehicles.
Each class can be configured to run in a different way and use a different algorithm. We extend this
feature to OPNET, where the class information is associated with the vehicle and transferred from
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INTEGRATION to OPNET. So, the user can implement communication protocols or configure
them to work differently for different classes of vehicles. For example, in data dissemination in
VANET, the user can choose to send the data only to a specific vehicle class (i.e., Trucks). Using
this feature, the data routing protocol can prioritize the next hop based on its class (i.e., vehicles
of the same class move in similar speeds, thus their relative speeds (if they move in the same
direction) are very low. Another application of this feature is the penetration ratio of a specified
technology where we want to check the effect of the penetration ratio of some new technologies
(i.e., cooperative driving).

Customizable Updating Interval

The location updating interval determines how frequently the location information is sent from
INTEGRATION to OPNET. The shorter the updating interval, the higher the accuracy of the mo-
bility. However, the shorter the updating interval the more the processing and, thus, the longer the
execution time. VNetIntSim enables the user to change this interval based on the network require-
ments. Its default is 0.1 seconds, which is also the minimum updating interval. It can be changed
to any value that is a multiple of 0.1 seconds. Also, it is not necessary to be matched in the two
sides of the VNetIntSim, because the INTEGRATION can overwrite the updating interval setting
in OPNET.

3.5 Case Study

Data packets routing is one of the important protocols that are sensitive to vehicle mobility and
density parameters. In this section, the VNetIntSim is used to study the effect of mobility measures
on the AODV routing [87], in the case of file transfer protocol (FTP) traffic. In addition, the
effect of vehicle density on VOIP jitter is studied. Subsequently, the scalability of the VNetIntSim
modeling tool is tested because scalability is a critical drawback in existing simulators, including
VEINS and iTETRIS.

3.5.1 Simulation Setup

In this case study, the road network shown in Figure 3.7 is used. The road network consists of an
intersection numbered 12, and four zones numbered 1, 2, 3, and 4. Each zone serves as a vehicle
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origin and destination. Each road link is 2 kilometers in length. The vehicular traffic demand that
was considered in the study is presented in Figure 3.7. For example, the traffic rate from zone
2 to 1 is 75 vehicles per hour. The vehicles speeds are determined using two speed parameters,
namely, the free-flow speed and the speed-at-capacity [88]. Throughout the chapter, the notation
Free/Capacity will be used to represent the values of free-flow speed and the speed-at-capacity.
Two speed scenarios are considered, namely: 40/30 km/h and 80/50 km/h.

Figure 3.7: Road network and O-D demands

For the application, we used FTP, in which we can control the connection time by deciding the
file size. Also, in OPNET we can control the traffic rate of the FTP connections. The FTP server
is located at the intersection. Starting at 250 seconds, the moving vehicles attempt to download a
100 Kbyte file from this server. The FTP clients re-establish a new connection every 20 seconds.
The FTP server is spatially fixed and modeled as a roadside unit (RSU). The IEEE82.11g was
employed at the wireless communication medium with a data rate of 24 Mbps. For data routing,
the AODV is used as the routing protocol for both scenarios.

3.5.2 Number of Moving Vehicles in the Network

The vehicular traffic simulation included three phases: two transient phases and one steady-state
phase. The loading and unloading phases are transient phases, which represent the two shoulders
of the peak period, as illustrated in the graphs in Figure 3.8. In the loading phase, vehicles enter
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the road network, while in the unloading phase vehicles exit. Between them, there is a steady-state
phase in which some vehicles are entering the network, while others are exiting. In the steady-
state phase, the change in the number of the vehicles in the network is not significant, while in
the loading phase the network loading changes significantly. The length of these phases depends
mainly on the speed setting, vehicle departure rates, and the roadmap. Figure 3.8 shows the number
of vehicles in the network for different speed parameters (Free/Capacity). The importance of
determining these phases is that during the transient phases the communication network may be
spatially partitioned without data routes linking these partitions together, while in the steady-state
phase vehicles almost cover the entire road network and most probably there is full connectivity
between vehicles. Consequently, the network communication behavior during the transient phases
is different from that during the steady-state phase.

By controlling the speed parameters and the departure rate distribution, we can control the network
partitions during the simulation time. Using this methodology, we can model the delay tolerant
communication networks (DTN) [89] and intermittently connected mobile networks [90].

Defining these phases gives us estimation of the vehicle density in the network at any time instant.
This density significantly influences the communication performance as will be shown later.

Figure 3.8: Number of vehicles in the network
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3.5.3 FTP Connections and AODV

In this section, some results obtained from the FTP communication will be presented. As we
described in the previous subsection, the vehicle density significantly affects the communication
performance. Figure 3.9 shows the cumulative number of packets dropped by AODV across the
entire network due to the loss of a route to the destination.

Figure 3.9: AODV total number of packet drops

The AODV packet drop can be caused by two main reasons. The first is the number of vehicles in
the network; the larger the number of vehicles the larger the traffic, so any route missing will result
in a larger number of drops. The second is the vehicle speeds; the higher the speed the faster the
route changes and, consequently, the larger the number of packet drops.

In an attempt to identify which of the two factors is more influential on the routing, Figure 3.10
illustrates how the average number of drops varies across the network. It shows that around 300
seconds, both speeds have a similar average packet drop rate. During this interval, the number of
vehicles for both scenarios is very similar, while, as the difference in vehicle density increases with
time, the average number of drops also reflects the changes in traffic density.

The two figures demonstrate that, for the two scenarios, despite the fact that the vehicle density
is related to the traffic stream speed, the vehicle density has a more significant impact on the
performance of the communication system. Consequently, a change in the traffic stream density
caused by other factors, such as traffic demand, has a more significant impact on the data routing
than does the changes in the traffic stream speed.
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Figure 3.10: AODV Av. number of packet drops per vehicles

Another important parameter in routing efficiency is the route discovery time. Figure 3.11 shows
the correlation between the route discovery time and the IP processing delay (processing plus
queuing) in the vehicles. It shows that, after 250 seconds, each vehicle attempts to establish an FTP
session with the server resulting in a flood of AODV route request packets. This flood increases the
amount of IP packets being sent and processed at the IP layer in each vehicle and, thus, increases
the IP processing (queuing + processing) delay, which is reflected on the route discovery time.

From Figure 3.11, it is clear that the long route discovery time when initiating the communication
is mainly due to the IP queuing and processing delay in the higher density scenario. Subsequently,
the TCP congestion control logic paces the packets based on the acknowledgments it receives. This
pacing results in lower queuing and processing delay. Consequently, both the processing delay and
route discovery time gradually decrease.

Figure 3.12 illustrates the effect of the speed and density on the number of active TCP connections
on the FTP server. The figure demonstrates that, when initiating the FTP connections, there are
69 and 61 TCP connections for the 40/30 and 80/50 speeds, respectively. These numbers are
proportional to the number of concurrent vehicles in the network for each scenario. The results also
demonstrate that some of these connections were completed before the start of the second cycle
(at 270 seconds). Similarly, the second cycle increases the number of connections. The results
demonstrate that, later, the number of connections for the 80/50 scenario decreases significantly
because some vehicles exit the network, so their connections are timed-out and dropped, while, in
the 40/30 scenario, vehicles are still traveling on the network.
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Figure 3.11: AODV Av. route discovery time and Av. IP processing delay

Figure 3.12: Number of TCP connections of the FTP server

The above results and analysis for the simple scenarios we used are realistic and consistent with
the protocol behavior.
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3.5.4 VOIP Jitter

This subsection focuses on the VOIP traffic and how the mobility parameters affect the perfor-
mance of the voice application. The start time of the voice sessions is normally distributed with
a mean and variance of 350 and 50 seconds, respectively. The session duration is 250 seconds.
Figure 3.13 shows the average jitter across the entire network. Figure 3.13 shows that the jitter for
the low speed is very high compared to the high speed.

The results show that, when the voice session starts around 350 seconds, the jitter in both scenarios
is similar. Furthermore, as the number of sessions increases, the jitter increases gradually. For
the 80/50 speeds, the jitter reaches the steady-state earlier because the network enters a steady-
state (the change in number of vehicles is not significant), while, for the 40/30 scenario, the jitter
continues to increase to unacceptable values because of the increase in the number of vehicles that
increases the session, thus the competition in the wireless medium.

Figure 3.13 shows the importance of the vehicle density in the network and how influential it is on
the VOIP connections. It shows that, as the vehicle density in the network increases, the overall
jitter across the network becomes unacceptable. Although the routes in lower speed are relatively
more stable, the jitter is higher due to the vehicle density.

Figure 3.13: Average VOIP jitter
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3.5.5 System Scalability

The scalability is the most critical drawback of existing platforms including the implemented plat-
form. The two main scalability parameters are the memory usage and the execution time. The
results show that the number of nodes and the data traffic rate per vehicle are key factors behind
the scalability issue. Specifically, the results show that the memory usage grows exponentially
with the number of vehicles in the network, as shown in Figure 3.14. The result shows also that
the execution time is mainly dependent on the average traffic rate per vehicle. As shown in Figure
3.15.

Figure 3.14, shows that the memory utilization increases exponentially with the number of vehi-
cles in the network. This poses a scalability limitation to the modeler. This scalability problem is
due to the detailed implementation of the network simulation models. However, this detailed im-
plementation is necessary when studying the behavior of individual vehicle, individual connection
between two vehicles, or the detailed behavior of a specific protocol.

On the other hand, in the case of focusing on global analysis, where the individual detailed behavior
is not of high importance, we can reduce the number of vehicles in the network by reuse the
vehicles as described earlier. In this case, the total number of vehicles we need in the simulation
network become the maximum concurrent number of vehicles.

Figure 3.14 also shows that for a specific number of nodes, increasing the traffic rate has no signif-
icant effects on the memory usage. We attribute that behavior to the ability of OPNET to destroy
the packets after they arrived at the destination application, so it frees its memory.

Figure 3.14: The memory usage (GB) vs. the number of nodes for different traffic rates

Figure 3.15 shows that the execution time is exponentially increasing with the number of vehicles,
and increases also with the average traffic rate per vehicle. We can notice the abrupt increase in the
execution time when increasing the traffic rate to only one packet. This large increment is reasoned
to the broadcast nature of the AODV protocol that is used in this scenario, where any application
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Figure 3.15: The execution time (Sec) vs. the number of nodes and the traffic rate per vehicle

packet to a new source triggers the AODV to broadcast a route request message to all its neighbors.
Each of these neighbors receives and processes this message and might rebroadcast it, which results
in a wave of broadcasts that spans the network, consequently, increasing the execution time.

We also notice that increasing the traffic rate per vehicle from 1 to 10 packets per vehicle does not
result in such an increase in the execution time. That is because the first packet only initiates the
broadcast waves in the network, and any other packets to the same destination needs only route
maintenance.

These results are obtained on a machine of Intel Core-i7 Quad-core processor, with 4 GB of mem-
ory, and running Windows 7 Ultimate.

Computational Bottleneck

To improve the scalability of the implemented model, we used two techniques; activation/deac-
tivation and vehicle reuse, as mentioned before. One other idea, that was promising, to improve
the model simulation scalability is to replace the full stack communication node object (vehicle
object), which is shown in Figure 3.16-a, by a simple vehicle object that only has medium access
layer and the application module with an interface between the application and the medium access
layers as shown in Figure 3.16-b

We have already tried this way to reduce the computations in the vehicle objects. However, it
did not result in the improvement we need to model the large-scale networks. For example, the
simulation execution time in the 3000 vehicle scenario was reduced by about two minutes, which
is about 6% of the original execution time (about 1900 seconds).

This performance results motivated us to look for the computational bottleneck in OPNET. We
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(a) Complete vehicle object (b) Simple vehicle ob-
ject

Figure 3.16: Complete vehicle object vs simple vehicle object

realized that this bottleneck exists in the medium access layer and there are three reason for this
computational bottleneck.

The first reason is that the medium access technique in this layer is the point where a vehicle (as
a communication node) gets in touch with other vehicles, where the medium access layer senses
the wireless medium to check if any other vehicles are sending. To imagine the computational
load in this process, imagine a vehicle wants to send a frame. In this case, it will first sense the
medium, which means, it will check if any other vehicles are sending at this time. Then for each
sending vehicle, it must compute the signal strength based on the distance and the attenuation
model it uses. Based on the combined strengths from all sending vehicles, the subject vehicle will
determine whether the medium is idle. This process may be repeated many times in order to send
a single frame, because, if the medium is not idle, the medium access technique will wait for a
specified time interval and re-sense. In the case of large number of vehicles concurrently in the
network, this process will be computationally very expensive because the subject vehicle has to
compute the distance and the signal strength for each other sending vehicle many times.

Secondly, when the medium becomes idle and the vehicle has the opportunity to send its frame,
this frame will trigger at least one event in every other vehicle to compute the signal to noise ratio
for this frame. Based on this calculation, each other vehicle will decide whether it can receive this
frame. Moreover, those vehicles, which can correctly receive this frame, will continue receiving
the frame (or at least its header), because any of them maybe the frame destination. During this
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receiving time, every receiving vehicles should also account for any other vehicles that may start
sending before this frame ends. For example,frames transmitted from hidden terminals may result
in destroying other frames that have already started before. This sensing of the medium, during
receiving, will also increase the computational load in the medium access layer.

The third reason is the mobility, because vehicles need to recompute the signal strength as well as
the connectivity parameters whenever it has a change in its location or whenever the sender has.
For instance, whenever a sending vehicle changes it location, all the other communication enabled
vehicles have to recompute the distance, the signal strength, and other connectivity parameters.
Thus, mobility also increases the computational load in every single vehicle.

Compared to the MAC layer events, events in the upper layers are limited to their vehicles and do
not trigger any events in other vehicles. So, the computational load of the upper layers events are
limited.

These reasons together, means that the medium access layer is the bottleneck in the discrete event
simulation. However, this layer is very important, because it is the gate through which all the data
frames exit and enter the vehicle, do, it can affect all the upper layers. Thereby, it is important
to accurately model the impacts of this layer in a computationally efficient method to achieve
scalable modeling of the vehicular communication. Thus, in Chapter 5 we replace OPNET with
an analytical model that simulates the medium access technique by estimating the packet drop rate
and delays.

3.6 Conclusions and Future Work

VNetIntSim is presented as an integrated platform for simulating and modeling vehicular networks.
VNetIntSim integrates a transportation simulator (INTEGRATION) with a data communication
network simulator (OPNET modeler). Results obtained from the simulation scenarios are realistic
and consistent with protocol behavior. VNetIntSim has the capability to fully simulate the two-way
interdependency between the transportation and communication systems, which is necessary for
many applications. In addition, it provides the power of both simulators to study global network
parameters as well as low-level detailed parameters for each system at a microscopic level con-
sidering a 0.1-second granularity. Subsequently, the VNetIntSim modeler is used to quantify the
effect of mobility parameters on the communication performance. The results show that the effect
of vehicle density is of higher significance than that of the speed. More specifically, the higher
speed results in a lower drop ratio and lower jitter due to the lower traffic density. Despite of its



3.6. CONCLUSIONS AND FUTURE WORK 61

limited scalability, VNetIntSim can be used to accurately model and study the mutual interaction
of the communication and mobility in small and medium size networks. So, an important future
work is to implement some ITS applications such as speed harmonization, eco-driving, congestion
avoidance and vehicle routing. In the next chapter, we use VNetIntSim to study the impact of the
communication on feedback based eco-routing navigation.



Chapter 4

Eco-Routing Using V2I Communication

In this chapter, we build upon the VNetIntSim platform, which is presented in the previous chapter,
to study the impact of communication on ITS performance. Because this impact depends on the
ITS application, we use the feedback-based eco-routing navigation as an example for this impact.
Eco-routing is a technique proposed to optimize the fuel consumption in transportation networks.
In the feedback-based eco-routing, the feedback from vehicles currently in the network is used to
compute the routes fuel consumption level for other vehicles. More specifically, when a vehicle
traverses a road link, it reports its fuel consumption on this link to a TMC, which updates the
routing information. Subsequently, vehicles are assigned routes or rerouted based on the updated
information. The vehicular communication network is responsible for transferring this information
from vehicles to the TMC, where packets are subjected to delays and drops.

So, in this chapter, we study how the packet drops and delays can affect the route choices and,
consequently, the network-wide fuel consumption in a small network that can be supported by
VNetIntSim.

To the best of our knowledge, none of the previous research efforts on eco-routing studied the effect
of the communication parameters including the drops and delay on the performance of eco-routing
algorithms.

62
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4.1 Introduction

Major existing challenges include global warming coupled with energy and fuel shortage and en-
vironmental pollution. An important source of these problems is the transportation system. As
we mentioned in Chapter 1, the U.S. Department of Energy mentioned in [15] that approximately
30% of the fuel consumption in the U.S. is due to vehicles moving on the roadways. In addition,
about one-third of the U.S. carbon dioxide (CO2) emissions comes from vehicles. The 2011 McK-
insey Global Institute report estimated savings of about $600 billion annually by 2020 in terms
of fuel and time saved by helping vehicles avoid congestion and reduce idling at red lights or left
turns. These estimations show the importance of addressing and optimizing the fuel consumption
in transportation systems.

To achieve this optimization, ITSs employ new algorithms and technologies to improve the trans-
portation fuel consumption levels and reduce vehicle emissions. In this context, eco-routing was
initially proposed in [17] to select the routes that result in the lowest fuel consumption. Eco-routing
relies on the ability of the vehicles to measure the fuel consumption on each road link and report
this information to a TMC, which, in its turn, updates the routing information. Communication
networks including V2V and V2I represent infrastructure that transfers the information reported
from the vehicles to the TMC. Consequently, the communication performance and parameters such
as end-to-end delay and packet drop ratio should be considered when studying the performance of
these systems.

To the best of our knowledge, none of the previous research efforts on the eco-routing studied the
effects of the vehicular communication on the performance of eco-routing systems. All the previ-
ous researches assume an ideal communication network, that is, no packet drop or delay, which is
not a realistic assumption. Packet drop rate and/or delay can lead to the inaccurate representation
of the current network state at the TMC, which can result in incorrect routing decisions that may
produce higher fuel consumption and emission levels.

Consequently, this chapter addresses this research area by studying a realistic eco-routing system
that includes both communication and transportation components. Building upon VNetIntSim
platform that was introduced in Chapter 3, this chapter firstly develops a new module for the eco-
routing application. This module is incorporated into the VNetIntSim to realistically simulate the
eco-routing process. So, in this chapter, we describe the implementation and the operation of
the eco-routing as an application in the VNetIntSim platform. Secondly, the updated VNetIntSim
framework is used to study the effects of packet drops, packet end-to-end delay, and the number
and locations of the roadside units on eco-routing system performance.
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The remainder of this chapter is organized as follows. Section 4.2 provides a brief overview of
eco-routing and Vehicular ad-hoc networks. A description of the methodology and the eco-routing
implementation are presented in Section 4.3. The simulation results for different network scenarios
are presented in Section 4.4 before the final conclusion.

4.2 Related Work

This chapter studies the impact of vehicular communication on the eco-routing application perfor-
mance. Chapter 2 introduced some details about both the vehicular communications, eco-routing,
and the related previous work. So, this section gives only a quick overview of each of these tech-
nologies.

4.2.1 Eco-Routing

In eco-routing, the road link fuel cost is utilized as a metric to evaluate the alternative routes to a
given destination. In fact, the vehicles fuel consumption and the emission levels depend on many
factors such as the route characteristics (i.e., length, speed, grade, and traffic congestion) and vehi-
cle characteristics (e.g., weight, shape, engine type, and power) in addition to the driving behavior.
All these factors are reflected in the direct measurements of vehicle fuel consumption levels while
it is moving. Consequently, eco-routing algorithm that relies on such direct measurements will
capture all possible effects in building optimum routes.

Several research efforts implemented eco-routing models such as [48, 49, 53, 54, 91], as introduced
in Section 2.4. However, all of these implementations assume a perfect underlying communication
network in terms of packet drop rate and end-to-end delay. Realistically, the network packets may
be dropped (due to noise in the wireless medium, high competition over the wireless medium, and
queuing in the different process queues) or delayed (due to the processing and queuing), which
may affect the performance of the eco-routing application.

In this chapter, to realistically simulate the eco-routing and the effects of communication network
parameters on it, we induce the eco-routing module and how it is incorporated into the VNetIntSim
platform. In our implementation, the eco-routing module runs as a network application, it uses the
user datagram protocol (UDP) [75] as a transport protocol(as we described in Section 2.2.4), and
802.11p [92] as the wireless medium access protocol.
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4.2.2 Vehicular Ad-hoc Network

Using VANET, moving vehicles can communicate with other vehicles, RSUs, or even with hand-
held mobile devices using the DSRC system, which was described in detailed in Section 2.2.

A variety of applications are based on VANET communications. The safety applications are the
primary category of these applications, where safety information is disseminated for the purpose of
accident prevention to save people’s lives [26, 93, 94, 95]. In addition, post-accident investigation
and traffic jam information can be exchanged to mitigate the effect of accidents. Other types of
information can be exchanged over the VANET including non-safety information such as cooper-
ative driving applications [78, 96] and road traffic congestion detection and management systems
[82, 97, 98]. Eco-routing information (fuel consumption costs of route links) is an example of the
information that can be exchanged over the VANET to improve the navigation in transportation
systems. These costs are used as a route metric based on which vehicles are assigned the routes
that minimize their fuel consumption.

4.3 Modeling Eco-routing in VNetIntSim platform

To accurately model the eco-routing logic, we use the VNetIntSim platform. In VNetIntSim, an
application is modeled by two modules, one in each simulator. Consequently, we developed two
eco-routing modules, one in INTEGRATION and one in OPNET. The application data is trans-
ferred between application modules through the communication channel by calling the commu-
nication modules. This section describes these two modules and how the eco-routing application
works using realistic communication modeling.

4.3.1 Eco-routing Logic in VNetIntSim

In INTEGRATION software, to simulate the eco-routing, when a vehicle passes a road link, IN-
TEGRATION calculates its fuel consumption along the link. Then the eco-routing module in IN-
TEGRATION transfers this information (Vehicle ID, Link ID, Time, and Experienced Cost) to the
eco-routing module in OPNET. OPNET models communicate this information to the TMC. Thus,
OPNET creates a packet with these contents and sends it from the subject vehicle to the TMC. In
this communication process, packets may be delayed or dropped based on the network conditions.
If the packet is correctly delivered to the TMC, OPNET notifies INTEGRATION, which updates
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the link fuel consumption cost based on the delivered information. In this way, the VNetIntSim can
realistically simulation the eco-routing process including both the mobility and communication.

4.3.2 Estimating Vehicle Fuel Consumption

In INTEGRATION, when the vehicle enters a new link, the vehicle fuel consumption and emission
levels are reset to zero for the new link. Subsequently, INTEGRATION periodically calculates the
fuel consumption and emission rates for each vehicle using the VT-Micro model as described in
detail in Section 2.5. For each vehicle, the estimated fuel consumption and emission rates are
accumulated until the vehicle finishes the link. When a vehicle leaves a link, it submits its fuel
consumption cost for this link to the TMC, which updates the link fuel consumption using some
smoothing techniques. Subsequently, INTEGRATION periodically rebuilds the routes for each
origin-destination pair at a frequency specified by the user. These updated routing trees are then
used whenever any vehicle requests a route or needs to be rerouted.

4.3.3 Vehicles Eco-routing Models in OPNET

In OPNET, we developed two eco-routing sub-modules, one for the vehicles and one for the TMC.
Both of them work over UDP protocol. The use of UDP avoids the overhead imposed by the
TCP protocol as vehicles send only one message for each link they traverse. The finite state
machine (FSM) of the vehicles eco-routing process sub-module is shown in Figure 4.1. It has two
initialization phases. The first one (Init0) forces the process to wait until the lower layer protocols
initialize. The need for this waiting interval comes from the fact that this process needs to read the
IP address of the TMC (which will be used as the destination address fro the eco-routing updating
packets) to initialize its state variables. Since this process works in the application layer and the IP
address is in the lower layer, the process has to wait until the lower layers fully initialize. In the
second initialization phase (Init), the process initializes the required state variables such as its own
port number, the TMC IP address, the TMC port number, and the required statistics.

After initialization, the eco-routing process as well as all the other processes should be completely
initialized and become ready to run. At this point, the eco-routing process moves directly to the Idle
state where it waits for an interrupt from the Driver process (shown in Figure 3.4) in VNetIntSim
to send the eco-routing message. The driver process is responsible for periodically communicating
to the INTEGRATION software through the communication module (shown in Figure 3.4). When
it receives an eco-routing command from INTEGRATION, it sends an interrupt to the eco-routing
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module in the specified vehicle. This interrupt includes the Vehicle ID, link ID, the fuel consump-
tion level on the link, and the time when the vehicle passed this link. Whenever the eco-routing
process in a vehicle receives an eco-routing interrupt, it promptly attempts to send an eco-routing
message to the TMC IP address. Then, the eco-routing process returns back to the Idle state. In
this way, INTEGRATION will not update the routing information when a vehicle finishes a road
link. Instead, it just triggers the corresponding vehicle in OPNET to send an eco-routing message
to the TMC.

Figure 4.1: The vehicles eco-routing process FSM

The eco-routing message format is shown in Figure 4.2. The sequence number of the message is
used by the TMC to avoid processing duplicated messages. The time field enables the TMC to
neglect the obsolete information.

The TMC eco-routing process receives these messages, stores the received information, and sends
this information every decisecond to the communication module that will pass it to the INTE-
GRATION, which in its turn updates the routing information and assigns the best routes to the
vehicles.

In this modeler, we do not consider the communication from the TMC to the vehicles when send-
ing routes to them. We assume that the drivers use a Web interface that shows the best routes and
that the drivers follow the TMC recommendations. The Web interface uses a reliable communi-
cation transport service (TCP) that can detect and recover the dropped packets. Thus, it can work
correctly even in the cases of high drop rates. However, a more important question is about the
time constraints for the route request and the availability of this service, especially in the case of
the Web application which uses the TCP. As mentioned before, according to the applications and
services requirements published in [37], the routing information to private users can work properly
with a delay between 5 to 15 seconds in normal conditions and 25 to 40 in emergency conditions.
These time constraints can be satisfied by the Web TCP service. Moreover, the drivers need the
routes to be updated when approaching intersections. At this these points, vehicles are almost con-
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nected to the TMC because the RSUs are supposed to be installed at the intersections (as shown
in Section 4.4). This means that drivers will receive the latest routing updates when they need to
make decisions.

Figure 4.2: Eco-routing message format

4.4 Simulation Setup and Results

To study the impact of the communication on the eco-routing performance, we use the road net-
work shown in Figure 4.3. The road network consists of one highway (center horizontal road)
between zone 5 and zone 10, and two arterial roads (side roads). The network size is 3.5 km by
1.5 km. The free-flow speeds are 110 and 60 km/h for the highway and arterial roads, respectively.
The traffic between the zones 5 and 10 is 1500 veh/h for each direction. For all other zone-pairs,
it is 100 veh/h. These traffic rates continue for half an hour, resulting in 3700 vehicle trips. The
simulations were run for a complete hour to guarantee that all vehicles reach their destinations. An
incident is simulated on the highway (at location X in Figure 4.3 ) that reduces the road capacity
for 15 minutes starting at 600 seconds. It blocks 1.5 lanes from three lanes on the highway (50%
reduction in the road capacity) for 5 minutes. Then, the blockage is reduced to 0.75 lanes (25% of
the highway capacity) for 10 minutes. The network has six traffic signals located at intersections
A through F.

Regarding the communication setup, we used the infrastructure based VANET (V2I), where the
RSUs are located at all signalized intersections, resulting in six RSUs. The RSUs were located
at intersections for three reasons. First, these intersections are surrounded by link ends, therefore,
it provides the best location to collect eco-routing messages. Second, since these intersections
have signal controllers, they have the required infrastructure for connecting the RSUs to the traffic
management center. Finally, the vehicles need to be connected to the TMC when approaching the
intersections (decision points) to get the latest routing updates.

The RSUs are connected to a switch that connects them to the TMC server. The wireless interfaces
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Figure 4.3: Simulated road network

are configured to use Orthogonal Frequency Division Multiplexing OFDM (802.11a), which is the
base for the WAVE. We use channel 174 (5.86 GHz) with a 12 Mbps data rate. We use transmission
power levels of 0.001, 0.005, 0.010, and 0.019 watts. These power levels cover the range from Wi-
Fi to DSRC (from 200 meters up to 1000 meters).

The RSUs are typically access points. Consequently, when a vehicle has a message to send, it waits
until it comes into the communication range of one of the RSUs. This means that the packets are
being stored and forwarded. Thus, the packet end-to-end delay depends on the location at which
it was generated. If it was generated near an RSU, then the delay will be very small and vice
versa. This behavior is shown in Figure 4.4 for three transmission power levels. It shows that, as
the transmission power increases, the average end-to-end delay decreases. The reason behind the
multi-modal distribution is that the eco-routing packets are generated at a fixed set of locations (the
ends of links). So, for low power scenarios, more packets are generated in locations that are out of
the communication range. This is reflected in more peaks for lower power scenarios.

Figure 4.4: Probability density function (PDF) of the end-to-end delay
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4.4.1 Effect of Packet Drops

Introducing the communication network into the eco-routing introduces two primary effects; the
packet drops and the end-to-end delay. These two effects are expected to affect the performance
of the applications. The packet drops will result in missing some information about the current
links states, consequently inaccurate route fuel consumption calculations. Therefore, packet drops
will result in errors in the route assignments. However, these errors do not necessarily lead to
higher fuel consumption. It depends on which link information is dropped and the value of this
information relative to the others.

Figure 4.5 compares the average vehicle fuel consumption (L/veh) for different transmission power
levels, and for 0.0 and 0.2 coefficient of variation (error factors) in the eco-routing calculations,
which is used to introduce white noise to the link costs, as described in Section 2.4. The ”Ideal Com
ER” uses eco-routing assuming ideal communication performance (no packet drop and no delay),
while the ”Realistic Com ER” scenarios are the communication-based eco-routing where the com-
munication is introduced.

Figure 4.5 shows that the eco-routing produces network-wide fuel savings in the range of 8%. This
saves about 120 liters for this one hour of simulation. It also shows a small difference between
the Ideal Com ER and Realistic Com ER scenarios. The difference between them is generally
inversely proportional to the transmission power, i.e., as the transmission power increases, the
difference decreases. This is logical, because, as the transmission power increases, the number of
packet losses decreases due to the wide coverage, as shown in Table 4.1, which shows the average
packets sent, packets received, and packet drop ratio. Each row represents the averages of four
simulation runs.

An important question arises here related to the significance of the changes introduced by the
communication effects. Since the largest difference occurs for the lowest power, we compare
the lowest power scenario for the Realistic Com ER to the Ideal Com ER using the analysis of
variance (ANOVA) to check if these differences are significant. So, we first run each scenario
ten times with different seeds. The only difference between these two scenarios is the modeling
of the communication: the first scenario assumes ideal communication and the second one uses
realistic communication. Then, ANOVA is used to compare the means, with the null hypothesis
(H0 : µ1 = µ2) and the alternate hypothesis Ha : µ1 6= µ2. The result shows that the p-value is
0.06 > 0.05. Thus, there is not enough evidence to reject the null hypothesis. Subsequently, the
differences introduced by the communication network are not statistically significant in these cases.
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Figure 4.5: The effect of transmission power on the average Fuel consumption

Table 4.1: The drop ratio vs the transmission power

Tx Power Packets
Sent

Packets
Received

Drop
Ratio

Drop Ratio
Variance

0.001 18,675 13,778 26.22 0.094
0.005 18,582 14,644 21.19 0.098
0.01 18,672 18,268 2.17 0.002
0.019 18,734 18,506 1.22 0.026

4.4.2 End-to-end Delay and its Effect

Figure 4.6 shows the packet end-to-end delay for the 0.001 watt power level for the two error
factors. The end-to-end delay reflects the average speed in the network. The long end-to-end
delay after 2000 seconds is due to the congestion on the highway that results in reducing the
speed. Subsequently, the packets are stored for a longer time until the vehicles enter the RSU
communication range.

In the previous scenarios, the TMC processes all the packets it receives without considering the
packet delay. However, some packets are delayed for about 500 seconds such as shown in Figure
4.6. Consequently, the information it carries might be obsolete and does not describe the current
state. To investigate the effect of the packet delay, we configured the TMC to discard the packets
whose delay is greater than a specific time interval (allowable packet delay). We set this allowable
delay to 60 seconds and ran the same scenarios for the different power levels. After discarding the
delayed packets, the result shows an insignificant difference.
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Figure 4.6: Packet end-to-end delay for Tx power 0.001 watt

4.4.3 Effect of RSU Locations

The location of the RSUs, in addition to the power levels, determine which link information will be
received, which link information will be delayed, and which link information will not be received
at all. To find the effect of the locations, we use the same network but with only two RSUs.
We compare two 2-RSU scenarios. In the first (HW scenario), the two RSUs are located on the
highway at intersections B and E shown in Figure 8.1, while in the second (AR scenario), the two
RSUs are located on the arterial roads at intersections A and F.

The result shows that the locations of the RSUs result in significant changes in the case of lowest
power level (0.001 watts) only. While for the higher power levels (0.005, 0.01, 0.19 watt), the
effect of the locations is insignificant, as shown in Figure 4.7.

We again used ANOVA to find the significance of changes. For the lowest power level, the p-value
is less than 0.0001, which provides strong evidence that the changes due to the RSU locations
are significant, while for the 0.005 watts scenario, the p-value is 0.606, which indicates the non-
significance of the locations in case of high power scenarios.
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Figure 4.7: Fuel consumption Box-Whisker plots for 2RSU on the arterial roads scenarios for
0.001 and 0.005 power levels

4.5 Conclusions and Future Work

The simulation results show that the effect of the packet end-to-end delay and the packet drops
are not significant on the eco-routing system performance. Consequently, the eco-routing system
implemented in INTEGRATION is robust against both packet drops and the end-to-end delay
within the communication system. These results are based on the small sample network used
in this chapter. However, we can not generalize this conclusion. Thus, the next chapter studies
these impacts in the case of real large-scale networks. But, because of the scalability issues of
the VNetIntSim, in the next chapter we do not use the VNetIntSim, we introduce a new scalable
platform for studying the mutual interaction of the communication and transportation systems.

The results also show that the location of RSUs combined with the communication range are
critical. Because these parameters determine which link information will be collected as well as
determining the delay imposed for each link information. Consequently, we suggest developing
algorithms to identify the optimum location of RSUs.



Chapter 5

Modeling Vehicular Communication in
Large-Scale Transportation Networks and
its Interactivity with the ITS Performance

In the previous chapters, we introduced the the VNetIntSim platform to model communication in
vehicular environment. VNetIntSim showed a limited scalability; it cannot be used to model large-
scale road networks with high vehicular traffic demand. Our analysis showed that this scalability
limitation is reasoned to the communication modeling utilized in OPNET, which uses event-driven
simulation technique. Thus, in this chapter, we introduce a new scalable and computationally
fast framework for large-scale modeling of communication in vehicular networks. This framework
uses a realistic analytical model that we developed in this chapter for the medium access in VANET
communication. We use this analytical model to replace the event-based modeling of the commu-
nication system in the VNetIntSim. The proposed communication model uses Markov chains and
the M/M/1/K queuing model to estimate the packet drop rate and delay for each packet based on
the communication network parameters setting such as the background packet generation rate and
the average packet size. It also considers the surrounding road network conditions, which is repre-
sented basically by the vehicle traffic density. Then, after validating this model, we incorporated
it into the INTEGRATION software, where the INTEGRATION behavior is changed to compute
and adapt the communication performance parameters. This framework is then used to study the
impact of communication on the performance of feedback-based eco-routing in a Los Angles net-
work. Finally, in this chapter, we quantify the impact of the communication on the eco-routing at
different penetration ratios and different vehicular traffic demand levels. We also study the mutual

74
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impact of the communication and transportation by studying the impact of the vehicular traffic
demand level on the communication performance.

5.1 Introduction

Intelligent Transportation Systems (ITSs) are expected to be the core of future transportation sys-
tems. Utilizing different sensors (cameras, communication enabled cars, ... etc.) and communi-
cation devices, an ITS can collect information about the transportation system. Processing these
data enables the traffic management center (TMC) to better manage and improve the performance
of the overall transportation system by making better-informed decisions. The correctness and the
accuracy of these decisions depend on the accuracy of the data collected at the TMC. The commu-
nication network is responsible for exchanging data between the different sensors/actuators in the
network and the TMC. Consequently, the communication network can affect the ITS application
performance eco-routing navigation application.

The eco-routing application can be negatively affected by the communication network performance
and setting as demonstrated in Chapter 4. This negative influence will be more noticeable in the
cases of high vehicular traffic congestion, in which, the need for better eco-routing performance
increases. On the other hand, mobility parameters can also influence communication performance.
Since eco-routing should run on a city level road network, it is imperative to study these impacts
in large-scale road network. However, it is apparent that it is too difficult to model all the commu-
nication details at this scale that may have tens of thousands of cars concurrently moving in the
network. Thus, we decided replace the OPNET simulator, that we used in the previous chapters,
by an analytical model that can represent the performance parameters in VANET communication.
More specifically, we replaced the OPNET simulator by an analytical model for the medium access
technique in the Wireless Access in Vehicular Environments (WAVE) [31].

Choosing the MAC layer is because of the following three reasons.

• The MAC protocol is a good representative of the mutual impact of communication and
transportation systems.

• The performance of the upper layer protocols are highly dependent on the MAC perfor-
mance.

• The MAC layer can capture some impacts of the upper layer protocols
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Firstly, the WAVE MAC protocol has a direct mutual interaction with transportation network,
where it can be significantly affected by the transportation network parameters. For example,
in the case of highly congested road networks, and considering the large coverage area in VANET,
in which the communication range is up to 1000m, the large number of connected vehicles attempt-
ing to send can result in higher competition in the wireless medium. This competition will result
in higher data collision probability, higher drop probability, and longer packet delivery delay. On
the other hand, the drop rate and packet delay in the MAC protocol can influence the performance
of ITS applications such as eco-routing application. Consequently, the MAC protocol is a good
representative of the mutual impact of communication and transportation systems.

Secondly, the upper layer protocols are highly dependent on MAC performance. Thus, modeling
any protocol in an upper layer without modeling the MAC layer will produce inaccurate results. For
example, if we only consider the routing protocols and their impact on ITS performance, which is
expected to be significant, without modeling the MAC layer, the results will capture some interest-
ing phenomena such as communication links drops and establishments, route connectivity and its
temporal changes. However, these results will not be able to capture many important phenomena.
One of these important phenomena is the impacts of vehicle density and its distribution in the road
network on the communication performance in terms of drops and delays, which can significantly
affect the performance of routing protocol. Moreover, it will not be able to capture the impact
of the routing protocol packet load overhead on the medium access. The routing protocol packet
overhead results in increasing the collisions in the wireless medium, consequently, increases the
delay and drop rate. Thus, to accurately model any upper layer protocols, it is essential to consider
modeling of the MAC layer first.

The third reason is that the MAC layer can capture some impacts of the upper layer protocols.
Because it is the gate through which all the traffic enters and exits the communication nodes, the
MAC layer can captures the traffic load for all upper layer processes and model the impact of this
traffic on the communication performance.

because of its impact on the communication performance and its dependency on the mobility.
However, routing in VANET is still an open and wide area of research and the performance of the
different routing techniques are still under investigation by the research community. Thus, in this
research work, we do not consider the routing protocols and their impact on ITS applications. Con-
sequently, we assume only a V2I communication. However, the developed simulation framework
presented in this chapter can be easily modified to include the impact of multi-hop communication
in the case of routing.
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Based on the aforementioned reasons, we decided to focus on the MAC protocol in the WAVE
stack and its mutual interactivity with the transportation system. So, in this chapter, we develop a
new analytical model for the MAC and incorporate it into the INTEGRATION software to build
a full-fledged platform for vehicular communication modeling. The proposed analytical model is
capable of estimating the packet delay and drop probability considering the number of vehicles
in the communication area and background packet generation rate in addition to other network
parameter settings.

Using this developed analytical model enables the proposed simulation framework to overcome
the scalability limitation, where the proposed platform supports tens of thousands of concurrent
cars in the network. Under the umbrella of the proposed framework, in this chapter:

• Firstly, we develop a new model for the MAC technique with a finite buffer size in vehicular
networks. This model utilizes both the Markov chain and the queuing theory to estimate the
packet delay and drop probability.

• Secondly, this model is validated against a benchmark simulation data for different commu-
nication parameters including packet size, vehicle density, and transmission modes.

• Thirdly, to allow for studying the mutual impact of the communicating and transportation
systems, this model is incorporated in a transportation microscopic traffic simulation soft-
ware; INTEGRATION [48]. The traffic simulation software is modified to account for the
packet drop and delay when updating the vehicles eco-routing information.

• Fourthly, the developed simulation framework is used to quantify the impact of communica-
tion on the eco-routing application using a real large-scale network, approximately 10 km x
15 km, which is the downtown area in the city of Los Angles (LA). The car traffic demand
in this network is calibrated based on data collected from different sources.

To the best of our knowledge, this is the first work that considers and models the mutual interaction
of communication and transportation systems in such real large network with real traffic (10 km
x 15 km), which is bigger than many small cities. For example, the Washington DC area is about
177Km2, which means the proposed platform can model the vehicular communication on the road
network of the Washington DC area. In addition to that, this is also the first work that quantifies
the impact of the communication on the ITS feedback based eco-routing application.

However, the resulting simulation framework is only a first step on a long road towards large-scale
modeling of vehicular communication. The importance of this first step is that it paves the road for
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the research community in computer science, communication, and traffic engineering to conduct
more realistic research in these fields at a scale that covers city level vehicular network.

This chapter continues by providing an overview of the Markov chains in Section 5.2 because
it is the tool used for the model development. Then, we introduce the proposed communication
model for vehicular communication based on the IEEE 802.11p standard [13, 14] in Section 5.3.
After validating the model, we describe how the communication model is integrated into micro-
scopic traffic simulator in Section 5.4. Then, the simulation network and the simulation results are
presented and discussed in Section 5.5 before the conclusion.

5.2 Markov Chains

Markov chains [99, 100] is the mathematical tool that we use in this chapter to develop the ana-
lytical model for the MAC in VANET. Thus, it is imperative to understand the basic concepts of
Markov chain. This section also describes some Markov chains properties that are necessary for a
Markov to have a unique solution.

5.2.1 Introduction to Markov Chains

Markov chains are named after Andrey Markov as a mathematical model for stochastic processes
that satisfy the Markov property (known as memoryless property), which means that we can make
predictions for the future of the process based only on its current state regardless of the process
state history. In other words, the prediction based on the current state is the same as the prediction
made based on the process’s full history [99, 100].

Mathematically, in a Markov chain, the process ( or the system represented by the Markov chain
process) has a set of states called the state space S = {s1,s2, ...,sk}. Within this state space, the
system stochastically moves from one state to another. So, the system has a random variable Xt ,
which is the state of the system at time t. Using this notation, the Markov property can be written
as:

P(Xt = si |X0, X1, ..., Xt−1) = P(Xt = si |Xt−1). (5.1)

There are two types of Markov chain, continuous time Markov chain (CTMC) and discrete time
Markov chains (DTMC). The main difference between the two types is whether the time space is
continuous or discrete space.
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In modeling the VANT medium access technique, we use the DTMC. So, the next subsection
describes it in some details.

5.2.2 Discrete Time Markov Chains

In discrete time Markov chain, the process has a set of k states, S = {s1,s2, ...,sk}, and the time-
space is discretized into steps. So, the time is denoted by the step n rather than t. At n = 0, the
process starts at one of the states (initial state) and moves successively from one state to another.
Each move is called a step or transition. If the chain is currently in state si, then it can move to state
s j in the next step with a probability denoted by pi j which is known as the transition probability.
pi j is time independent. That is, at any time, if the system is at state si it may move to state s j with
the same probability pi j. The transition matrix P compiles all the transition probabilities from any
state i to any state j as shown in Equation 5.2.

P =


p1,1 p1,2 ... p1,k

p2,1 p2,2 ... p2,k

... ... ... ...

pk,1 pk,2 ... pk,k

 (5.2)

In Markov chain, the state probability πn(i) is the probability that the system is in state i at the time
step n. Consequently, the state probability distribution of the system at any time n, πn, defines the
state probabilities at that time as shown in 5.3.

π = {πn(i) ∀ i ∈ S}= {πn(1), πn(2), πn(3), ...., πn(k),} (5.3)

By definition, the summation of the state probabilities equals 1 as in Equation 5.4 because the
system can be in only one state at any the time step:

n=k

∑
n=1

πn(k) = πn(1)+ πn(2)+ πn(3)+ ....,+πn(k) = 1. (5.4)

Based on these definitions, if we know the state probability distribution πn of the system at any
time step n and the transition matrix P, then we can predict the probability distribution at next time
step n+1, simply, by multiplying them together as shown in 5.5:
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πn+1 = πn P =


πn(1)
πn(2)
...

πn(k)


T 

p1,1 p1,2 ... p1,k

p2,1 p2,2 ... p2,k

... ... ... ...

pk,1 pk,2 ... pk,k

 . (5.5)

Using equation 5.5, we can compute the state probability distribution after any number of time
steps:

πn = π0 Pn =


πn(1)
πn(2)
...

πn(k)


T 

p1,1 p1,2 ... p1,k

p2,1 p2,2 ... p2,k

... ... ... ...

pk,1 pk,2 ... pk,k


n

. (5.6)

The Markov chain stationary distribution, which is also called the steady-state probability dis-
tribution, is defined as the state probability distribution as n→ ∞. If the process satisfies some
conditions, then its Markov chain will have a unique stationary distribution. Markov chain and
its states have many properties, we will briefly describe some of them, which will help us figure
out whether the process has a unique stationary distribution. Subsequently, using these properties
we can find whether the proposed Markov chain for the MAC in VANET has a unique stationary
distribution.

Markov chain irreducibility

One of the important Markov chain properties is irreducibility, which means that regardless of the
present state, the system can reach any other state in a finite number of steps. In other words, there
is a path form any state to any other state. Mathematically, irreducibility can be written as:

∀Si,S j ∈ S ∃m < ∞ : Pr(Xn+m = s j |Xn = si)> 0. (5.7)

Transient states

In a Markov chain, a state si is said to be a transient state if the system may not be able to return to
it again with a non-zero probability [101]. In other words, given that we start in state si, there is a
non-zero probability that we will never return to it. Formally, if the random variable Ti is the first
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return time to state si, then si is transient if

Pr(Ti < ∞)< 1. (5.8)

Recurrent states

State recurrence is the reverse of transience, which means that state si is recurrent if it is not tran-
sient. In Markov chain, the system will return to the recurrent state in a finite time with probability
equals 1. This time Ti is called the return time or hitting time. Formally, this relation can be written
as:

Pr(Ti < ∞) = 1. (5.9)

The mean recurrence time for state Si, which is denoted by Mi, is the expected return or hitting
time Mi = E(Ti). The state is called positive recurrent if it has a finite mean hitting time.

State periodicity

A state si has period k if any return to si must occur in multiples of k time steps. In this case, k is
calculated as the greatest common divisor (GCD) for the return time. Mathematically, the period
of a state is defined as:

k = GCD{n > 0 : Pr(Xn = si|X0 = si)> 0}. (5.10)

If k is defined, then the state si is called a periodic state. Otherwise, it is aperiodic. A Markov
chain is called aperiodic if every state in this chain is aperiodic.

An irreducible Markov chain only needs one aperiodic state to imply all states are aperiodic. More-
over, a Markov chain that is aperiodic and positive recurrent is known as ergodic.

Stationary distributions of Markov chains

Based on the above-mentioned definitions, many other properties of a Markov chain can be de-
rived. Among them, the existence of stationary distribution and the uniqueness of this stationary



82
CHAPTER 5. MODELING VEHICULAR COMMUNICATION IN LARGE-SCALE

TRANSPORTATION NETWORKS AND ITS INTERACTIVITY WITH THE ITS PERFORMANCE

distributions are essential Markov chain properties.

The stationary distribution of a Markov chain is the probability distribution that remains unchanged
in the Markov chain as the time progresses. Thus, by applying Equation 5.5 on the stationary
distribution π, it satisfies Equation 5.11:

π = π P. (5.11)

By solving Equation 5.11, we can easily compute the stationary π distribution for a Markov chain,
given its transition matrix P.

The important question is under what conditions a Markov chain has a stationary distribution and
whether it is unique. It was proven in [102] that for a finite ergodic Markov chain, there exists a
unique stationary distribution.

This next section uses the Markov chain to represent the MAC process in VANET. The Markov
chain we develop trivially satisfies the ergodicity condition, it is basically irreducible and ergodic.
Thus, it has a unique stationary distribution that we utilize to find the packet delivery probability,
drop probability, and delay.

5.3 Proposed Medium Access Model

In Chapter 2, we gave an overview of the VANET communication. This section proposes an
analytical model for the MAC in VANET. So, this section firstly describes the MAC technique in
VANET in more details. Then, it will discuss and validate the model assumptions. Subsequently,
it will derive the new proposed analytical model.

5.3.1 WAVE Medium Access Technique

The main objective of the medium access technique is to enable several communication nodes
connected to the same physical medium to share it. In VANET, the physical medium characteristics
is described by the DSRC standard [31] as shown earlier in Chapter 2, Section 2.2.

The MAC in VANET supports four traffic access categories, Background (BK), Best-effort (BE),
Video (VI), and Voice (VO). The required quality of services is granted to different ACs by the
different medium access parameters (such as Arbitration Inter-Frame Space (AIFS) and Contention
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Window (CW) limits) that are assigned to each access category. I addition to that, the access
technique guarantees the access to the higher priority AC when there are multiple ACs attempting
to transmit at the same time.

According to the IEEE 802.11p [31] standard, within the station, every AC acts as a stand-alone
virtual station that has its own queue and its own access parameters. Whenever any AC has a
frame to send, it initializes its back-off counter to a random value within the range of the initial
CW (w0). Then, when it detects that the medium is idle for a specific time length (usually equal
to the AIFS), it counts down the back-off counter. If the medium is busy, the counter will be held.
The station can send the frame only when the back-off counter becomes zero. When more than
one EDCA count down their back-off timers to zero and attempt to transmit at the same time, a
virtual collision takes place within the same station, which is referred to as internal collision. In
such cases, the access to the medium will be granted to the highest priority AC. The lower priority
colliding AC doubles its CW and backs-off again. In this chapter, we assume there is only one AC
in every station, so we do not model the internal collision in our model.

If two stations start transmitting in the same time slot, an external collision will take place and
both transmitted signals will be destroyed. Because the sender cannot detect the collision while
transmitting, it has to wait for the acknowledgment (ACK). If an ACK was not received within a
specified time, the sender assumes a collision, doubles its CW, and backs-off again. This process
can be repeated until reaching a retransmission attempt threshold (M+ f ). During these attempts,
the CW can be increased up to the maximum CW (wmax). Consequently, the number of times
the CW can be increased is M = log2(wmax/w0), and f is the number of retransmission attempts
allowed after reaching (wmax).

5.3.2 Model Assumption

The main purpose of this chapter is to enable large-scale modeling of communication in a vehicular
environment. Chapter 3 showed that the discrete event simulations of communication in a large-
scale network is computationally expensive in terms of both memory and simulation time, which
are exponentially increasing with the number of vehicle in the network as shown in Chapter 3.
Thus, in this chapter, instead of using the discrete event simulations for the communication, we
develop a communication model that can estimate the average packet drop probability and the
average packet delay. To allow for such large-scale systems, we simplified this model to assume a
single AC instead of the four ACs in VANET. This assumption is based on a comparative simulation
study between the single AC and multiple ACs in VANET. We ran a simulation using OPNET
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simulator to compare the network performance in case of single AC and four ACs for different
traffic rates. In the case of four ACs, each AC generates the same traffic rate λ. In the case of a
single AC, a traffic rate of 4λ is generated and assigned to the best-effort AC, which is the default
AC for the traffic. Then, the throughput of the single AC is divided by 4 and compared to the traffic
throughput in the case of the four ACs.

Figure 5.1 shows the comparison of the traffic in the case of four ACs and 1
4 the throughput of the

single AC. Figure 5.1 shows that the throughput of the BE AC is very close to the approximated BE
using a single AC. The comparison shows that the error is less than 11%. Based on this analysis
and the results in Figure 5.1, we can use the single AC to represent the BE AC in the full-fledged
model.

Figure 5.1: Comparison between the BE traffic using single AC and 4 ACs.

5.3.3 The Proposed Model versus Previous Models

Compared to the previous models in the literature, our proposed model is characterized by com-
bining the following features:

• It considers the MAC layer queue size, so the model is capable of estimating both the average
processing delay and queuing delay for the packet.

• It works for both saturated and unsaturated cases.

• It limits the number of retransmission attempts. When a packet reaches this limit, it will be
dropped.
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First, our proposed model considers the MAC layer queue size and its impact on communication
performance. Most of the previous models that were developed for both IEEE 802.11a, IEEE
802.11e, and IEEE 802.11p do not consider the queue size, the queuing process, and their impact
on the performance of IEEE 802.11. For example, the Bianchis model [103], which is the base for
our proposed model that was proposed in 2000 and then refined in 2010 [104], as well as models
proposed 2016 in [105, 106, 107], do not consider queuing at all. Many other models also do not
take queuing into consideration at all, like [108, 109, 110, 111]. Some models consider queuing
but assume an infinite queue size. Engelstad et al. [112] modeled the EDCA in IEEE 802.11e with
an infinite queue, meaning the packet always finds a buffer to be stored in, which is not a realistic
assumption. Moreover, the queue size can have a significant impact on the performance of IEEE
802.11 communication. For instance, the smaller the queue size, the lower the number of packets
can be queued. In the case of high packet traffic rates, many of the packets will be rejected by the
queue, which will increase the packet drop ratio. On the other hand, larger queue size will result in
increasing the queuing delay to very long delays. In contrast to these models, our model assumes
a finite queue size of length K in the MAC layer, which makes it more realistic. To model the
queuing process, in the proposed model, we use the M/M/1/K queuing model [113], which is a
model for a queue of a finite length (K) in a system having a single server and arrivals of packets
are determined by a Poisson process and packet service times have an exponential distribution .
This queuing model is incorporated with the MAC protocol so that the back-off technique and the
queue interact with each other. Consequently, with the help of this queuing model, we were able to
compute both the queuing and processing delay. In addition, the queuing model parameters were
used to estimate the throughput and the packet drop rate.

Secondly, compared to most of the previous research, our proposed model supports both saturated
and unsaturated data traffic conditions. For example, the models in [103, 104, 106, 107, 108,
109, 110, 111] assume saturated conditions in the modeling of the DCA/ECDA using a Markov
chain. A model was developed by Engelstad et al. [112] for both unsaturated and saturated traffic
conditions, but it assumes an infinite queue. Thus, it cannot realistically estimate the delay and
throughput.

Thirdly, many of the models in the literature do not limit the number of retransmissions for each
individual packet. This is basically to simplify the mathematical derivation of the model. Our pro-
posed model assumes a limited number of retransmission attempts, after which the packet will be
dropped. These three characteristics are illustrated in Figure 5.2 and the model shall be described
in Subsection 5.3.4.
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Figure 5.2: Markov chain model for the medium access.

5.3.4 Model Derivation

To build a model for the MAC technique, a two-dimensional Markov chain, shown in Figure 5.2,
is utilized. The state 0 in the model represents the system-empty state when both the system and
the queue are empty. This is a basic difference between our model and many of the previous
models that only support saturated cases such as the Bianchis model [103, 104], which is the base
for many other models. Bianchis model assumes saturated systems, which means the system will
always have packets in its queue. In these models, after successful transmissions or exceeding the
retransmission attempts, the process returns to the first stage directly to process the next packet. To
enable our model to handle both saturated and non-saturated cases we added state 0, system-empty
state, to the process. If the queue is empty, the process will return back to this system-empty state
and will stay in this state until a new packet arrives. Packet arrival process is assumed to have
exponential distribution for the inter-arrival times, which is modeled by the queuing model.

Each of the other states is defined by (i, j), where i and j are the back-off stage and back-off
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counter value, respectively. Table 5.1 shows the symbols used for this model.

Table 5.1: The model parameters

Symbol Description
i The back-off stage number
j The back-off counter
M The maximum number of times of increasing the CW
f The maximum number of times of retransmission without increasing

the CW
wi The CW range for stage i
w0 The initial value for the maximum CW i
α The CW increasing factor, where wi = w0αi. Its typical value is 2.
pidleslot The probability that a medium is idle in any time slot
pidle The probability that the medium is idle
q0 The probability that the system is empty (no packet in the system)
psuc The probability that a medium is occupied with a successful transmis-

sion
p f ail The probability that a medium is occupied with a failure transmission
ptran The probability that a station starts transmission in any time slot
pcol The probability that the packet collides
P(i, j) The probability that the system is in state (i, j)
λ The packet arrival rate
µ The packet service rate
Tserv The packet service time
Tq The packet queuing time
N The number of vehicles (stations) in the communication range
Tslot The length of the time slot (sec)
Ts The transmission time of a successful frame transmission
Tf The transmission time of a failure frame transmission
AIFS The number of time slots for the Arbitration Inter Frame Space
ρ The traffic intensity for the queuing model
K The size of the buffer
Qn The probability that the queue has n packets
λe f f The effective packet generation rate

To solve this model, we need to compute the stationary state probability distribution for each state
in the model. We use the notation P(i, j) and P(0) to represent stationary state probability of
state (i, j) and state 0 respectively. Thus, we derive all the state probabilities P(i, j) in addition
to P(0) as functions of P(0,0). Then, according to Equation 5.4, the summation of all these state
probabilities should equal 1. A detailed derivation for the equations is in Appendix A.
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From the Markov chain in Figure 5.2, we can find that the probability that the system is in state 0
as:

P(0) =
q0

1−q0

(
P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)
)

(5.12)

And P(0, j) can be expressed as:

P(0, j) =
w0− j

w0

1−q0

pidle

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
, j = 1,2, ...,w0−1

(5.13)

and P(0,0) is:

P(0,0) = (1−q0)

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
(5.14)

From Equations 5.13 and 5.14, we can drive P(0, j) as:

P(0, j) =
w0− j

w0

1
pidle

P(0,0) , j = 1,2, ...,w0−1 (5.15)

Consequently, P(i,0) can be calculated as:

P(i,0) = pi
col P(0,0) , i = 0,1, ....,M+ f −1 (5.16)

and

P(i, j) =
wi− j

wi

pi
col

pidle
P(0,0)

, i = 1,2, ...,M+ f −1 and j = 1,2, ...,wi−1
(5.17)

From equations 5.12 and 5.16 we can find the relation between P(0) and P(0,0) as :

P(0) =
q0

1−q0
P(0,0) (5.18)

Now we have all the state probabilities expressed in terms of P(0,0). Since the summation of all
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the probabilities equals 1, then

P(0)+
M+ f−1

∑
i=0

P(i,0)+
w0−1

∑
k=1

P(0,k)+
M+ f−1

∑
i=1

wi−1

∑
k=1

P(i,k) = 1 (5.19)

Notice that the window exponential factor is α for i≤M, i.e

wi =


w0 αi i≤M

w0 αM i > M
(5.20)

From Equations 5.19 and 5.20, we can calculate P(0,0) as shown in Equation 5.21.

P(0,0) =

(
q0

1−q0
+

1− pcol
M+ f

1− pcol
+

w0−1
2 pidle

+

1
2 pidle

[
(αM−1 w0−1)

pcol
M−1− pcol

M+ f

1− pcol

+w0
α pcol− (α pcol)

M−1

1−α pcol
+

pcol− (pcol)
M−1

1− pcol

])−1

(5.21)

Now, to solve this model, we have to calculate the values of pcol, pidle, and q0. To do that, we need
to find a relationship between these three parameters and the state probabilities.

A collision will happen when two or more stations start transmission in the same time slot. Let the
probability that a station starts transmitting at a time slot be ptrans, then

ptrans =
M+ f−1

∑
i=0

P(i,0). (5.22)

When a station sends a packet, the probability that this packet collides is

pcol = 1− (1− ptran)
N−1. (5.23)

So for the entire system, the medium will be idle at any time slot only when no station is sending:

pidleslot = (1− ptran)
N . (5.24)
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and the station decides that the medium is idle (pidle) after AIFS idle time slots in a row:

pidle = pidleslot
AIFS. (5.25)

For the entire system, the probability that a packet is successfully transmitted without collision is:

psuc =

(
N
1

)
ptran (1− pcol) = N ptran (1− pcol)

psuc = N ptran (1− ptran)
N−1. (5.26)

Using Equations 5.22 through 5.26, we can calculate the two parameters pcol and pidle in terms of
state probabilities, therefore in terms of P(0,0). The only missing part is finding a relation between
q0 and the state probabilities. To solve for q0, we use the M/M/1/K model, where we assume the
packet inter-arrival time between packets is totally random (i.e. exponentially distributed) with an
average rate λ. Assuming that the service rate is µ = 1

Tserv
, the service time Tserv is the average time

elapsed in processing the packet. It is the summation of the average time the packet stays in each
stage. The packet can stay a time Tw in every state plus the average frame transmission time Ttrav ,
which can be calculated as:

Tw = p f ail Tf + psuc Ts +
1

pidle
Tslot (5.27)

Ttrav = pcol Tf +(1− pcol) Ts, (5.28)

where p f ail = 1− psuc− pidleslot . Ts and Tf are the successful transmission time and the failure
transmission time respectively. Ts and Tf depends on whether MAC uses the basic or advanced
(RTS/CTS) access modes. In case of the basic access mode, the transmitting node directly sends
its packet.

Ts = TAIFS +Tf rame +Tpro +TSIFS +Tack +Tpro (5.29)

Tf = TAIFS +Tf rame +Tpro. (5.30)

In the case of the RTS/CTS access mode, the transmitting node firstly sends a request to send a
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packet and waits for the clear to send, after the successful handshaking, the sender can send its
data frame. In this case, the successful and failed transmission times are calculated as:

Ts = TAIFS +Trts +Tpro +TSIFS +Tcts +Tpro

+TSIFS +Tf rame +Tpro +TSIFS +Tack +Tpro
(5.31)

Tf = TAIFS +Trts +Tpro. (5.32)

The term Tw in Equation 5.27 is the time required by the station while sensing the medium to
ensure it is idle. Consequently, the service time Tserv can be calculated as:

Tserv = Tslot

M+ f−1

∑
i=0

(
Tw(wi−1)

2
+Ttrav

)
pcol

i. (5.33)

Now we can calculate the traffic intensity ρ = λ

µ , and subsequently q0 as:

q0 =


1−ρ

1−ρK+1 λ 6= µ;

1
K+1 λ = µ.

(5.34)

Now we can solve this model and estimate the total communication throughput and delay. The
total network throughput T hr can be calculated as:

T hr = N(1−q0)
(
1−P(M+ f −1,0)pcol

)
(1− p f ail). (5.35)

T hr is simply the multiplication of a set of terms: (1− q0) represents the time ratio at which the
system has at least a packet,

(
1−P(M + f − 1,0)pcol

)
describes the probability that this packet

was not dropped due to the maximum retransmission attempts constraint, and (1− p f ail) is the
portion of time that is not occupied by collisions.

5.3.5 Communication Model Validation

To validate this communication model, we ran extensive simulations for different traffic rates and
number of communication stations considering V2I communication. We used the OPNET soft-
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ware, which is known currently as the Riverbed modeler [86]. The OPNET Modeler is a powerful
discrete event simulation tool for specification, simulation, and analysis of data and communica-
tion networks. The most important OPNET characteristic is that its results are trusted because
its implementations of the standard protocols are tested and validated before publishing. Current
versions of OPNET support WAVE as an extension of the IEEE 802.11 implementation. For each
simulation scenario, we calculated the average network throughput and the average packet delay.
The results show an accurate estimation of both throughput and delay of our model compared to
the OPNET simulated results (Sim), as shown in Fig 5.3 and Fig 5.4.

5.4 Transportation Traffic Modeling

The transportation network is the environment where the vehicular communication takes place.
Thus, it is essential to integrate the proposed communication model into a scalable transportation
simulation software. After validating the communication model, we implemented and incorporated
it into the INTEGRATION software [48]. The INTEGRATION simulation model provides 10
basic user equilibrium traffic assignment/routing options [48]. Recently, we have added a system
equilibrium routing model. One important feature of INTEGRATION is its support for eco-routing
traffic assignment, which uses feedback from the en-route vehicles about the fuel consumption cost
for the road links they traverse. By fusing this real-time cost feedback with the link history it can
calculate the time-varying smoothed link costs. Using these costs, it tries to minimize the fuel
consumption and emission levels by assigning vehicles the most environmentally friendly routes.

As all of the previous research work in this area, INTEGRATION assumes a perfect communica-
tion network with no packet drop or delay. By incorporating the proposed communication model
into the INTEGRATION software, we develop a new scalable framework that is capable of mod-
eling large-scale transportation network and capture the mutual impact of the communication and
transportation systems. We use this framework to study the impact of communication on the eco-
routing application as an example for the ITS applications.

5.4.1 Eco-routing with the Communication

To the best of our knowledge, in all the previous implementations of the eco-routing, a perfect
communication network is assumed, which means the drops and delay are assumed to be zero.
The INTEGRATION also makes this assumption as described in details in Section 2.4.
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(a) Basic Access Mode, Packet Size = 500 Bytes (b) RTS/CTS Access Mode, Packet Size = 500 Bytes

(c) Basic Access Mode, Packet Size = 1000 Bytes (d) RTS/CTS Access Mode, Packet Size = 1000 Bytes

Figure 5.3: Average throughput per vehicle (Packets/Second) versus packet generation rate (Pack-
ets/Second), comparing the model to the simulation for different number of vehicles

Thus, to build a realistic ITS simulation framework, we have changed the INTEGRATION be-
havior to adopt the communication process and its impact on the ITS applications including the
eco-routing. The new behavior is illustrated in Figure 5.5. When a vehicle finishes a road link,
instead of directly updating the link cost in the TMC as shown in Figure 2.2, the vehicle sends
this information to the communication module by adding it to the transmission queue. Then, while
the vehicle moves, the communication module checks for the connectivity. If the vehicle is not
connected to an RSU (i.e., there is no RSU in its communication range), the queue will not be
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(a) Basic Access Mode, Packet Size = 500 Bytes (b) RTS/CTS Access Mode, Packet Size = 500 Bytes

(c) Basic Access Mode, Packet Size = 1000 Bytes (d) RTS/CTS Access Mode, Packet Size = 1000 Bytes

Figure 5.4: Average single hop delay, model versus simulation

processed and the packets in the queue will be held. Whenever it gets connected to an RSU, it will
process the packets in the queue.

For each packet in the transmission queue, the communication module first calculates its drop
probability as described later in Equation 5.38. If the packet should be delivered, the communica-
tion module calculates its average total delay and inserts it into a time-based ordered queue. So, it
will be processed by the updating module in its time of arrival.

To calculate the packet drop probability and total delay, the communication model parameters
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Figure 5.5: Eco-routing with the communication.

introduced in section 5.3.4 are used.

In regards to the packet drop probability, the packet can be dropped in two cases: 1) it arrives at
the MAC while the queue is full, and 2) when its maximum retransmission attempts are reached.

When the queue is full, the packet will be rejected by the queue. We call this the rejection probabil-
ity Pre j. In other words, Pre j is the probability that the queue has K packets. If Qn is the probability
that the queue has n packets, then according to the M/M/1/K model [113], Qn can be calculated
as:

Qn =


ρn 1−ρ

1−ρK+1 λ 6= µ;

1
K+1 λ = µ.

(5.36)

Consequently, the Pre j = QK , that is

Pre j =


ρK 1−ρ

1−ρK+1 λ 6= µ;

1
K+1 λ = µ.

(5.37)

For the second case, a packet in the queue might be dropped if it experienced a collision in its last
retransmission attempt in the last stage whose probability is P(M+ f −1,0) pcol .

If neither of these cases happened, then the packet will be correctly delivered. Thus, the packet
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drop probability can be calculated as:

Pdrop = 1− (1−Pre j)
(

1−P(M+ f −1,0) pcol

)
. (5.38)

The total delay of the packet Tdelay is the summation of both service time Tserv and the queuing
delay Tq as shown in Equation 5.39.

Tdelay = Tserv +Tq. (5.39)

Where the average service time Tserv is calculated by Equation 5.33, and the average queuing delay
Tq can be calculated as:

Tq =
1

µ−λe f f
. (5.40)

In Equation 5.40, λe f f is the effective packet generation rate which is the actual number of packets
that can enter the queue per unit time. I.e., λe f f is the packets that arrive when the queue is not
full. If the Qn is the probability that the queue has n packets, then λe f f can be calculated as:

λe f f = λ(1−Pre j) = λ(1−QK). (5.41)

Using Equations 5.37 and 5.39 through 5.41, the average total packet delay can be calculated.

5.5 Simulation and Results

We used the developed model to study the mutual impacts of the communication system and the
ITS feedback-based eco-routing application [72, 80]. These impacts include how the traffic con-
gestion level and the traffic flow are affected by the communication errors. We also quantify these
impacts of communication errors on the fuel consumptions, the travel time, the average vehicle
speed, and the average emission levels. This section also shows how the vehicle demand level
influences the communication performance in terms of packet drop rate and delay. In this study we
use the V2I communication paradigm with 1000m communication range and 50 Packets/second
background packet generation rate (λ). The average packet size is set to 1000 Bytes and the queue
size is set to 64 Packets. In this study, we use two main communication scenarios; the ideal
communication scenario assumes perfect communication (no drops nor delay), and the realistic
communication case where the packets can be dropped and/or delayed based on the surrounding
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network conditions.

The network shown in Figure 5.6 is used for the simulation analysis. This network is the downtown
area in the city of Los Angles (LA). The modeled road network is shown by the red polygon in
Figure 5.6 which is about 133Km2. It has 1625 nodes, 3561 links, and 459 traffic signals. In regards
to the vehicular traffic demand, we use a calibrated traffic demand. The traffic calibration, which
is based on the data collected from multiple sources, is described in detail in [20]. This traffic
demand represents the morning peak hours in downtown area of the city of LA, which continues
for 3 hours from 7:00 am to 10:00 am. We added one hour for traffic pre-loading. So, the demand
runs for four hours. However, we run the simulation for 30,000 seconds to give the vehicles enough
time to finish their trips. In order to study the impact of different traffic origin-destination demand
(OD) levels, the calibrated traffic rates are multiplied by scaling factors (ODSFs) 0.1 through 1 at
step 0.1. So, we have 10 traffic demand levels. The total number vehicles that should be simulated
in each of these scenarios is shown in Table 5.2.

5.5.1 RSU Allocation

Since we focus on the V2I communication, we have to allocate the RSUs in the network. In
Chapter 4, RSU allocation is shown to be critical to the performance of the communication network
and consequently the performance of the eco-routing application. The most economical method
is to install the RSUs at the traffic signals locations. The reason is that these traffic signals are
already equipped with the required network connections and power sources. Consequently, the
only requirement will be the RSU units and their antennas. In the road network of downtown LA,
there are 459 traffic signals. So, the question now is which traffic signals should be selected to
install the RSUs in order to achieve the best coverage with the minimum cost. This is a min-max
coverage problem. To achieve this objective, we use a greedy algorithm shown in Algorithm 1.

Assuming that the distance between the traffic signals Si and S j is Di, j, and Ci is the set of traffic
signals covered by Si. I.e., Ci = {S j : Di, j < RCom}, where RCom is the communication range.
The algorithm starts with S includes all the traffic signals and empty set G of selected signals.
It calculates the coverage for each signal in S. Then, it selects the traffic signal that covers the
maximum number of uncovered signals, adds it to the selected signals G and removes it, along
with all the signals it covers, from S. Steps 5 to 8 are repeated until S becomes empty. This
algorithm does not guarantee to cover the whole network. But it covers the maximum signalized
intersections with the minimum cost (minimum number of RSUs). Figure 5.6 shows the coverage
map in the cases of 1000m communication range.
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Figure 5.6: The LA downtown area and the coverage map for 1000m communication ranges.

Algorithm 1 Select traffic signals to install RSUs
1: procedure SELECT TRAFFIC SIGNALS . Select the minimum number of traffic signals to

install RSUs in such a way that maximizes the coverage
2: S←{Si : i = 1,2....}
3: G← φ . The initial solution
4: while S 6= φ do . There are uncovered signals
5: Ci = {S j ∈ S : Di, j < RCom} . Recalculate the coverage
6: Select Si ∈ S that maximizes ‖Ci‖
7: G← G∪Si
8: S← SrCi

9: return G . The selected signals
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5.5.2 The Communication Impact on the Traffic Flow and Network Conges-
tion

First, we run the network with different traffic demands levels in both ideal communication and
realistic communication cases. To find the congestion level, we calculate the fundamental diagram
[114] in each case, as shown in Figure 5.7.

The network fundamental diagrams show that in the ideal communication case, the network reaches
the congested regime only at ODSF = 0.9 and ODSF = 1. However, in the realistic communication
case the congested regime takes place at lower traffic demand level at ODSF = 0.7. It also shows
that there is a deadlock in the network, that results in a large number of vehicles being unable to
exit the network at ODSFs of 0.7 through 1 in the realistic communication case. Moreover, Figure
5.7 demonstrates that at the full demand level, the maximum average vehicle density is less than
25 vehicles/Km/lane in the case of ideal communication compared to about 47 vehicles/Km/lane
in the realistic communication case, which means that the congestion levels in the case of realistic
communication is approximately twice that in the case of ideal communication.

Table 5.2 shows that in the case of ideal communication only 0.63% and 2.59% of the vehicles
did not finish their trips in the two highest traffic demand levels, respectively. It also shows that
0.04% and 1.02% were not able to enter the network, because there are no available spots in their
entrance links. However, in the realistic communication case at traffic scale of 0.7, about 16.88%
of the vehicles were not able to finish their trips, and 16.45% were not able to enter the network.
At the full traffic demand, it shows that 22.41% of the vehicles did not finish and 36.39% had no
chance to enter the network because of the congestion. This higher congestion is combined with
lower traffic rate exiting the network in the realistic communication case. This high congestion
level hinders some vehicles from entering the network at the scheduled time. It also prevents some
vehicles from finishing their trips.

From Table 5.2 and Figure 5.7, we can conclude that the realistic communication results in packet
drops and delays that lead to incorrect routing decisions that cause the network to be highly con-
gested at a lower traffic demand compared to ideal communication cases.
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(a)

(b)

Figure 5.7: The Network Fundamental diagrams (a) With Ideal Communication and (b) With
Realistic Communication
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Table 5.2: Vehicles count comparison for different traffic scaling factors

Total %Vehicles started % Vehicles entered % Vehicles
OD No. of and finished but didn’t finish deferred
SF vehicles Ideal Realistic Ideal Realistic Ideal Realistic
0.1 50273 100 100 0 0 0 0
0.2 107047 100 100 0 0 0 0
0.3 164499 100 100 0 0 0 0
0.4 222326 100 100 0 0 0 0
0.5 277973 100 100 0 0 0 0
0.6 338366 100 100 0 0 0 0
0.7 394313 100 74.67 0 16.88 0 8.45
0.8 450670 100 66.87 0 21.05 0 12.08
0.9 507427 99.33 60.83 0.63 20.01 0.04 19.16
1 563626 96.39 41.2 2.59 22.41 1.02 36.39

5.5.3 The Communication Impact on Mobility Sustainability

In the realistic communication scenarios, the incorrect routing and high congestion levels resulting
from the packet drops and delays are expected to result in higher fuel consumption levels, longer
travel times, and longer delays compared to the ideal communication case. Figure 5.8 compares
mobility parameters in the two cases for the different traffic levels.

Figure 5.8-a shows that :- (1) at the low traffic demand levels, OSDF = 0.1,0,2 and 0.3, the fuel
consumption per vehicles has insignificant differences between the two cases, (2) as the OSDF
increases, the fuel consumption per vehicle in the case of realistic communication case becomes
significantly higher than that in the ideal case, and (3) at the two highest traffic demands, OSDF =

0.9 and OSDF = 1, the fuel consumption per vehicles in the realistic communication case becomes
lower. The average travel time and delay have the same behavior as shown Figure 5.8-b and Figure
5.8-c. The emission levels in Figure 5.8-d, Figure 5.8-e, and Figure 5.8-f have similar trends.

The third note does not align with increasing the OD traffic demand. The higher traffic demand
should result in higher vehicle density, higher packet drop rate, and longer delay, which leads to
incorrect routes, higher congestion levels, and higher fuel consumption levels. This behavior of the
output is due to two reasons. First, these high vehicular demand levels produce high congestion
levels, as shown in Figure 5.7, consequently, a larger number of vehicles will not be able to finish
their trips as shown in Table 5.2. These vehicles are not accounted for in the fuel consumption,
because the simulation software only considers the vehicles that finished their trips. This means,
the estimated fuel counts only for 60.83%(308667vehicles) and 41.2%(232213vehicles) of the
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(a) Average fuel consumption per vehicle (b) Average vehicle travel time

(c) Average vehicle delay (d) Average CO emission per vehicle

(e) Average HC emission per vehicle (f) Average NOx emission per vehicle

(g) Average trip distance (h) Average traveling speed

Figure 5.8: The outputs for the ideal communication versus the realistic communication
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vehicles in the last two scenarios respectively, in the realistic communication case, compared to
about 99.33%(504027vehicles) and 96.39%(543279vehicles) in the ideal communication case.

The second reason is that most of the trips that were finished are short trips, because the short trips
do not pass through the middle of the road network, which experiences high congestion as shown in
Figure 5.9. Figure 5.8-g shows that the average distance per trip significantly decreased in higher
traffic demand rates in the realistic communication scenarios. This shorter distance justifies the
lower fuel consumption, emissions, and travel times in the highest traffic demand levels.

Figure 5.8-h shows the average speed in the network for the different traffic demand levels in both
the ideal and the realistic communication cases. It shows that the average speed at the highest traffic
level is reduced from 46Km/h to about 33Km/h, which also conforms with the high congestion
level occurred in realistic communication cases.

5.5.4 The Traffic Congestion Level Impact on the Communication Perfor-
mance

The packet drop rate and delay are sensitive to the vehicle density. The higher the vehicular traffic
demand, the higher the packet drop rates and the longer the delay.

The traffic congestion level impact on the communication drop rate

Figure 5.10-a shows the distribution of the drop probability for different traffic demand levels. It
shows that the packet drop probability is exponentially increasing with the traffic level. Figure
5.10-b shows the mean drop probability for each traffic demand level. Combining Figure 5.10 and
Figure 5.8, we can see that at OSDF of 0.3, the eco-routing is not significantly affected by the high
drop rate, which reaches about 93% of the transmitted packets.

This means that the eco-routing can work properly even at high packet drop rate. The reason is that
a high packet drop rate is usually accompanied by a high vehicular traffic rate. This high vehicular
traffic produces high redundant cost reporting packets from the vehicles for each road link. Thus,
dropping these redundant packets will not significantly affect eco-routing decisions.
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(a) ODSF=0.8

(b) ODSF=1

Figure 5.9: The vehicle density at the RUS locations shown by the darkness of the red color

The traffic congestion level impact on the packet delay

In a vehicular environment, due to the intermittent connectivity, the packet queuing delay does
not include only the waiting for processing, but it also includes the waiting for connectivity, for
example, a packet is generated while the vehicle is not connected to an RSU. This connectivity-
waiting queuing delay is dependent on the average vehicle speed, which is inversely proportional
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(a)

(b)

Figure 5.10: The packet drop probability: (a) the probability density function (pdf) of the packet
drop for different traffic demand rates, (b) the average drop probability versus traffic demand rate

to the vehicle density. So, the higher the speed (or the lower the vehicle density) the shorter the
time needed by the vehicle to reach a covered area, consequently, the shorter the packet queuing
delay. Figure 5.11-a shows the delay distribution for different ODSF. It shows a shorter packet
delay for the low ODSF values. Figure 5.11-b shows the average delay and the standard deviation
area. It shows that at the high congestion levels, the mean packet delay is about 770 seconds and
the standard deviation is about 360 second, which means that about 4% of the packets can be
delayed for more than 1490seconds. This long delay can be reasoned to the high congestion levels
and the low average speed of the vehicles in these scenarios.
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(a)

(b)

Figure 5.11: The packet delay (Sec): (a) the probability density function (pdf) of the packet delay,
(b) the average delay and the squandered deviation

5.5.5 System Scalability

Since we are interested in the large-scale modeling of VANET, it is important to evaluate the
system scalability. To achieve this objective, we calculated the time required to simulate one
second for different concurrent numbers of vehicles in the network, which is shown in Figure 5.12,
which demonstrates that the simulation time is approximately linearly proportional to the number
of vehicles in the network. Figure 5.12 also demonstrates that adding the communication modeling
significantly increases the simulation time needed to simulate one second approximately by a factor
of 2 when the number of vehicles in the network is 30000 vehicles. It is worth mentioning that
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this simulation completely runs sequentially, there is no parallelization utilized. So, we believe
that, by applying some parallel computation techniques, the simulation speed can be significantly
decreased.

Figure 5.12: Simulation speed using Markov model.

To compare the simulation speed of the new model to that in VNetIntSIm, we calculated the time
needed to simulate one second in VNetIntSim using the same way and compared it to the ideal
communication case. Because the limited scalability of VNetIntSIm, we ran it on a small network
with up to 1200 concurrent vehicle in the network as shown in Figure 5.13. The result shows
that, at this small scale, using the discrete event simulation to model communication results in
simulation speed that is about 32 times slower than that without modeling the communication
(ideal communication case). Combining Figure 5.12 and Figure 5.13 together, we can see that the
analytical model runs about 16 times faster than the VNetIntSIm at this small scale.

Figure 5.13: Simulation speed using discrete event simulation.
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5.6 Conclusion

In this chapter, we developed a new scalable simulation and modeling framework for the vehicular
networks. The developed framework integrates microscopic traffic modeling with a new VANET
communication model to capture the mutual influence of communication and transportation sys-
tems. So, it can be used to model many ITS applications. The developed framework is used to
quantify the impact of VANET communication performance on eco-routing ITS navigation system
in downtown area of LA with a calibrated vehicular traffic demand. It shows that in the case of
low vehicular traffic demand levels, the communication performance (in terms of packet drop and
delay) does not have a significant impact on the eco-routing performance. However, as the vehic-
ular traffic increases, this impact becomes significant. At a certain congestion level, it can result
in routing gridlocks in the network due to incorrect routing decisions made by the TMC. Conse-
quently, it is imperative to consider these mutual interactions of communication and transportation
when deploying such systems, especially in the highly congested areas. The simulation results also
show that the eco-routing system can work properly even at high packet drop rates that reach about
93% without significant effects. In other words, it can work properly if it receives only a small
portion of the eco-routing updates correctly and in time. Consequently, it can be applied to low
market penetration ratio of this eco-updating technology. In this Chapter, we assume V2I commu-
nication, so we did not consider the data routing in VANET which is an important component in
VANET. Consequently, in the future, we plan to study the impact of routing on the performance of
both systems. The proposed framework can also be utilized to develop novel routing protocols and
study them on large-sale real-world scenarios.



Chapter 6

Large-Scale Agent-Based Multimodal
Modeling of Transportation Networks

The performance of urban transportation systems can be improved if travelers make better-informed
decisions using advanced modeling techniques. However, modeling city-level transportation sys-
tems is challenging not only because of the network scale but also because they encompass multiple
transportation modes. This chapter introduces a novel simulation framework that efficiently sup-
ports large-scale agent-based multimodal transportation system modeling. Because INTEGRA-
TION software is the main component in this system, we call it ”INTEGRATION Ver. 3.0”, or
”INTGRAT3” for short. The INTGRAT3 framework utilizes both microscopic and mesoscopic
modeling techniques to take advantage of the strengths of each modeling approach. In order to in-
crease the model scalability, decrease the complexity, and achieve a reasonable simulation speed,
the INTGRAT3 framework utilizes parallel simulation through two partitioning techniques: spatial
partitioning by separating the network geographically and vertical partitioning by separating the
network by transportation mode for modes that interact minimally. INTGRAT3 framework creates
multimodal plans for each controlled trip and tracks the travelers trips on a second-by-second basis
across the different modes. We instantiate this framework in a system model of Los Angeles (LA)
supporting our study of the impact on transportation decisions over a 5 hour period of the morn-
ing commute (7am-12pm). The results show that by modifying travel choices of only 10% of the
trips, significant reductions in traffic congestion are achievable with a significant reduction in total
traveler delay.

109
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6.1 Introduction

The performance of transportation systems is a critical factor that affects the human standard of life.
The environmental impact of the transportation sector has major effects on human health [115].
Traffic congestion not only increases fuel consumption and emission levels but also wastes traveler
times. Moreover, the congestion experienced by travelers increases the stress and affects individ-
ual social interactions [116]. As a result of all these economic, social, psychological and health
impacts, the academic community has devoted significant research efforts to improving transporta-
tion system performance. While the majority of these studies use simulation [73, 117, 118], there
are significant modeling challenges including scaling, calibrating, and validation issues that impact
the accuracy of the results. In this chapter, we present a novel agent-based framework for model-
ing of large-scale transportation systems. The presented framework supports city-level networks
with different modes of transportation (cars, buses, railways, walking, biking, and carpooling).
The developed framework utilizes both microscopic and mesoscopic simulation to leverage their
respective strengths of accuracy and scalability. The framework spatially partitions the network
enabling distinct portions of the region to be micro-simulated in parallel and vertically partitions
the network into layers representing loosely interacting modes. In this way, we can utilize the
available processing resources either using single or multiple machines. The framework is capable
of tracking individual travelers on a second-by-second basis from their origin to their destination
across transportation modes.

To the best of our knowledge, INTGRAT3 is the first tool that supports an agent-based city-level
transportation system, combining both microscopic with mesoscopic simulations, tracking indi-
vidual travelers and vehicles on a second-by-second basis, and supporting multimodal mobility.
We instantiate this framework into a system to study the impact of routing on travel time and fuel
consumption in the Greater LA city from 7 am to 12 pm.

The chapter first introduces the related literature. Then, an overview of the system architecture,
components, and the high-level operations will be presented. Subsequently, the last two sections
demonstrate the case study on the Greater LA network along with the results.

6.2 INTGRAT3 Model versus Previous Models

In Chapter 2, we gave a literature review of existing modeling techniques for modeling large-scale
transportation systems including TRANSIMS [60], MATSIM [74], and others.
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Similar to TRANSIMS, our framework supports the parallel computation either on single multi-
core or even multiple machines. However, the definition of the microscopic simulation in TRAN-
SIMS is limited to the demand, where each trip is simulated individually as an agent. But, links and
the mobility of vehicles on these links are mesoscopically modeled using a parallel queuing ap-
proach [119]. These queuing models are inaccurate in estimating the link travel time especially in
congestion situations such as the LA morning commute. Furthermore, it cannot capture the accel-
eration/deceleration events of each vehicle that have a significant impact on the fuel consumption
and emissions. In contrast to TRANSIMS, our framework uses continuous space model for the
micro-simulation, which is the enabler to capture many of the mobility parameters.

Compared to the hybrid traffic modeler presented in [67], in INTGRAT3 system, we also utilize
microscopic-mesoscopic hybrid modeling. However, in our model, we do not have that spatial
separation between the microscopic and mesoscopic simulations. The two simulators are spatially
overlapping but assigned different links. In INTGRAT3, links are assigned to the simulator based
on their importance and their impact on the network.

The Scalable Electro-Mobility Simulation (SEMSim) system that was proposed in [73] uses a
simple vehicle characteristics (e.g., kinematic model) and driving behavior models. In contrast
to SEMSim, our framework is based on mature models that have been validated against observed
transportation phenomena and supports travel across different transportation modes.

Compared to the MATSIM [74], which is considered the state of the art in simulating large-scale
transportation system, the model we implemented is not only an agent-based simulation. In addi-
tion to that, it utilizes a hybrid simulation approach, it is also capable of microscopically simulating
all the transportation aspects including demand, mobility, traffic signals, and road network aspects,
as will be described in next section 6.3.

6.3 The INTGRAT3 Model

The INTGRAT3 model redefines the state-of-the-art of modeling and simulation of large-scale
transportation systems by introducing a new framework that is capable of modeling large city level
transportation systems. To achieve both the required accuracy and scalability, we utilize both the
microscopic and mesoscopic modeling techniques.

The microscopic simulation defined in this chapter includes all the aspects of simulation that in-
cludes demand, mobility, and network. From the demand perspective, our framework can mi-
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croscopically model each individual vehicle as an agent in the network that interacts with other
vehicles as well as with the traffic signals and road control signs. It also provides dynamic demand
modeling, that is, traffic demand changes throughout the simulation. From the mobility standpoint,
the INTGRAT3 framework tracks every individual vehicle at a time resolution of decisecond (0.1
seconds). These features are gained basically from the microscopic nature of the INTEGRATION
traffic simulator [48] utilized in the INTGRAT3 model. Based on this time resolution, it captures
all the driving events by using validated models for car following, lane changing and gap accep-
tance. The model also can simulate different stochastic mobility phenomena such as stochasticity
in speed calculation, route selection, and driver aggressiveness in acceleration/deceleration events.
From the network standpoint, many network topological details such as link control methods (stop
sign, yield sign, and traffic signals), lane striping, lane prohibition, and high occupancy vehicles
(HOV) lanes are modeled in this framework.

To the best of our knowledge, none of the current traffic simulators support all these features
for large-scale networks. The INTGRAT3 framework also incorporates other simulators for the
modeling of the railway, pedestrian, and biking travel modes in addition to buses and carpooling.
However, the details of these simulators are beyond the scope of this thesis.

An important advantage of the INTGRAT3 framework is its ability to track each trip on a second-
by-second basis across different modes. Because of the computational cost required for the above-
mentioned simulations, the implemented framework uses two partitioning techniques: vertical and
spatial. Vertical partitioning combines mesoscopic and microscopic road vehicle simulation along
with mode specific simulations for walking, biking, and trains. Spatial partitioning divides the
microscopic network into smaller geographic regions. A simulation controller divides each trip into
sub-trips to be simulated in different processes and monitors each sub-trip to ensure consistency.
Before describing the model, the following subsection gives some definitions that will be used in
the model.

6.3.1 Definitions

Global-network: The global road network includes all the road links in the area of interest. Each
link is marked to be in the micro-network, the meso-network, or the train and pedestrian networks.

Meso-network: The meso-network is the connected subset of the links in the global-network that
is simulated mesoscopically.

Micro-network: The micro-network is the connected subset of links in the global-network that is
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Figure 6.1: Multimode trip example.

simulated microscopically.

Subnetwork: A subnetwork is a spatial partition of the micro-network. Subnetworks are simulated
microscopically using INTEGRATION software.

Zones: Nodes that can act as an origin or destination of the traffic. To have a fully connected
network, each zone in the micro-network is mapped to a corresponding zone in the meso-network.
However, some zones in the meso-network do not exist in the micro-networks.

Interconnection Zones (IZones): Interconnection zones are correspondences between zones in
different networks. For example, for the micro-meso network connectivity, the zones exist in both
micro and meso networks are IZones.

Trip: A trip is a traveler’s planned path from origin zone to destination zone in the global-network.
A single trip can go through multiple network layers (multimodal trips) and/or multiple subnet-
works. For example, in the trip shown in Figure 6.1, a person can drive his/her car on the local
road (in meso-network) from his/her home to the main road. Then, he/she continues driving on
the main road in the micro-network (where he/she travels through two micro subnetworks). Then
he/she parks his/her car and walks (on the pedestrian network layer) to the nearest railway station
(rail network) from which he/she takes the train. Then he/she walks again to his/her work.

Trip local origin/destination: Local origin/destination is the origin or destination for the controlled
trip in one of the simulator or subnetwork.

Trip origin/destination: These are the ultimate origin or destination for each controlled trip on the
global network.
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6.3.2 Network Partitioning

To increase the scalability, we employ two the network partitioning methods, spatial (or horizontal)
and vertical partitioning.

Spatial Partitioning

Spatial partitioning divides the road network into subnetworks, such that each subnetwork is sim-
ulated in a separate process. All these processes are managed and connected using the simulation
controller. Dividing the global network of interest into a set of subnetworks can significantly in-
crease the simulation speed, because the simulation speed depends on the network size and the the
number of vehicles in the network. Our analysis for the simulation speed of the INTEGRATION
software shows that the time to simulate one second can be represented as a square function in the
number of vehicles in the network as shown in Figure 6.2 and Figure Figure 6.3.

To get the results in these figures, we first ran the INTEGRATION software on a network with
high traffic demand, and periodically we recorded the execution time and the number of vehicles
in the network. Then we use the curve fitting to find the relation between the time and the vehicle
count. The equation representing this relationship is shown in Figure in 6.2 with a fitting ration of
0.95. Using this relationship, we estimated the execution time for lager traffic demands as shown
in Figure 6.3.

Figure 6.2: Simulation time versus number of vehicles in the network

Based on this relationship, in addition to the network information (size and traffic demand rates),
we can decide how many subnetworks are needed to achieve the desired simulation speed.
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Figure 6.3: Expected simulation time versus number of vehicles in the network

Vertical Partitioning

In vertical partitioning, each network type (micro and meso road networks, trains network, biking
network, and walking network) is represented by a different layer in the system. The connectivity
between these layers is managed by the simulation controller. The multimodal trips across all these
transportation modes are achieved by the trip planner.

The most important network layers are the micro-network and the meso-network. The reason is
that all the vehicles are simulated in these two networks, while the other networks are working
almost separately with very loss coupling and interaction between them.

Because both micro and meso networks represent portions of the road network, one important
question is how to divide the road network into these two layers. The main objectives of combining
micro and meso simulations together is a double folded reason: to achieve the highest possible
accuracy while maintaining the system scalability.

To achieve these two goals (accuracy and scalability), we studied the different road link types and
their impact on the network.

The main roads, the arterial roads, and highways are the most influential roadway segments of the
city transportation network compared to the local links. These roads can significantly affect the
network performance because of two reasons. Firstly, the high traffic demand they carry compared
to the local links. Secondly, the traffic condition on the main roads, arterial roads and highways
are characterized by its high variability from the free flow regime through the congested regime
compared to the low traffic regime in the local roads as shown in Figure 6.4.

First, at moderate and high traffic demand levels, a vehicle’s behavior can affect other vehicles
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Figure 6.4: The speed-density fundamental diagram and the link types

because of the low distance headway. For example, if the leading vehicle decelerates, the following
vehicle will have to decelerate also to maintain the safety conditions in order to avoid accidents.
And when the headway increases, vehicles can accelerate towards the road free-flow speed. These
acceleration/deceleration events have a noticeable impact on the network performance including
fuel consumption, emission levels, and travel times. Using mesoscopic simulation for such links
cannot capture all these events, which will reduce the system results fidelity. Thus, to capture
all these effects, these road links (main roads, arterial roads, and highways) must be simulated
microscopically.

On the other hand, the local roads that connect the main roads to residential areas are of low
importance because of their low traffic flow rates. However, we cannot totally ignore these local
roads, because they contribute to the travel time and fuel consumption of the vehicles. The low
traffic demand on the local roads means that vehicles on these links will be moving, most probably,
at the road speed limits with minimal variations as shown in Figure 6.4. So, by using the average
speed of the vehicles on the local road links to estimate the fuel consumption, emission level and
travel time, the accuracy will not be significantly reduced. Thus these links can be safely simulated
mesoscopically without affecting the system accuracy.

Secondly, the temporal variation of the traffic flow rate on the main roads, arterial roads, and
highways are expected to be very high. So, to accurately capture these temporal changes, the main
roads, arterial roads, and highways must be modeled microscopically. While, for the local roads, it
is very limited and assuming an average speed and average vehicle density is a valid assumption.
Thus, the mesoscopic modeling is sufficient for the local road links.

Based on that, in the INTGRAT3 framework, the important links (main roads, arterial roads, and
highways) are simulated microscopically which, gives the highest possible fidelity for this portion
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of the network. Alternatively, the local roads are modeled mesoscopically to capture their impacts
while reducing the modeling and computational requirements.

Consequently, the framework has two mandatory layers: the meso-network and the micro-network
layers. In addition, the framework supports layers for other transportation modes such as railways
and pedestrians. Figure 6.5 demonstrates the layering concept. A traveler uses more than one
transportation mode means moving him/her from one network to another, consequently from one
simulator to another. These interactions between different simulators are managed by a simulation
controller (SC). Simulations notify the SC when a traveler finishes a sub-trip at an IZone. The SC
finds the next sub-trip for this traveler and sends him/her to the appropriate simulator. The IZone
must exist in the next network to guarantee the connectivity of the trip.

Figure 6.5: Partitioning the network into different layers.

Based on the scale of the area of interest, the micro-network can be divided into a set of subnet-
works. Each subnetwork can run individually. In this way, we can utilize the available resources,
and increase the simulation speed.

However, there is a trade-off between the simulation speed and the accuracy. The larger the sub-
network size, the slower the simulation speed, but the higher the accuracy of the simulation results.
Within a subnetwork, the simulator models all the impacts between all connected road links (e.g.,
spilling the vehicles queue back from one link to its upstream link, and the interactions between ve-
hicles in the intersection). Selecting the appropriate subnetwork sizes depends on the total network
size, the traffic demand rates, the available computational resources, and the desired simulation
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speed.

6.3.3 Traveler Types

In our framework, there are two types of travelers: background and controlled.

Background travelers: background travelers create the network traffic conditions in each network,
such as congestion levels in the micro-network and meso-networks and vehicle loading on pub-
lic transit vehicles. In the micro-network, INTEGRATION tracks every individual traveler (both
background and controlled). In the other simulators, the travelers of the background traffic are not
tracked individually, instead, they are used to estimate the network state (e.g., congestion levels
and trainloads) in order to accurately calculate the travel time and fuel consumption.

Controlled travelers: Each controlled traveler represents a person traveling from an origin to a
destination at a particular time. The planner creates a multimodal trip for each controlled traveler
and submits it to the simulation controller, which in its turn ensures the traveler traverses the
networks in the appropriate simulators. Each controlled trip is tracked on a second-by-second
basis in all the transportation modes. Moreover, the controlled trip can be rerouted or replanned,
while the person is traveling.

6.3.4 System Architecture and Components

Figure 6.6 shows the general architecture of the INTGRAT3 framework. A basic idea is separating
the system software components from the hardware components. The communication layer is the
enabler to transparently run this system on different infrastructures with minimal configuration
changes. The communication layer utilizes the RabbitMQ implementation [120] of the Advanced
Message Queuing Protocol (AMQP) [121].

The execution layer of the system consists of two plans: (1) the planning and simulation plan
which is responsible for simulating trips and creating the multimodal routes for the controlled trips
and (2) the control plan, which is responsible for controlling and managing the different system
components. The framework has the components shown in Figure 6.7.

The input data repository contains all the required input data to be used by the system components.
For example, the roadmaps for both the meso-network, micro-network and the subnetworks are
stored in this database along with the OD inputs that represent the traffic demand, transit schedules,
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energy models, and transit loading. The SC manages the different simulations. When started, each
simulation module imports the corresponding input files from the input database then it initializes
its environment and starts its internal synchronization procedure that communicates to the SC. Due
to space limitation, we will give a brief overview of the operation for only the basic components
including micro-simulator, meso-simulator, planner, and the SC focused on additions not reported
in previous research.

Figure 6.6: System architecture.

6.3.5 INTEGRATION and Micro-Models

Micro-simulation using INTEGRATION software is the focus of our framework. INTEGRA-
TION is a discrete-time continuous-space trip-based microscopic traffic simulation and optimiza-
tion model which is capable of modeling networks with thousands of cars. It is characterized by its
accuracy that comes from its microscopic nature and its small-time granularity. INTEGRATION
provides 10 traffic assignment/routing options with a full support of five vehicle classes, each class
has its own parameters and routing trees.

INTEGRATION Car Following Model

INTEGRATION updates the vehicle speed and location every decisecond based on a user-specified
steady-state speed-spacing relationship along with the speed differential between the subject ve-
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Figure 6.7: System components.

hicle and the heading vehicle. INTEGRATION uses the variable power vehicle dynamics model
to estimate the vehicle’s tractive force. Consequently, it implicitly accounts for gear-shifting on
vehicle acceleration, which ensures a realistic estimation of the vehicle acceleration. More specif-
ically, the model computes the vehicle’s tractive effort, aerodynamic, rolling, and grade-resistance
forces, as described in details in the literature [58, 59]. In INTEGRATION, the car-following
model computes the speed un(t +∆t) of the following vehicle (n) at the new time step t +∆t as
[48]:

un(t +∆t) = min

{
un(t)+an(t)∆t ,

−c1 + c3u f + S̄n(t +∆t)−
√

A
2c3

,√
u(n−1)(t +∆t)2 +dmax(S̄n(t +∆t)− 1

k j
)

} (6.1)

where

A =
(
c1− c3 u f s̄n(t +∆t)

)2−4c3
(
s̄n(t +∆t)u f − c1 u f − c2

)
(6.2)

and c1,c2, and c3 are the model constants which are computed as:

c1 =
u f

k j u2
c
(2uc−u f ) (6.3)

c2 =
u f

k j u2
c
(u f −uc)

2 (6.4)
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c3 =
1
qc
−

u f

k j u2
c

(6.5)

and the vehicle s̄n(t +∆t)spacing is computed as:

sn(t +∆t) = x(n−1)(t)− xn(t)+∗u(n−1)(t)−un(t)∆t +0.5a(n−1)(t +∆t)∆t2 (6.6)

Here an(t) is the acceleration of the vehicle n; u f is the free-flow speed of the roadway; uc is the
roadway speed-at-capacity; qc is the roadway capacity; k j is the roadway jam density; xn(t) and
x(n−1)(t) are the positions of the subject vehicle the lead vehicle at time t; dmax is the maximum
acceptable deceleration level (m/s2).

Delay Computation

Within INTEGRATION, the delay Dl
n experienced by the vehicle n is computed for each traveled

link l , as the difference between the vehicles simulated travel time and the free-flow speed travel
time for this link [122]. And the total delay Dn experienced by the subject vehicles is computed as:

Dn = ∑
(l ∈ the vehicle path)

Dl
n = ∑

(l ∈ the vehicle path)

∫ t l
1

t l
0

(u f −
u(t)
u f

)dt (6.7)

where t l
0 and t l

1 are the times at which the vehicle enters and exits the link l respectively.

Fuel Consumption and Emissions

Computing the fuel consumption and emission levels is important to capture the travel costs and
environmental effects of transportation decisions. The INTEGRATION software is capable of
computing the second-by-second fuel consumed, vehicle emissions of carbon dioxide (CO2), car-
bon monoxide (CO), hydrocarbons (HC), oxides of nitrogen (NOx), and particulate matter (PM).
The micro-simulator uses the VT-Micro model [55] to calculate the second-by-second fuel con-
sumption and emissions for each vehicle in the micro-network.
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6.3.6 Meso-Simulator

The meso-simulator is implemented as a discrete event simulation [123]. The events represent the
instant of reaching a network node through some link, at which moment a new event is generated
for the next link and is added to the discrete event queue. The discrete event queue is an ascending
sequence of events ordered by the time of their occurrence. The meso-simulator is given paths in
the meso-network to be simulated together with the initial start time. The first event for each path
then consists of the first node in the path and the start time, while all other events are generated
as a consequence of the initial event. In the meso-simulator, each road link has its configuration
parameters such as free-flow speed, speed-at-capacity, and jam density. In addition, each road
link has state information, which includes the number of vehicles on this link and a queue that
has these vehicles. This state information is updated by the events happening on the subject link,
such as a vehicle enters the link or a vehicle exits the link. The average speed and travel time for
each individual vehicle are calculated based on the current state of the link at the time the vehicle
enters that link. The arrival of a vehicle to a given link triggers the meso-simulator to calculate its
average speed and travel time, subsequently, to schedule another event at the time in which vehicle
expected to exit that link. At exit time, the meso-simulator estimates the fuel consumption of the
vehicle on this link and adds it up to the vehicles total fuel consumption.

6.3.7 Planner

Each controlled traveler has an origin, destination, and a travel window. The main task of the
planner is the planning of these multimodal routes for the controlled trip. The planner also is
responsible for updating or changing these routes whenever needed. During a window that begins
30 minutes before the earliest possible departure time for the controlled traveler, the planner starts
planning the trip by using the up-to-date cost and timing information reported from each individual
simulator. It also uses the connectivity information between the different subnetworks and/or layers
in order to create the optimal route for the subject trip. The trip can be replanned or rerouted after
the trip starts. For example, if the traveler can not catch the train at the scheduled time, or he/she
can not board the scheduled bus because the bus is full, the responsible simulator notifies the SC
which requests the planner to find an alternative route for the traveler.

In addition to the trip planning, routing is an important function in the system model. In the
INTGRAT3 model, there are two routing levels: strategic routing and tactical routing
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Strategic routing

Strategic routing is the high-level routing in the system. When the planner creates a trip, it should
create is multimodal route based on the current network state. The objective function in the strate-
gic routing level is to minimize the fuel consumption for each individual controlled trip considering
different constraints including the travel time and distance in addition to the traveler preferences.
It is easy to realize that using the fuel consumption as the only metric for the strategic routing can
result in using the biking and walking only because both of them have zero energy consumption.
Thus, the system uses other metrics as constraints when creating routes for the controlled trips.
Among these metrics, the planner uses some user preferences such as the transportation mode
preferences, the maximum walking distance, and the biking walking distance.

After creating the multimodal trip, the router finds the route for each mode in each network type,
including the meso-network and the micro-network, the biking, and walking networks. Subse-
quently, this plan is sent to the SC to be executed in the network.

Tactical routing

The different simulators are responsible for simulating the trip in its different modes. The sim-
ulators for the micro-network and the meso-network have their own routing engines, which are
responsible for routing the vehicles in each individual subnetwork based on its current state. Ini-
tially, when the micro-simulator receives a trip from the SC, it initializes the route for this trip
based on the route it received from the SC. Then, periodically, it updates this route based on the
latest routing information in this subnetwork. Updating the controlled trip route does not change
its local destination zone in the current subnetwork.

In the tactical routing level, each simulator uses its local information about the road links in its own
network. More specifically, it used the fuel consumption cost for the road links as the metric and
applies Dijkstra’s algorithm to find the shortest path for the subject trip from its current location to
its local destination.

The fuel consumption cost for both micro-network links and miso-network links are periodically
updated. In the micro-network, the INTEGRATION software uses the technique described earlier
in Chapter 2. For the meso-network, the fuel cost for the road links is calculated based on the
average speed of the vehicles on each road link. This speed can be computed using the fundamental
diagram shown in Figure 6.4 by finding the vehicle density of on each road link. Because of the
large size of the meso-network, its routing engine uses the A* algorithm [124, 125] instead of
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Dijkstra’s algorithm.

6.3.8 Simulation Controller

The SC is a core component of the model, which is responsible for:

• Initializing the simulation,

• Synchronizing the different simulators,

• Moving travelers between layers/subnetworks, and

• Tracking the individual controlled trips.

In the initialization process, the SC reads parameters such as the simulation duration and the lo-
cations of the input files for each simulation component. Then it reads in the network files, builds
the required graphs for the networks, and checks for the appropriate connectivity among the differ-
ent layers/subnetworks. It also builds a list of all the controlled trips. Then, it starts the different
simulators (INTEGRATION, meso-simulator, bike and pedestrian simulator (BPSim), and railway
simulator (RailSim)) and waits for all of them to initialize.

When a simulator starts and initializes its own environment, it must send the first synchronization
request to the SC and wait for the simulation start messages from the SC. When all the simulators
are ready, the SC allows them to start the simulation. During the simulation, all the simulators must
be synchronized at pre-specified intervals. This period is defined as the maximum synchronization
interval, which is a system-wide variable. Its default value is 1 second. After this time interval, the
simulator cannot progress the simulation process until permitted by the SC. So, after finishing the
maximum synchronization interval, each simulator sends a synchronization request to the SC and
waits for a the response from the SC. When the SC identifies that all the simulators reached the
same simulation time, it allows them to run the next interval.

During the simulation, the SC receives the state information about each controlled trip or subtrip
from each simulator. Consequently, it can track every individual controlled trip in different net-
works/layers and is responsible for moving the traveler from one subnetwork/layer to another. By
doing so, the SC establishes the connectivity between different subnetworks/layers. For example,
when a driver finishes his/her subtrip on the meso-network (say, IZone1) and needs to be moved
to the micro network, the meso simulator informs the SC to 1) update the trip information (travel
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time, fuel consumption, and current location); 2) pull the trip information from its database and
find the destination of the next sub-trip on the micro subnetwork (say, Z2); and 3) request the
corresponding INTEGRATION instance to start a new sub-trip in its network from IZone1 to Z2
and passes the initial route for this sub-trip to INTEGRATION. In this case, INTEGRATION may
defer the start time of this vehicle if the link to which the vehicle should enter is at jam density.

6.4 Case Study: LA Network

We use this system to model the overall city of LA in the peak hours. This section describes the
network and the preliminary simulation results.

6.4.1 LA Networks

To build the micro-network and meso-network, we used three different data sources: (1) NavTeq
is used for generating nodes and links, (2) OpenStreetMap is used for intersection traffic control
information, and (3) Google Maps are used for validating road attributes including the number of
lanes, one-way streets, speed limits, bus lane locations, etc. The global-network has 62,984 nodes
and 181,840 links (Shown in Figure 6.8). The LA area is divided into five subnetworks shown in
Figure 6.8. The walking and biking simulators use the meso-network as input. Our system model
includes the largest operator of public rail and buses in LA, LA Metro. LA Metro bus service
includes 170 lines, 15,967 bus stops, and 854,693 boardings/day. LA Metro rail service includes
6 passenger rail lines, 93 stations, and 359,861 boardings/day. Station level boarding data were
provided by LA metro along with specifications of the vehicle fleet.

6.4.2 Traffic Calibration

The traffic is created based on real data from Performance Measurement System (PEMS) database.
The count and speed data from PEMS database are aggregated and the traffic demand between each
Origin-Destination (OD) pair is estimated using the QueensOD [126] software, which utilizes the
Maximum Likelihood Least Relative Error (LRE) approach. A portion of these trips is used as
controlled travelers, while the remaining are modeled as the background. The background travelers
are modeled in each network separately based on the calibrated traffic for each subnetwork as
shown in Table 6.1. The vehicle count in Table 6.1 is the total traffic on each subnetwork that
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(a) LA network (b) Subnetwork 1

(c) Subnetwork 2 (d) Subnetwork 3

(e) Subnetwork 4 (f) Subnetwork 5

Figure 6.8: LA total network and micro-subnetworks
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includes both the controlled and the background traffic.

6.5 Simulation Results

We created the system model to enable assessing potential system-wide effects of individual trans-
portation decisions across the LA region. We ran two scenarios for the LA area. In the base
scenario, all the travelers make travel decisions by themselves. In the controlled scenario, the con-
trolled travelers (10% of the driving population) are given directions regarding modes and routes
by the planner. Our hypotheses are that the controlled case will result in an energy reduction and
a reduced network congestion level. So, in the micro-network routing configuration, the subpop-
ulation Feedback-based eco-routing (SPF-ECO) [72] is used for the controlled traffic, while the
Time-Dependent Feedback Assignment (SFA) [48] is used for the background traffic. In the base
scenario, since it does not have controlled traffic, only the SFA traffic assignment was run. All the
other simulators use the energy as the routing metric. Furthermore, we expect a controlled travel
mode distribution to be dominated by driving in the micro and meso-networks. The global net-
work traffic calibration showed that there were approximately 1.3 million vehicle trips in Greater
LA area. When calibrating these ODs for the micro-networks, it generated 2.25 million trips as
shown in Table 1. The reason for this large difference is that a portion of the global trips passes
through multiple subnetworks, being divided into multiple subtrips across the subnetworks. Table
6.2 shows the system-wide comparison for the traveled distance, we can notice that the traveled
distance decreases for the micro-network, while it increases for other modes as the 10% of con-
trolled trips are planned over multiple transportation modalities. Combining the results in Tables

Table 6.1: Subnetwork sizes.

Sub-net Nodes Links Signals Vehicles
1 743 1691 256 404,191
2 940 2251 361 447,948
3 1625 3561 459 592,343
4 741 1724 237 445,857
5 647 1507 203 362,415
Sum 4696 10734 1516 2,252,754
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6.2 and 6.3 together, we can notice that in the micro-network the vehicle’s average traveled dis-
tance is about 8 km and the vehicle average travel time is about 39 minutes in the base case. In
the controlled case, the vehicle’s average traveled distance remains approximately the same while
the vehicle average travel time is reduced to approximately 23 minutes demonstrating that by con-
trolling 10% of the traffic, the vehicles moving on the main roads and highways (micro-network)
achieved a 40% saving in the total travel time. Table 3 also shows that those vehicles achieved
about an 18% saving in the fuel consumption, and their average delay is reduced by about 46%.
Shifting the controlled trips to the public transit system is energy efficient because the increases
in the energy consumption by the buses and trains due to the extra passenger loads is less than
the savings accrued as a result of a reduction in the traffic congestion. However, some of these
savings come at the cost of an increment of energy consumption in other transportation modes.
Specifically, the energy consumed in both the meso-network and the public transit increased by
110% from 270028 to 568737 KW-hr. We have to mention that the system-wide comparison of
the fuel/energy is not possible in the current version, because some of energy/fuel consumption
models have not been implemented in the various submodels.

6.6 Conclusion

The chapter proposes and describes a novel multimodal large-scale agent-based transportation net-
work modeling system that has a wide spectrum of application. The INTGRAT3 system is capable
of modeling large urban cities including different transportation modes of travel (driving, biking,
walking, riding a bus, riding a train, and carpooling). This system is tested by modeling the Greater
LA Area during the morning peak period. The preliminary results show that the network is cur-

Table 6.2: System wide traveled distance comparison

Transportation Traveled Distance (Km)
Mode Base Controlled

Walking 0 1,418.6
Cycling 0 147,246.8

Riding Bus 0 3,886.4
Riding Train 0 9,230.5

Driving on Micro 18,298,072.8 17,760,530.8
Driving on Mesok 616,105.2 791,424.0

Carpooling 0 356,549.1
Total 18,914,178.0 19,070,286.2
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rently very congested, with an average speed of approximately 12.3 km/hr. The results also show
that by replanning 10% of the trips, the performance of the network can be significantly improved.
An important future work is to improve the system to achieve faster simulation speed. Currently,
the average simulation speed is approximately half real-time, i.e., every virtual second is simulated
in 2 actual seconds. We also plan to improve the mesoscopic traffic simulator to achieve better esti-
mates of energy consumption, delay, and travel time. It is also important to study the complexity of
the system by quantifying its simulation speed and memory usage for different demand levels. An
advantage of a detailed system model like the one developed in this chapter is that it enables mod-
eling mode changes under different scenarios including traffic accidents, construction, and special
events. We intend to explore potential savings that could result from informed decision-making by
groups of travelers in these scenarios.



Chapter 7

A Novel Stochastic Linear Programming
Feedback Eco-routing Traffic Assignment
System

In previous chapter, we showed that eco-routing can produce fuel saving, even in congested net-
work. It is interesting also that this fuel saving is also combined with travel time saving. Because
of these benefits, eco-routing has attracted scholars’ attention, where many techniques have been
proposed to develop eco-routing. However, a common theme among all these proposals is the use
of the user equilibrium techniques that typically attempt to minimize the fuel consumption for each
individual vehicle separately by routing it through the most environment friendly route, the best
route. This user equilibrium can result in overloading these best routes, producing high congestion
and consequently higher fuel consumption and longer delays.

In this chapter, we developed a novel system equilibrium eco-routing technique (LPS-ECO) that
utilizes fuel consumption cost feedback from vehicles and employs linear programming to assign
traffic flows to road links. Subsequently, the system stochastically assigns routes to vehicles. The
main idea behind the proposed technique is that instead of routing all vehicles through the same
best routes, the traffic load for each individual flow will be divided among the available network
resources toward the flow destination. In this way, the system can avoid potential congestion on
the best route by routing some vehicles through non-optimal routes while maintaining the system
wide fuel consumption minimized. The proposed system is compared to the shortest-path-based
eco-routing that was described in Section 2.4. The comparison shows that for low traffic demands
there is no significant difference between the two algorithms. However, as traffic demand increases,
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LPS-ECO produces fuel consumption savings that reach 38% for the small test network we used
in this chapter. LPS-ECO also produces savings in travel time in most cases. However, these
savings incur a high computational cost due to the large size of the linear program, especially for
large networks. Consequently, future research would entail developing heuristics to reduce the
computational load.

7.1 Introduction

In the last decade, researche awareness of global climate changes and environmental problems has
inspired them to find a solution for these challenges. The transportation sector is a major factor in
global warming and environmental pollution. In addition, the huge amount of fuel consumed by
the transportation sector has resulted in energy and fuel shortages, as well as increased travel costs
in terms of both time and money.

To enhance the transportation system and mitigate its negative impacts on human life, ITSs inte-
grates people, roads, and vehicles together and utilizes electronic, computer, communication, and
information technologies. Building on these technologies, data analysis, and processing, ITS can
build large, real-time, efficient transportation management centers (TMCs) to better manage the
transportation system resources.

From the human perspective, drivers usually use their knowledge and experience of road network
conditions to minimize their costs, such as travel time or travel distance by selecting the lowest-
cost route or, more scientifically, the shortest path. However, minimizing the travel time or the
distance does not necessarily result in minimizing or reducing fuel consumption or emission levels
[46, 47].

On the other hand, researchers have developed many strategies to minimize the fuel consumption
in transportation systems [72]. One of them is the feedback-based eco-routing navigation system
[17], which is a promising tool that can reduce the network-wide fuel consumption.

However, a common technique used in previous researches is the user equilibrium, which uses
the best or shortest path routing strategy. The user equilibrium model of traffic assignment is
based on the fact that humans choose a route so as to minimize his/her travel cost. It has been
supported also by the fact that there is no cooperation between the drivers on the road due to a lack
of communication, thus information about the route costs. So, drivers use only their knowledge
about the route costs.
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The development of new communication technologies, especially vehicular communication, helps
overcome this barrier. Through these communication networks, vehicles can report the surrounding
condition and the road link cost to other vehicles as well as to the TMC in real-time. Consequently,
better routing strategies can be adopted to optimize the performance for the system not for each
individual vehicle. Building upon these new communication technologies, developing a system
optimum routing models has become achievable.

However, in such system equilibrium navigation techniques, some drivers have to sacrifice for the
sake of the network wide performance. This means that some drivers will have to take higher cost
routes in order to avoid increasing the congestion levels on the lower cost routes, which means
that these systems assume that drivers will follow the routing decisions made by the system even
though these routes are of higher cost.

Based on these assumptions, in this chapter, we propose a new system optimum eco-routing nav-
igation technique that utilizes linear programming and stochastic route assignment techniques to
route the vehicles. The proposed navigation technique is a feedback-based eco-routing model that
assumes the vehicles has two capabilities. First, it assumes that vehicles are equipped with road
maps and are capable of quantifying the fuel consumption on each road link. It also utilizes the
utilize the communication capabilities of the vehicles to report these costs to the TMC and receive
the routing recommendations.

In the remainder of this chapter, we discuss the eco-routing navigation system and its main com-
ponents, describe the proposed system, and present results and conclusions.

7.2 Eco-routing System Components

The eco-navigation system has two main components. The first calculates the route cost in terms of
fuel consumption or emissions. The second component decides how to optimize the route selection
to minimize this cost.

7.2.1 Estimating Route Cost

A common technique for estimating the route fuel consumption is to develop a mathematical model
that can estimate the fuel cost for each link in the route. These models use some link parameters,
such as vehicle density, vehicle speeds, and vehicle accelerations, on the links constituting the
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route. These parameters can be calculated from historical real data such as vehicle trajectories,
road grades, and traffic conditions. This technique is utilized in Minett, et al., Boriboonsomsin
et al., and Nie and Li [49, 53, 54], where the authors used historical real data to model the fuel
consumption cost for the road links.

Vehicles fuel consumption and the emission levels depend on many factors, such as route charac-
teristics (e.g., length, speed, grade, and traffic congestion) and vehicle characteristics (e.g., weight,
shape, and power) in addition to driving behavior. Moreover, the traffic control mechanisms used
in the road network (signals, yield signs, and stop signs) and the traffic signal timing significantly
impact the fuel consumption and emissions. It has been proven to be too difficult to combine all
these parameters in one model, especially because many of these parameters are stochastic and
there is a complex dependency among all of them. Consequently, each model makes some as-
sumptions that lead to oversimplification of the system, and the estimated costs from the models
differ significantly from real measurements [53]. In other words, these models lack accuracy due
to the simplifications embedded in their assumptions.

Another technique that attempts to accurately calculate the link cost is to use real-time feedback
from vehicles about the cost they experience on each road link. In this feedback system, eco-
routing depends on the vehicles ability to quantify the fuel consumption cost for each road segment
it traverses. It must also utilize the vehicles communication capabilities to report this information
to TMC. When receiving these data, the TMC updates the routing information, rebuilds the routes,
and sends the new routes to vehicles traversing the network. This technique is used by Rakha et al.
and Ahn and Rakha [48, 72]. The main challenge facing this technique is the market penetration
of these enabling technologies, which is still not sufficient to fully run these systems in real time.
However, most newly produced vehicles have such communication and Global Positioning System
(GPS) technologies embedded.

In this chapter, the proposed eco-routing technique uses feedback from vehicles to estimate the
fuel consumption cost of the road links. Then, it plugs these costs into a linear program along with
the road network parameters such as the route maximum capacity. The linear program also uses
the current network conditions such as the current traffic flow rate on each road link. The objective
of the linear program is to find the best traffic assignment for each road link as will be described
later in details in Section 7.3.

Compared to standard minimum cost network flow techniques, the LPS-ECO is not just a minimum
cost flow model, it also includes the vehicle routing problem. The minimum cost network flow
techniques consider the source and destination separately, the only condition they account for is
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the network total balance, which means that the total traffic enters the network equals to the total
traffic exits the network, regardless of the traffic demands between individual origin-destination
pairs. In other word, these techniques do not consider the origin-destination (OD) traffic demands.
However, in real transportation system, the traffic is defined by an OD matrix, which includes the
traffic rate between each OD pair in the network.

LPS-ECO assumes multiple vehicular traffic flows from different sources to different destinations,
each flow has its OD rate. It accounts for each individual OD traffic demand in the transportation
network and guarantees that each vehicle in each traffic demand starts at its origin and ends at its
destination through a valid route. Consequently, it includes vehicle routing problem impeded in
it. It also considers the traffic flow balance for each individual demand at each node in the road
network to guarantee the route continuity for each individual vehicle, as descried earlier.

7.2.2 Route Selection

The second component of the eco-routing system is the optimization technique used to select the
routes and assign them to vehicles. To the best of our knowledge, all eco-routing techniques in
the literature use shortest path algorithm to select the route between the source and the destination,
such as [17, 48, 49, 53, 54, 72, 91].

Using the shortest path can work very efficiently in the case of low traffic demand. However, for
moderate and high traffic demands levels, using the shortest path algorithm may lead to severe
congestion, because it will route all the vehicles through the same best route [50]. Consequently,
in the case of high traffic demands, using the shortest path can increase the travel cost in terms of
both travel time, fuel consumption, and emissions. To compensate for this impact, the eco-routing
navigation systems uses a rerouting technique, where vehicle routes are recalculated periodically
based on the latest road network information.

In this chapter, we address this point by employing a new route assignment method. The main
idea behind the proposed technique is to avoid overloading the shortest routes, and thus avoiding
congestion on those routes, by sharing the traffic demand among a set of low-cost routes in such a
way that minimizes the network-wide fuel consumption and emission levels.

In the proposed eco-routing system, instead of routing all the vehicles along the same best routes,
and then rerouting traffic on other routes once the cost function increases, the traffic load for every
individual traffic flow will be distributed among the available routes toward the flow destination. In
this way, the system can avoid potential congestion by routing some vehicles to higher-cost routes.
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We build the linear programming problem to calculate the link-flow assignment in a way that
minimizes network-wide fuel consumption. The linear program also avoids overloading the road
links by considering the link capacities in its constraints. Subsequently, based on the calculated
link-flow assignment, vehicles are assigned routes stochastically.

7.3 Linear Programming Stochastic Routing

This section introduces the proposed linear programming stochastic-based eco-routing technique
(LPS-ECO) that tries to minimize the network-wide fuel consumption by using all the available
network resources (roads) toward the destination.

The linear program should be formulated in a way that minimizes the fuel consumption and at
the same time guarantees route continuity for each individual traffic flow from its source to its
destination. The route continuity condition is achieved by enforcing the individual flow balance
at each node. The flow balance at a given intermediate node means that the summation of the
traffic entering that node equals to the summation of the traffic exiting it. The combination of the
objective function and the individual flow balance at each node guarantees the route continuity.

Since we use individual flow balance, we define the link-flow assignment as the portion of each
individual flow that should go through each link. Consequently, if the network has f flows and m
links, the linear program calculates the f portion for each of the m links. Consequently, the total
number of variables in the program will be m f . The number of variables is relatively large for
large networks with a large number of traffic flows. The other way to guarantee the traffic balance
at each node is to use the total flow balance instead of the individual flow balance. The total flow
balance can reduce the number of variables in the linear program. However, it cannot guarantee
route continuity. Therefore, we have to use the individual flow balance method, not the total flow
balance.

Based on the calculated flow distribution, the vehicles are assigned routes stochastically consider-
ing their source and destination. The route assignment algorithm will be described later.

7.3.1 The Objective Function: Minimizing Total Cost

We formulated the linear program objective function as follows: Given the network directed graph
G(N,L), where N = {i : i = 1,2, ...,n} is a set of n nodes and L is a set of m directed links. The
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network has a set F of f concurrent flows (origin-destination traffic demands), each of rate qk

(in vehicles per hour [veh/h]) where k is the flow identification number (k = 1,2, ..., f ). The flow
is an origin-destination traffic demand rate originated at a given origin and designated to a given
destination. We assume that each traffic flow can be routed through multiple routes. To construct
these routes we need to compute the portion of this traffic flow, qk

i, j, that traverses the road link li, j,
we call qk

i, j a sub-flow. The total flow rate passing through the directed link li, j ∈ L from node i to
node j is qi, j. For each network flow k whose rate is qk, every directed li, j ∈ L is assigned a portion
(or a sub-flow) of this flow rate equals to qk

i, j such that 0 6 qk
i, j 6 qi, j and 0 6 qk

i, j 6 qk.

The total flow rate qi, j on link li, j is the summation of all the sub-flows passing from node i to node
j as in Equation 7.1:

qi, j =
f

∑
k=1

qk
i, j. (7.1)

Assuming that the fuel consumption cost for a vehicle that passes link li, j is Ci, j, then the cost of
all vehicles passing this link in the unit time can be calculated as shown in equation 7.2:

CTotal
i, j =Ci, j

f

∑
k=1

qk
i, j. (7.2)

The objective of the linear program is to minimize the total network cost during the unit time,
which can be mathematically written as:

minimize
n

∑
i=1

n

∑
j=1

Ci, j

f

∑
k=1

qk
i, j. (7.3)

7.3.2 Constraints

The program constraints are built to satisfy two conditions; the first is the route continuity that we
mentioned above, and the second is that the link capacity constraint, that is the total flow on each
link should not exceed its capacity.
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The Individual Flow balance at each Node and Route Continuity Constraints

The individual flow balance is formulated as follows. For each intermediate node i, and for each
individual flow k, the summation of the sub-flows of the kth flow entering this ith node must be
equal to the summation of the sub-flow of the kth flow exiting this node, as shown in Equation 7.4:

n

∑
d=1

qk
i,d−

n

∑
s=1

qk
s,i = 0. (7.4)

Equation 7.4 applies to an intermediate node. If the node i is a source or a destination node, then
Equation 7.4 should include the flow rate qk. For the source node that generates the kth flow with
rate qk, we assume there is a fictitious source sending qk to it, and vice versa for the destination
nodes. This type of constraint will build n f constraints as shown in Equation 7.5.

n

∑
d=1

qk
i,d−

n

∑
s=1

qk
s,i =


qk if i is the source of flow k;
−qk if i is the destination of flow k ∀ i ∈ N; k ∈ F ;

0 if i is an intermediate node.
(7.5)

The Link Capacity Constraints

For each directed link li, j with capacity ζi, j (veh/h), the total flow rate traversing it should not
exceed the link capacity. The link capacity constraints will build m constraints, one for each link,
as shown in Equation 7.6:

f

∑
k=1

qk
i, j 6 ζi, j ∀ li, j ∈ L. (7.6)

The total number of variables in the linear program is m f , and the total number of constraints is
n f +m. The final linear program to solve the problem is:
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minimize
n

∑
i=1

n

∑
j=1

Ci, j

f

∑
k=1

qk
i, j

subject to :
n

∑
d=1

qk
i,d−

n

∑
s=1

qk
s,i =


qk if i is the source of flow k
−qk if i is the destination of flow k ∀ i ∈ N; k ∈ F,

0 if i is an intermediate node

∑
f
k=1 qk

i, j 6 ζi, j ∀ li, j ∈ L,

qk
i, j ≥ 0

Calculating Link Capacities

The link capacities are a major factor in the proposed algorithm. Using these capacities in the
linear program constraint enables the system to minimize the network congestion, thus improving
network-wide performance. However, calculating the exact link capacity is a challenging task
because of the different link control types and the dynamic conditions of the opposing links. For
instance, estimating the capacity of yield-sign-controlled links is very challenging. The reason for
this is that the actual capacity of such a link does not depend only on the configured link capacity
and the number of lanes, but also on the number of opposing links, the traffic rate, and distribution
of the traffic rate on each of those opposing links, which are stochastic factors.

In this chapter, we simplify this problem by using the formula in Equation 7.7 for the link capaci-
ties:

ζi, j = Ri, j× si, j × δ− q̂i, j. (7.7)

where si, j is the lane base saturation flow rate for link li, j, Ri, j is the number of lanes on the link,
q̂i, j is the current flow rate traversing it, and δ is a capacity reduction parameter that depends on
the link control method. We use typical values for δ as follows:

• For free links (no traffic controls), δ = 1.

• For signalized links (controlled by a traffic signal), δ =
Tg
Tc

, which is the ratio between the
signal green time Tg to the total cycle length Tc of the signal.
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• For yield sign links, δ = 0.4.

• For stop sign links, δ = 0.3.

In this way, the linear program can consider the different link parameters that can affect the actual
link capacity.

Vehicle Route Construction

After solving the linear program and finding the link-flow assignment, the system can build the
vehicle routes. When a given vehicle enters the network, the algorithm constructs its route from
the source to the destination stochastically as follows.

The system first finds the flow of this given vehicle, k. Starting with the vehicles source node, node
i, and using it as the current node, it finds the links out of this node, the link set Ľ = {li, j : j ∈ N}.
If a link li, j ∈ L was assigned a sub-flow of the flow k equal to qk

i, j, then this link li, j can be added
to the route of the vehicle with the probability p jwhich can be calculated as:

p j =
qk

i, j

∑
li,d∈Ľ

qi,d

(7.8)

where qk
i, j is the sub-flow of the kth flow assigned to the link li, j.

After adding the first link to the route, the system finds the end node of this link and then uses it
as the current node. This process is repeated until reaching the vehicles destination node. In this
way, vehicles of the same flow (traveling from the same source to the same destination) can take
different routes while keeping the network-wide cost minimized.

Updating Routing Information

Every dynamic routing technique updates the routing information periodically based on a predeter-
mined time interval called the route updating interval. Changing the value for this updating interval
may significantly influence the network output. The LPS-ECO updates the link-flow assignment
every updating interval by recalculating the link capacities and flow rates, and subsequently re-
builds and resolves the linear program and updates the link-flow assignment. In this chapter, we
use an updating interval of 60 seconds.
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7.4 Simulation and Results

To evaluate the proposed LPS-ECO algorithm, we developed it in INTEGRATION software. and
using the developed model, We compared the performance of the proposed LPS-ECO algorithm to
that of the shortest-path-based eco-routing used in Subpopulation Feedback Assignment ECO-
routing (SFA-ECO) [48], which is already included in INTEGRATION. Using SFA-ECO, the
routing engine in INTEGRATION divides the traffic demand in each traffic class into five sub-
populations, each one has its own routing tree. The routing tree for each subpopulation is updated
after the updating interval. To avoid routing all the vehicles using the same routing information,
SFA-ECO divides the updating interval into five equal sub-intervals, each sub-intervals is used to
update one of the subpopulation.

Both routing techniques use the VT-Micro model to calculate the link costs. The main differences
between them are the optimization method and the route building techniques. SFA-ECO utilizes
the shortest-path algorithm to minimize the fuel cost for each individual vehicle, while LPS-ECO
uses linear programming as described earlier. Secondly, every updating interval (60 seconds in
this example), SFA-ECO uses the deterministic route for each source-destination pair, which is
the lowest-cost route, so all vehicles belonging to the same flow in the same subpopulation should
follow the same route (if the link costs do not change). This contrasts with LPS-ECO, which uses
the stochastic route building technique in which vehicles of the same flow can take different routes.

7.4.1 Simulation Network and Traffic Demands

The network shown in Figure 7.1 was used for comparing LPS-ECO and the SFA-ECO. The net-
work consists of 10 zones, whose numbers are shown in Figure 7.1. It has a main highway (center
horizontal road) between Zone 10 and Zone 5, and two arterial roads (side roads). The highway
has three lanes in each direction; the lower side road has two lanes while the upper side road has
only one lane. The network size is 3.5 km 1.5 km. The free-flow speeds are 110 and 60 km/h for
the highway and arterial roads, respectively. The network has 32 nodes and 68 links.

Regarding the origin-destination traffic demands (O-D demands), we used six different scenarios,
as shown in Table 7.1. In each scenario, the traffic demand has two types of traffic flows; namely,
main and secondary traffic flows. The main traffic demand is highway traffic, which produces two
flows between Node 5 and Node 10, one in each direction. The secondary traffic flows are between
the node pairs {1,6},{2,7},{3,8}and {4,9} in each direction, which results in eight traffic flows.
The total demand is 10 traffic flows. In the first scenario (scenario No. 1), the main flow rate is
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Figure 7.1: Simulation road network

750 vph in each direction, and the secondary flow rate is 125 vph, and each of the 10 flows runs
for 1,800 seconds, resulting in a total demand of 1,250 vehicles. The flow rates for the other five
simulation scenarios were generated by scaling up the first scenario by a scaling factor as shown
in Table 7.1.

Table 7.1: O-D Traffic Demand Configuration

No. Scale Factor Main Demand (vehh) Secondary Demand (vehh) Total No. of Vehs
1 1 750 125 1250
2 2 1500 250 2500
3 4 3000 500 5000
4 6 4500 750 7500
5 8 6000 1000 10000
6 10 7500 1250 12500

In the simulation, the updating interval for both algorithms was set to 60 seconds. To have statis-
tically accurate results, we ran each simulation scenario 20 times with different seeds. The results
shown here are the averages of the 20 runs. In order to make sure that all the vehicles are cleared,
and thus the result among the two algorithms are comparable for each scenario, the network is
configured to run for 3600 seconds (1 hour), which gives it enough time to clear all the vehicles.

7.4.2 Simulation Results

Figure 7.2 shows the fuel consumption for both SFA-ECO and LPS-ECO in addition to the fuel
savings achieved by the LPS-ECO relative to the SFA-ECO for the six traffic scenarios shown in
Table 1. The figure shows that for low traffic demand (scaling factors 1, 2) the differences between
the two algorithms are very small. As the traffic demand increases, LPS-ECO shows a significant
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reduction in fuel consumption compared with SFA-ECO. LPS-ECO can save up to 38% of the fuel
consumed in case of Scenario 5.

Figure 7.2: Fuel consumption for SFA-ECO and LPS-ECO for 60 s updating interval

More interestingly, the average travel time results show that the LPS-ECO significantly reduced
the average vehicle travel time. Figure 7.3 shows up to a 62% reduction in the case of high traffic
demand levels. For low-traffic scenarios, the differences are not significant.

Figure 7.3: Average travel time for SFA-ECO and LPS-ECO for 60 s updating interval

Figure 7.4 shows the impact of the routing algorithms on the main traffic streams (highway traffic
flows between Nodes 5 and 10). It shows the time-space diagram for the main traffic demand for a
1% uniformly selected sample of the vehicles in both the LPS-ECO and SFA-ECO cases. Figure
7.4 also shows that in the case of the shortest-path algorithm, many vehicles from the main traffic
flow experienced congestion on the highway for a long time. In the case of LPS-ECO, there are
small deviations from the highway free-flow speed, and vehicle trajectories show much smoother
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mobility on the highway. It also shows that in the case of LPS-ECO all the vehicles in the main
traffic demand finished their trips around 400 s earlier.

Figure 7.4: Time-space diagram for 1% sample of main traffic demand vehicles for both LPS-ECO
and SFA-ECO

7.5 Discussion: The Optimality of the Results

An important question related to the optimality of this system is whether the resulting fuel cost is
the system optimal. In fact, the system should produce the system optimal fuel consumption under
two conditions: 1) the network conditions (link costs and traffic loads) do not change, and 2) the
traffic flow for each OD is high enough.

First, the linear problem is based on an implicit assumption that the network conditions (link costs
and traffic loads) do not change during the update interval, however, this is not the case. So, we
used a short updating interval (60 seconds) to satisfy this assumption as possible. We assume that,
within this short interval, the changes in the network conditions are negligible.

Second, the solution of the linear problem should produce the system optimal fuel consumption
if it is applied directly to the continuous variable, qk

i j. However, in the transportation network
flow problem, the flow is discretized into vehicles. So, the stochastic process, which is used for
constructing routes, converts the linear program solution into an integer program solution that
fits the discretized network flow. This conversion deviates the solution from the optimal solution
computed by the linear program. So, the final result is not exactly the system optimum, it is near
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optimum. This deviation from the optimum depends on the number of vehicles in each traffic
demand. If these numbers are high enough, then the discretization of the flow rate into vehicles
will produce a close ratio (the number pf the vehicles from flow k that are assigned to li j divided by
the total number of vehicles in this flow) to the qk

i j, which makes the system closer to the optimum
performance. And if the numbers of vehicles in the ODs are small, the deviation from the optimum
will be higher. To show this, one can imagine a traffic demand k with a flow rate qk(veh/h), assume
that the traffic portion qk

i j assigned to link li j is 0.4, and the total number of vehicles Nk in flow k is
only one vehicle (Nk = 1), in this case, the final system feasible solutions for qk

i j are 0 or 1, which
deviate significantly from 0.4. As Nk increases, the ratio of the number of vehicles assigned to li j

will be closer to 0.4. For example, if the flow k generates 100 vehicles (Nk = 100), the stochastic
route constructions process should ideally assign 40 vehicles to li j, but due to stochasticity, it may
assign only 38, which is very close to 40 of 100 vehicles.

7.6 Conclusion and Future Work

This paper proposes a novel eco-routing technique based on linear programming optimization and
stochastic route assignment (LPS-ECO). The proposed technique uses the feedback fuel consump-
tion cost from vehicles along the road network. By considering the link capacity in the linear pro-
gram constraints, the proposed algorithm is able to avoid congestion in the network. The proposed
technique overcomes the shortcoming of the shortest-path-based routing techniques by assign-
ing traffic demands on all possible routes to minimize the network-wide fuel consumption level.
The simulation results show that the proposed LPS-ECO outperforms the shortest-path-based eco-
routing techniques in the case of high traffic demands in terms of both fuel consumption and travel
times. The performance of the algorithms, however are similar in the case of low traffic demands.
The main challenge facing the proposed algorithm is the size of the linear program, which is rel-
atively large. The total number of variables in the cost function equals m× f , and the number of
constraints equals n× f +m, where n, m, and f are the number of nodes, links, and flows in the
network, respectively. Consequently, for large networks the size of the linear program will be very
large and thus heuristic algorithms would be needed to deal with the problem dimensionality.



Chapter 8

Eco-Routing: An Ant Colony Based
Approach

Our study of the eco-routing feedback-based navigation technique showed that there are some
limitations to its current implementations. Although the current implementations can produce
significant fuel consumption savings, their performance degrades in some cases due to delayed
updates or the lack of updates. Thus, in this chapter, we propose an ant colony-based eco-routing
technique (ACO-ECO), which is a novel feedback eco-routing and cost updating algorithm to
overcome these shortcomings. In the ACO-ECO algorithm, real-time performance measures on
various roadway links are shared. Vehicles build their minimum path routes using the latest real-
time information to minimize their fuel consumption and emission levels. ACO-ECO is also able
to capture randomness in route selection, pheromone updating, and pheromone evaporation. The
results show that the ACO-ECO algorithm and SPF-ECO have similar performances in normal
cases. However, in the case of link blocking, the ACO-ECO algorithm reduces the network-wide
fuel consumption and CO2 emission levels in the range of 2.3% to 6.0%. It also reduces the average
trip time by approximately 3.6% to 14.0%.

8.1 Introduction

Drivers usually select routes that minimize their costs such as travel time or travel distance. How-
ever, the minimum time or distance routes do not necessarily minimize the fuel consumption or
emission levels [46, 47]. There are many cases where the minimum time routes result in higher fuel
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consumption levels such as high-speed routes; despite the time reduction that could be achieved,
the higher speed routes may produce higher fuel consumption levels due to the higher vehicle
speeds, route grades, or longer distance. Also, shorter distance routes can result in higher fuel
consumption if the speed is too low or if the route has many intersections that result in numer-
ous deceleration and acceleration maneuvers. Selecting the minimum time or minimum distance
routes is simple compared to finding the minimum fuel consumption routes. The fuel consumption
depends on many parameters such as distance, travel time, route grades, congestion level, vehicle
characteristics, and the driving behavior.

Eco-routing was developed to select the route that minimizes vehicle fuel consumption levels be-
tween an origin and destination. In a feedback system, eco-routing depends on the vehicle and
route characteristics as well as its ability to report this information to a traffic management center
(TMC) that updates the routing information, rebuilds the routes, and sends the new routes to vehi-
cles traversing the network. Eco-routing is a promising navigation technique because it results in
a significant reduction in fuel consumption and emission levels. However, through some improve-
ments, the eco-routing system can be further enhanced to produce additional fuel consumption and
emission savings.

In this chapter, we first study eco-routing performance and show that in some cases its performance
may not be the best we can achieve. Subsequently, based on this, we propose ant colony eco-
routing (ACO-ECO) algorithm that employs ant colony optimization algorithms [127]. Due to
the major differences between ant colony and the transportation network, ant colony algorithms
are not directly applied to select the best routes; however, they are used to optimize the route
selection process by optimizing the routing information updating and route selection mechanisms.
Finally, we compare the proposed approach to the subpopulation feedback eco-routing algorithm
(SPF-ECO) [128], which is implemented in the INTEGRATION software.

The remainder of this chapter is organized as follows. An overview of the subpopulation feed-
back assignment eco-routing (SPF-ECO) algorithm and its shortcomings is introduced. Subse-
quently, an overview of the ant colony optimization is presented. After that, the proposed approach
(ACO-ECO) is described. Subsequently, the simulation results that compare the ACO-ECO to the
SPF-ECO are presented and discussed. Finally, the study conclusions are presented together with
recommendations for further research.
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8.2 Subpopulation Feedback Eco-routing

In subpopulation feedback eco-routing implemented in INTEGRATION, when the vehicle enters
a new link, the vehicles fuel consumption and emission levels are reset to zero for the new link.
Subsequently, the SPF-ECO algorithm periodically calculates the fuel consumption and emissions
for each vehicle using the VT-Micro model, as described in detail in Chapter 2.

For each vehicle, the estimated fuel consumption and emission levels are accumulated until the
vehicle traverses the link. When a vehicle leaves a link, it submits its fuel consumption cost for
this link to the traffic management center (TMC), which updates the link fuel consumption using
some smoothing techniques. Subsequently, INTEGRATION periodically rebuilds the routes for
each origin-destination pair at a frequency specified by the user. Subsequently, vehicles use the
latest paths when looking identifying the next link along the route. This mechanism has three main
shortcomings that are discussed in this section.

8.2.1 Fixed Cost for Empty Links

Assume that a link Li was loaded with a high traffic flow that resulted in congestion on this link.
This congestion will result in lower speeds and higher acceleration/deceleration noise, conse-
quently, increasing the fuel consumption and emission levels on this link. At a certain time, the
eco-routing system will re-route vehicles to another route with a lower cost. Since the vehicles on
Li have been exposed to the congestion, the link fuel consumption will be very high after these
vehicles leave the link. As the system re-routes vehicles to other routes, the link will not be loaded
by vehicles until the routing information changes. Consequently, the cost of Li will continue to
be high while it is actually decreasing. This lag in the system is typical of any feedback control
system and will result in using suboptimal routes, consequently and, increasing the network-wide
fuel consumption levels.

8.2.2 Fixed Cost for Blocked Links

A reverse situation can take place in the case of blocking a link (for example due to an incident).
In this case, the vehicles that were not blocked will have a low fuel consumption level and will
report it when leaving the link. The eco-routing will maintain a low cost for this link as long as
the link is blocked since there are no vehicles leaving the link. Consequently, the SPF-ECO will
continue to use this route and load more vehicles to this link resulting in higher fuel consumption
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and emission levels.

8.2.3 Delayed Updates

The third point is that the updates are only sent when a vehicle leaves a link. For long links and/or
low-speed links, the link travel time is relatively long. Consequently, the information used to
update the SPF-ECO routing might be obsolete and may not reflect the current state of the link.
This inaccurate routing information might result in incorrect routing decisions and hence increase
the fuel consumption level.

In the proposed approach, we solve these problems by utilizing ant colony techniques to update
the link cost function (the fuel consumption level in this application).

8.3 Ant Colony Optimization

Ant colony optimization [127] is a branch of the larger field of swarm intelligence, which studies
the behavioral patterns of social insects such as bees, termites, and ants to simulate these processes.
Ant colony optimization is a meta-heuristic iterative technique inspired by the foraging behavior of
some ant species. In ant colony, ants walking to and from a food source deposit a substance called
a pheromone on the ground. In this way, ants mark the path to be followed by other members of
the colony. The shorter the path, the higher the pheromone on that route, consequently, the more
preferable this route is. The other ant colony members perceive the presence of the pheromone and
tend to follow paths where pheromone concentration is higher. Ant colony optimization exploits a
similar mechanism for solving some optimization problems.

In this chapter, we use the same ant colony concept to improve the fuel consumption and emission
cost for a transportation network. Vehicles are employed as artificial ants, while the pheromone is
considered to be the inverse of the fuel consumption cost for each link. Each artificial ant periodi-
cally deposits the pheromone by updating the fuel consumption cost for the link it is traversing.

There are many variants of ant colony optimization. However, all of them share the same idea
described earlier. The main steps in each iteration are: 1) construct the solutions, 2) conduct an
optional local search step, and 3) update the pheromones. The ant colony system does not specify
how these three steps are scheduled and synchronized; it leaves these decisions to the algorithm
designer [129]. In the solution construction step, artificial ants construct a feasible solution and
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add it to the solution space. The system starts with an empty solution space, the ants start at the
nest, and each ant probabilistically chooses a solution ei between a set of paths {e1,e2, ...,ek} to
reach the food source. To choose between these paths, each ant uses the probability Pi computed
in Equation 8.1:

Pi =
ϕ

∑
k
j=1 ϕ j

(8.1)

where ϕi is the amount of pheromone on path ei. This probabilistic behavior for route selection
guarantees the exploration of more feasible solutions and avoids converging to local ones. The
pheromone updating takes place while the ants are moving, where they deposit the pheromone
on their paths. Also, as time passes, the pheromone evaporates based on an evaporation factor ρ.
Subsequently, after each iteration, the pheromone is updated according to Equation 8.2:

ϕi = (1−ρ)ϕi +
m

∑
j=1

∆ϕ j (8.2)

where m is the number of ants that traverse a link, and ∆ϕ j is the amount of pheromone deposited
by ant j. After the solution construction and before the pheromone updating, a local search step
can be carried out to improve the solution. This step is optional and problem specific.

In the proposed approach, we utilize these steps to achieve our objective of decreasing the fuel
consumption and consequently the pollutant emissions.

8.4 Ant colony based Eco-routing (ACO-ECO)

This section presents the proposed approach (ACO-ECO) and describes its operation in detail. In
ACO-ECO, ant colony techniques will be applied to optimize the fuel consumption and emissions
in the transportation network. The vehicles are the artificial ants, and the pheromone is the inverse
of the fuel consumption. Because of major differences between the ant colony system and the
transportation network, we introduce some variations to ant colony techniques to tailor it to the
specific application. The ACO-ECO uses a number of steps that are described here.
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8.4.1 Initialization

This phase initializes the cost associated with the various links. Because, initially, the links are
free, the cost of each link is initialized to the free flow speed fuel consumption as described in
Chapter 2.

8.4.2 Route Construction

This phase starts directly after the initialization phase and is repeated periodically and was defined
to be 60 simulation seconds in this application. In this phase, the ACO-ECO builds the minimum
path based on the cost of each link. When the vehicle leaves a route link, it searches the tree to find
its next link.

The probabilistic route selection (introduced by Equation 8.2) is an important mechanism in ant
colony algorithms to search all the available routes. However, this mechanism as described in
Equation 8.2 cannot be applied in vehicular route selection because it is not realistic. As mentioned
earlier, drivers try to select routes that minimize their cost, while this probabilistic selection assigns
a random route to each vehicle based on the routes pheromone level (route cost) relative to that for
all other routes. Using this equation, and due to the randomness, a vehicle might be assigned a very
high-cost route, which is not realistic and is not consistent with the driver behavior when selecting
routes. Consequently, it will result in a higher fuel consumption level. So, we use another technique
to introduce some limited randomness into the route selection mechanism while maintaining the
error within a given predefined margin. An error factor is configured for the network. This error
factor α is used to add some error to the cost of the links, subsequently to the tree building and the
route selection algorithms. The error value added to the link cost is a randomly selected point from
the standard normal distribution N(0,σ), where σ is the standard deviation, which is computed as
and σ = α.Cl , where Cl is the link cost. In this way, we have a guarantee that 95.45% of the link
costs are within (1±2α).Cl , which means that by controlling the error factor we can control the
randomness level within the route selection algorithm.

8.4.3 Pheromone Update

In this phase, two updating processes take place: pheromone deposition where ants deposit pheromone
to indirectly communicate the route preference to the following ants and pheromone evaporation,
where the pheromone level on each link decays with time.
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8.4.4 Pheromone Deposition

In the SPF-ECO, the vehicles only submit the link cost when leaving the link. The advantage of
this method is the small number of updates being sent on the network and consequently the low
network overhead. But on the other hand, it results in delayed updates and fixed cost for empty or
blocked links as mentioned earlier.

In contrast to the SPF-ECO, the ACO-ECO overcomes these issues by enabling vehicles to submit
multiple updates while traveling the link. These updates can be sent periodically on either a time-
basis or a distance-basis. Using time-based updating, the vehicles have a predefined maximum
updating interval T . The vehicles should send their estimation of the link cost each T seconds. This
cost updating method can control the number of updates that are sent over the network. However,
it has an important drawback; for low-speed links or blocked links, the vehicles will send many
unnecessary updates. Another drawback is that, for short length links and/or high-speed links, this
time interval T may be longer than the link traversal time. Consequently, no updates would be sent
for these links. This drawback can be overcome by setting T to a value that is shorter than the
minimum link travel time in the network, however, this will result in many unnecessary updates
for long links or low-speed links. Another way to submit the link cost updates is distance based
updating, where vehicle submits an update every distance D it traverses the link. In contrast to the
time-based updating, the distance based method limits the number of updates for each link. But on
the other hand, for blocked links, the updates will not be sent and, consequently, the cost will be
fixed for blocked links resulting in the same problem as the SPF-ECO algorithm.

Consequently, a compromise approach is utilized, which combines both the time- and distance-
based updating to take advantage of the merits of each approach. Also, we used the end of the
link updating where the vehicle sends an update when it leaves the link. To estimate the link fuel
consumption, the ACO-ECO algorithm defines the maximum time interval T and the maximum
distance D to report conditions. When any one of these conditions is met, the vehicle submits a
new update quantifying its estimation for the overall link cost and then resets its time and distance
counter. To calculate the fuel consumed, the ACO-ECO periodically estimates the fuel consump-
tion rate using the VT-Micro model, and, then, uses Equation 8.3 to accumulate the total fuel
consumed in the previous interval:

C = ∑
t

F(t).∆t. (8.3)

where F(t) is the VT-Micro model instantaneous fuel consumption rate, and ∆t is the fuel con-
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sumption calculation interval which is typically 0.1 seconds in INTEGRATION. Whenever either
T or D is reached, the ACO-ECO estimates the overall link fuel consumption Cl as shown in
Equation 8.4:

Cl =
C.L

d
. (8.4)

where d is the distance traveled in the previous period in meters (d ≤ D), and L is the link length
in meters. This calculation assumes that the conditions on the remainder of the link will continue
as was observed by the vehicle.

8.4.5 Pheromone Evaporation

To overcome the fixed cost problem for empty links, the cost of these links must be updated when
the TMC has not received updates for a period of time. In ant colony optimization, if no pheromone
is deposited for a long time, the link pheromone level will decay towards zero due to the evapo-
ration; this is an indication of the low preference for that route. In a transportation network, not
receiving an update about a link for a long time indicates that this link is empty. Consequently,
the cost of this link must be updated toward the free flow speed cost (C f fl). So, in this case, the
TMC updates the cost as follows. First, it finds the minimum updating interval (τl) for the link.
This value is the minimum of three parameters; the updating interval (T ), the link travel time at
free-flow speed, and the updating interval in case of distance based updating. These parameters are
shown in Equation 8.5. The rationale is that after receiving an update, the next vehicle will send an
update in case of one of three situations: it reaches its updating interval T, it reaches its updating
distance, or it ends the link. We have

τl = min(T,
Ll

S f fl
,

Dl

S f fl
), (8.5)

where T is the updating interval, D is the updating distance, Ll is the link length and S f fl is the free-
flow speed of the link. Subsequently, the ACO-ECO algorithm estimates the overall link cost Cl as
shown in Equation 8.6. This evaporation technique results in exponential increasing or decreasing
in the link cost towards the free-flow speed cost.

Cl =Cl−
∆t
τl
(Cl−C f fl), (8.6)
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where C f fl is the free-flow speed fuel consumption estimate for the link, and ∆t is the evaporation
interval after which the evaporation process should be performed for the link cost if no updates
were received.

8.5 Simulation Results

In this section, we compare the proposed approach ACO-ECO to the eco-routing in INTEGRA-
TION (SPF-ECO) for different traffic rates using the INTEGRATION software. The network
shown in Figure 8.1 is used for comparing the two approaches. It is the same network used in
Chapter 6.

Figure 8.1: Simulated road network

The network consists of 10 zones with the main highway (center horizontal road) between zone 1
and zone 2, and two arterial roads (side roads). The network size is 3.5 km x 1.5 km. The free-flow
speeds are 110 and 60 km/h for the highway and arterial roads, respectively. The highway has 3
lanes in each direction, while the other roads have only 2 lanes in each direction. Regarding the
origin-destination traffic demands (O-D demands), we use 5 different scenarios, as shown in Table
8.1. The main traffic stream is the traffic between zone 1 and 2 for each direction, the side traffic
streams are between each two other zone pairs. This traffic rate is generated for half an hour, and
the simulation runs for 4500 seconds to ensure that all the vehicles complete their trips.

The comparison is done in two cases: the normal operation (no incident) case where there is no
link blocking and in the case of blocking due to an incident (link blocking case). For each case, we
run each traffic assignment technique (ACO-ECO, and SPF-ECO) 20 times with different seeds
to consider the output variability due to randomization. This is repeated for each of the five O-
D demand configurations. The error factor is set for both techniques to 1%. For the ACO-ECO
parameters, the maximum update interval T is 180 seconds, and the maximum update distance D
is 750 meters.
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Table 8.1: Origin-Destination Traffic Demand Configuration

Main
Demand
(Veh/h)

Secondary
Demand
(Veh/h)

Total No. of
Vehicles

1 500 50 1600
2 1000 75 2650
3 1500 100 3700
4 2000 125 4750
5 2500 150 5800

8.5.1 Normal Operation Scenarios

For the normal operation scenarios, the results show no significant differences between the ACO-
ECO and the SPF-ECO for average fuel consumption levels, as shown in Figure 8.2. The figure
also shows that as the traffic demand increases, the average fuel consumption and the average trip
time increases due to the higher congestion levels. Moreover, the results show the same behavior
for the average trip time, the CO2 and NOx emissions levels, where ACO-ECO has no significant
effect on any of them.

Figure 8.2: Average Fuel Consumption (L/Veh)

Regarding the CO emission, the ACO-ECO has a higher emission level as shown in Figure 8.3.
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Figure 8.3: Average Vehicle CO Emission

8.5.2 Incident Scenarios

To simulate the link blocking in the network, we configured an incident on the highway from zone
1 and 2 at point (X) marked in Figure 8.1, the incident does not affect the other direction from
zone 2 to zone 1. This incident occurs 10 minutes after starting the simulation and blocks 50%
of the highway (1.5 lanes) for 5 minutes. Then the blocking is reduced to 25% of the highway
for the next 10 minutes, then the incident is completely removed and the highway works at its full
capacity.

Figure 8.4 shows the fuel consumption in case of an incident. The figure demonstrates that the
ACO-ECO algorithm reduces the average fuel consumption level for all traffic demands. The
reduction ranges between 2.3% to 6% compared to the SPF-ECO.

These results show the ability of ACO-ECO to reduce the fuel consumption level and the trip time
in addition to all the time-related measurements. ACO-ECO also succeeds in reducing the pollutant
emissions in most cases.

Table 8.2 shows the percentage reduction attributed to the ACO-ECO for both fuel consumption,
different emissions, and different time-related measurements. For instance, the fuel consumption
is reduced by 6% in the moderate traffic scenario, and this reduction ratio decreases as the traffic
demand increases. This also applies to the CO2 emissions and the time-related measurements.
The reason is that as the traffic demand increases, the congestion increases and thus affects all the
alternative routes, which limits the ACO-ECO ability to recover from the congestion.
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Figure 8.4: The Average Fuel for the Link Blocking Scenario

To find the significance of the reduction made by ACO-ECO, analysis of variance (ANOVA) is
employed to compare means of ACO-ECO to that of SPF-ECO. The null hypothesis is that the
means for both algorithms are equal (H0 : µ1 = µ2), and the alternate hypothesis is (H0 : µ1 6= µ2).

We applied ANOVA for the fuel consumption results in the lowest traffic rate, given that this
scenario has the lowest reduction in fuel consumption. The result shows that the p-value is less
than 0.0001, which gives strong evidence to reject the null hypothesis, and shows the significance
of the reduction made by the ACO-ECO. Since the lowest reduction level is significant, we can
conclude that the higher levels for other configuration are also significant. Table 8.2 also shows
some rare cases where some emissions increase due to the use of ACO-ECO. For instance, CO and
NOx emissions increased in the case of high traffic rates.

Table 8.2: Percent of reduction made by ACO-ECO over SPF-ECO in case of link blocking

Traffic
rate

Fuel CO2 CO HC NOX Trip
Time

Stop
Delay

Accel.
Noise

Accel./Decel.
Delay

500 2.37 2.29 3.75 3.71 1.60 3.64 4.04 1.87 12.02
1000 3.72 3.86 1.05 1.73 0.91 8.83 19.04 4.90 21.97
1500 6.06 6.42 -1.51 0.38 0.24 14.98 27.68 5.28 25.43
2000 4.57 4.75 0.49 2.19 0.11 12.66 19.75 4.91 16.84
2500 3.09 3.32 -2.10 -0.58 -0.75 7.11 15.39 1.61 11.34
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8.6 Conclusion

In this chapter, we developed the ACO-ECO traffic assignment technique that is inspired by the
ant colony optimization algorithm. ACO-ECO attempts to enhance the SPF-ECO algorithm that
is currently implemented in the INTEGRATION software. These enhancements include cases in
which the links are blocked or no vehicles traverse the link. ACO-ECO employs the ant colony
techniques to reduce the fuel consumption and emission levels. It uses route construction to build
routes and assign them to vehicles, it also applies pheromone deposition and pheromone evapo-
ration to update the route link costs. These ant colony techniques are customized to be suitable
for transportation networks. In the case of normal operation, the ACO-ECO performance is simi-
lar to the SPF-ECO, while for link blocking scenarios, ACO-ECO reduces the fuel consumption,
average trip time, stopped delay, and most of the emission levels. An important advantage of the
ACO-ECO is its flexibility, where its parameters (error factor, maximum updating time, maximum
updating distance, and evaporation interval) can be tuned to achieve better performance. The fine
tuning and testing of these parameters are an important future extension of the work presented in
this chapter.

Another future research is to study the effect of each of the new updating methods on the network
traffic and studying the trade-off between the reduction in the fuel consumption and emission
levels and the communication network traffic load. The market penetration rate is an effective
and important parameter that should be studied. Also, it is important to study the effect of the
communication network on the ACO-ECO performance.



Chapter 9

Findings, Conclusions, and Future Work

In this thesis, we focus on the study of the mutual interdependence of the communication and
transportation systems in large-scale vehicular environments for the modeling of smart cities and
ITS systems. Specifically, we focus on the eco-routing navigation technology as an example of
new emerging ITS technologies. The reason behind selecting eco-routing is its expected benefits
for human life, that is, the current statistics demonstrate the important economic and environmental
impacts of the transportation sector on human life. So, the eco-routing is a promising technology
that can mitigate these negative impacts by reducing the fuel consumption and emission levels.
Another reason behind selecting eco-routing is that it is a good example of the mutual influence
between the communication and transportation systems.

The study we conducted shows that this mutual interaction can significantly affect the performance
of ITS applications. Moreover, it can affect the communication performance, especially for those
ITS applications that control the vehicles’ mobility trajectories such as routing applications. There-
fore, it shows the importance of considering this mutual interaction and its impact when deploying
new ITS technologies, where the need for accounting for the communication performance becomes
essential in the cases of moderate and high vehicular traffic demand levels.

The research work we pursued in this dissertation paves the road for the research community
in the areas of computer science, communication, and traffic engineering to realistically study
communication and transportation systems and the mutual interaction between the two systems in
large-scale vehicular environment. For example, from the computer science perspective, networks
and systems are very active research areas, and our study in this dissertation is considered an
important step towards large-scale modeling of communication in vehicular environment, where
the models we developed in Chapter 3 and Chapter 5 enable the research community to study
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communication and transportation in smart cities with realistic mobility that captures mobility
interactivity between vehicles as well as between vehicles and different road network controls such
as traffic signals. This realistic mobility enables computer and network researchers to have insight
understandings of the communication at this scale. Thus, enables them to develop new algorithms
that can improve both communication systems as well as applications running as services over this
communication network.

Moreover, the models we developed in Chapter 6 enables researchers in traffic engineering and
planing as well as computer science to model and study transportation systems of smart cities
including different transportation modes at microscopic level.

9.1 Communication and Eco-routing

In this research, we studied the eco-routing navigation and its interactivity with the communication
network. The modeling systems we developed Chapter 3 shows that, by coupling communication
simulator with microscopic traffic simulator, we can capture low-level details related to both sys-
tems. Such low-level information, which comes from the communication discrete event simulation
and transportation microscopic simulation, gives us insight understanding of the interdependency
of communication and transportation systems, based on which, novel ITS technologies can be
better developed, designed, and deployed.

Our study also showed that the modeling of large-scale vehicular systems including both mobility
and communication is realizable by using realistic traffic simulators and an analytical model to
represent the communication system instead of discrete event simulation. However, at this scale, it
is too difficult to capture low-level communication details, because the analytical model gives us an
estimation of communication performance parameters and cannot capture all the events that happen
in communication network. However, data that can be collected from such large-scale vehicular
system helps us to understand the interactivity of communication and transportation systems and,
consequently, to anticipate network problems and to find proper solutions.

Impact of Mobility on Communication Performance

In more details, this study shows that considering transportation or communication systems sepa-
rately from each other can be deceptive and may lead to incorrect conclusions. For example, our
study of the impact of mobility on communication in VANET shows an interesting conclusion that
contradicts with what was concluded in the literature. It shows that in vehicular networks, the
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higher speed can result in better communication performance. The reason is that in real networks,
the vehicle speed and density are inversely related to each other, i.e, higher speeds are always ac-
companied with lower vehicle density, which is a well-known concept in the traffic flow theory.
This inverse relationship means that at higher speeds the medium access competition and collision
will be lower (if we have all the communication parameters the same) and, consequently, the MAC
layer will experience lower packet drop rate and shorter packet delay. This conclusion was inferred
from different communication applications that include file transfer and voice over IP applications.

Mutual Impact Loop

Our study of the impact of communication on eco-routing, in Chapter 5, shows that the packet drop
rate does not have significant impact on the eco-routing performance if the background data traffic
is low. The reason is that, even at high congested networks, the eco-routing packets are generated
at a low rate (a vehicle generates only one packet for each link), which means the communication
performance will be acceptable.

However, at higher background packet generation rates, the results from real network and real
traffic show that the communication performance can significantly influence the eco-routing per-
formance. It also shows that the severity of this impact increases with vehicular traffic demand
level and congestion level. The reason is three fold. First, at high demand levels, accurate and suf-
ficient routing information becomes imperative to efficiently route vehicles through the congested
network. Secondly, and contrary, this high congestion level increases the vehicle density in the
network. Thus, it increases the medium access competition, subsequently, the packet drop rate and
the packet delays, which directly affect the routing information accuracy and, consequently, the
correctness of the routing decisions made by the traffic management center. If the errors in the
routing decisions exceed certain levels, it may increase the traffic congestion level and result in
higher fuel consumption and emission levels. The severity of this impact can reach an extent that
incorrect routing decisions may result in network grid-locks. The third part of the reason is the
mutual influence loop, where the resulting high congestion will increase the vehicle density that
will negatively affect the communication performance. The system may circulate in this mutual
influence loop until a grid-lock stops the vehicles in the network.

Fuel Consumption and Packet Drop Rate

The analysis of the relationships between fuel consumption and the packet drop rate in real network
and real traffic, that we conducted in Chapter 5, shows that eco-routing can work properly even
at higher packet drop rates as long as it receives sufficient updates about the cost of each road
link. This conclusion was clear at moderate traffic demand levels in the real network we used,



162 CHAPTER 9. FINDINGS, CONCLUSIONS, AND FUTURE WORK

where the packet drop rate exceeds 90% while the fuel consumption is not significantly affected.
The reason is that, despite the high packet drop rate, at these moderate traffic conditions, the
traffic flow of vehicles passing each road link is high enough that sufficient updates are correctly
delivered to the traffic management center. As the traffic demand level increases, the congestion
increases, producing lower vehicle speeds and lower flow rate of the vehicles on the road links.
Consequently, the number of updates that are correctly delivered to the traffic management center
becomes insufficient to correctly route the vehicles. If the network continues at this high demand
level for enough time, these inaccurate routing decisions initiate the mutual influence loop.

Location of the Roadside Units

In our study, we focused on the Vehicle to Instructional communication. Thus, roadside unit
allocation is an important communication setting. Therefore, we studied the impact of the roadside
units allocation on the performance of eco-routing. The study shows that RSU allocation is an
important factor that can affect eco-routing performance. The reason is that the locations of the
RSUs determine which links will be updated immediately, updates of which links will be delayed,
and which links will not be updated at all. Thus, when deploying eco-routing technology, if the
network cannot be fully covered by RSUs, it is recommended that the coverage to be uniformly
spatially distributed. This coverage spatial uniform distribution will enable the traffic management
center to collect uniformly distributed information from overall the network that can represent the
network state as better as possible within the coverage budget.

9.2 Utilizing New Computing Technologies

In our study, in Chapte 6 we developed a system for multimodal agent-based modeling of smart
cities, INTGRAT3. Using this system to simulate the transportation system of the greater city of
Los Angles in its morning peak hours shows that by utilizing new communication and computing
technologies to route only 10% of the commuters, in addition to the using of eco-routing tech-
nology, can save about 9.7% of the total fuel consumed; moreover, it produces travel time saving
compared to the time-based routing.

We also showed that by utilizing system optimum eco-routing techniques, the system we developed
in Chapter 7 (LPS-ECO), the transportation network performance can be significantly improved.
Compared to shortest path eco-routing, system optimum routing techniques can consider other
network parameters such as road link capacities and current traffic demand rates on each road
link. Therefore, these routing techniques can optimize the fuel consumption not only by selecting
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the best route but also by routing some vehicles through non-best routes to avoid overloading the
shortest routes. However, such system optimum routing techniques are computationally extensive.
But, by utilizing parallel computing, these systems can be deployed and ran in real time.

Moreover, we demonstrated that by utilizing some heuristic techniques, we can overcome some
shortcomings of the current eco-routing techniques, where the ant colony-based eco-routing we
proposed improved the performance of the eco-routing system in the case of incident and route
blockage.

9.3 Future Work

The study we conducted focused on vehicle-to-infrastructure communication. Thus, an important
future extension of this work is to consider vehicle-to-vehicle communication and hybrid commu-
nication paradigms. This extension will impose the use of routing protocols, which present new
challenges as well as opportunities to the feedback-based eco-routing navigation. Utilizing the
vehicle-to-vehicle or hybrid communication paradigms eliminates or decreases the need for road-
side units. Thus, it reduces the cost of deploying eco-routing technology. However, it imposes
the routing protocols and their dynamics into the system, which can significantly affect system
performance. An important question that should be answered in this context is how such a system
will behave in the case of low penetration rate of connected vehicles.

Another future extension is to study the impact of other applications on the performance of eco-
routing systems. In this context, different application types and their priorities in the VANET
medium access technique must be considered. This can be easily done using VNetIntSim on the
small scale networks, because VNetIntSim is capable of modeling these different applications and
the medium access handling for their packets. However, for large-scale systems, we need to extend
the analytical model to support the quality of service and the four access categories in the MAC
layer. Thus, developing this model is one of our foreseen future works.

Using the platforms we developed, we can also study the impact of the communication system
on other applications, especially, applications that are sensitive to the delay and the communica-
tion reliability. An important example for such applications in the safety applications, where the
communication messages are exchanges to avoid accidents. Despite they use the highest priority
access category, such delay sensitive applications may be significantly affected by the communi-
cation performance, especially in the high-density vehicular network with high packet generation
rates.
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It is also of interest to study the impact of the communication system on other ITS applications
such as speed harmonization, eco-driving, congestion avoidance, and intersection control algo-
rithms. Studying these applications mandates the study of the effect of quality of services on the
performance of the transportation system and services offered for both users and vehicles.



Appendix A

The communication model derivation

This appendix shows the detailed derivation for the communication model in Chapter 5. To make
it easier to follow up, we copy the Markov chain from Chapter 5 to here in Figure A.1. We use the
notation in Table 5.1.

Figure A.1: Markov chain model for the medium access.
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166 APPENDIX A. THE COMMUNICATION MODEL DERIVATION

The general idea is to express all the state probabilities as function of P(0,0) and then the summa-
tion of all these state probabilities must equal to 1.

From the Markov chain find the relationship between P(0) and other states as:

P(0) = q0 P(M+ f −1,0) + q0 P(0)+q0(1− pcol)
M+ f−2

∑
i=0

P(i,0). (A.1)

So, we can easily calculate P(0) as:

P(0) =
q0

1−q0

(
P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
. (A.2)

Now, we start to find a relationship between P(0) and the state probabilities in the first phase
P(0, j)where j = 0,1,2, ...,w0− 1. Stating form the last state in this phase where j = w0− 1, we
will have the following relationship:

P(0,w0−1)=
1−q0

w0

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
+(1− pidle)P(0,w0−1).

(A.3)

So, P(0,w0−1) can be expressed as:

P(0,w0−1) =
1−q0

pidle w0

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
. (A.4)

For the next state in the first phase, P(0,w0−2) , we can find the following relationship:

P(0,w0−2) =
1−q0

w0

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
+

PidleP(0,w0−1)+(1− pidle)P(0,w0−2).

(A.5)

Then, we can derive the following Equation for P(0,w0−2):
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P(0,w0−2) =
1−q0

w0

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
+ pidle P(0,w0−1)+(1− pidle)P(0,w0−2)

=
1−q0

w0

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
+Pidle P(0,w0−1)+(1− pidle)P(0,w0−2)

=
1−q0

pidlew0

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
+P(0,w0−1).

(A.6)

Substituting P(0,w0−1) from Equation A.4 into Equation A.6, we can calculate P(0,w0−2) as:

P(0,w0−2) = 2P(0,w0−1)

= 2
1−q0

pidlew0

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
.

(A.7)

Consequently, we can easily see that the state probability of any state P(0,k)(k = 1,2, ...,w0−1)
in the first phase can be expressed as:

P(0,k) =
w0− k

w0

1−q0

pidle

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
∀ k = 1,2, ...,w0−1.

(A.8)

Now, we can find the probability of the first state in the first phase P(0,0) as:

P(0,0) =
1−q0

w0

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
+Pidle P(0,1). (A.9)

By substituting the value of P(0,1) from Equation A.8 into Equation A.10, we will have
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P(0,0) =
1−q0

w0

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
+

Pidle
w0−1

w0

1−q0

pidle

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)

= (1−q0)

(
P(0)+P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)
.

(A.10)

From Equations A.8 and A.10, P(0,k) can be expressed in terms of P(0,0) as:

P(0,k) =
w0− k
pidle w0

P(0,0) (A.11)

Now, we will calculate the state probabilities for the second phase, P(1,k) ∀ k = 0,1,2, ...,w1−1
by finding a relationship between each of them and P(0,0). Starting by the last state P(1,w1−1),
we can derive the following relationship directly from the Markov chain

P(1,w1−1) =
pcol

w1
P(0,0)+(1− pidle)P(1,w1−1)

=
pcol

pidle w1
P(0,0).

(A.12)

Then, the next state P(1,w1−2) can be calculated as:

P(1,w1−2) =
pcol

w1
P(0,0)+ pidleP(1,w1−1)+(1− pidle)P(1,w1−2)

=
pcol

pidlew1
P(0,0)+P(1,w1−1)

= 2
pcol

pidlew1
P(0,0).

(A.13)

By the same procedure we can find the following relationship for the sate probabilities P(1,k) in
the second phase:
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P(1,k) =
w1− k

w1

pcol

pidle
P(0,0) ∀ k = 1,2, ...,w1−1. (A.14)

Now, we can derive the probability of first state in the second phase P(1,0) as follows:

P(1,0) =
pcol

w1
P(0,0)+ pidle P(1,1)

=
pcol

w1
P(0,0)+ pidle

w1−1
w1

pcol

pidle
P(0,0)

= pcol P(0,0).

(A.15)

Using the same procedure for the next phases i = 2,3, ...,M + f − 1, we can derive the following
relationships:

P(i,0) = pi
col P(0,0) i = 1,2, ...,M+ f −1 (A.16)

and

P(i,k) =
wi− k

wi

pi
col

pidle
P(0,0) ∀ k = 1,2, ...,wi−1 and ∀ i = 1,2, ...,M+ f −1. (A.17)

From Equations A.2 and A.16 we can compute P(0) as:
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P(0) =
q0

1−q0

(
P(M+ f −1,0)+(1− pcol)

M+ f−2

∑
i=0

P(i,0)

)

=
q0

1−q0

(
pcol

M+ f−1 P(0,0)+(1− pcol)
M+ f−2

∑
i=0

pcol
i P(0,0)

)

=
q0

1−q0
P(0,0)

(
pcol

M+ f−1 +(1− pcol)
(1− pcol

M+ f−1)

(1− pcol)

)
=

q0

1−q0
P(0,0).

(A.18)

Now we have computed the probability of each state in the Markov chain in terms of P(0,0). From
the Markov chain properties we know that the summation of the state probabilities equals to 1.

1 = P(0)+
M+ f−1

∑
i=0

P(i,0)+
w0−1

∑
k=1

P(0,k)+
M+ f−1

∑
i=1

wi−1

∑
k=1

P(i,k)

=
q0

1−q0
P(0,0)+P(0,0)

M+ f−1

∑
i=0

pcol
i +

1
pidle

P(0,0)
w0−1

∑
k=1

w0− k
w0

+P(0,0)
M+ f−1

∑
i=1

wi−1

∑
k=1

wi− k
wi

pcol
i

pidle

= P(0,0)

(
q0

1−q0
+

M+ f−1

∑
i=0

pcol
i +

1
pidle

w0−1

∑
k=1

w0− k
w0

+
M+ f−1

∑
i=1

wi−1

∑
k=1

wi− k
wi

pcol
i

pidle

)

= P(0,0)

(
q0

1−q0
+

1− pcol
M+ f

1− pcol
+

w0−1
2pidle

+
M+ f−1

∑
i=1

(
pcol

i

pidle

wi−1

∑
k=1

wi− k
wi

))

= P(0,0)

(
q0

1−q0
+

1− pcol
M+ f

1− pcol
+

w0−1
2pidle

+
M+ f−1

∑
i=1

(
pcol

i

pidle

wi−1
2

))
.

(A.19)

Assuming the window exponential factor is , then wi = w0
i. This exponential increase takes place

for i <= M

wi =


w0 αi i≤M,

w0 αM i > M.

(A.20)
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Based on Equation A.20, the last summation in Equation A.19 can be divided into two summations.
Thus Equation A.19 can be written as:

1 = P(0,0)

(
q0

1−q0
+

1− pcol
M+ f

1− pcol
+

w0−1
2pidle

+

1
2pidle

(M−2

∑
i=1

pcol
i(w0 α

i−1)+(w0 α
M−1−1)

M+ f−1

∑
i=M−1

pcol
i
))

= P(0,0)

(
q0

1−q0
+

1− pcol
M+ f

1− pcol
+

w0−1
2pidle

+

1
2pidle

(
w0

pcol α− (pcol α)M−1

1− pcol α
− pcol− pcol

M−1

1− pcol

+(w0 α
M−1−1)

pcol
M−1− pcol

M+ f

1− pcol

))
.

(A.21)

Consequently, we can compute P(0,0) as:

P(0,0) =

(
q0

1−q0
+

1− pcol
M+ f

1− pcol
+

w0−1
2pidle

+
1

2pidle

(
w0

pcol α− (pcol α)M−1

1− pcol α
−

pcol− pcol
M−1

1− pcol
+(w0 α

M−1−1)
pcol

M−1− pcol
M+ f

1− pcol

))−1

.

(A.22)
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