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Abstract

Large Eddy Simulations of high Reynolds number Comlex Flows with Synthetic Inlet

Turbulence
Sunil Shankarrao Patil

The research was motivated by the desire to usgelL&ddy Simulations (LES) to
calculate liner heat transfer in industrial sca#es gurbine combustors, which operate at high
Reynolds numbers and high Swirl numbers. LES hagrak challenges which need to be
surmounted for general application to complex higynolds number turbulent flows. The
primary challenge in wall bounded flows is the néadvery fine grids in the vicinity of walls,
which makes LES impractical at high Reynolds nurebé&n additional challenge is the accurate
representation of inlet turbulent conditions fowveleping flows such that the computational
domain size is limited to the immediate region mterest. The generalization of solutions to
surmount these issues in complex geometries add griyet another challenge.

To meet these challenges, a novel formulation, emgintation, and validation of a two
layer velocity and temperature zonal wall modehglavith the implementation of the synthetic
eddy method in a generalized coordinate system ft&iSework is presented in this thesis. The
wall model greatly alleviates the grid requirememtkereas the synthetic eddy method provides
accurate turbulent inlet boundary conditions. Thethads are validated in turbulent channel
flow up to a Reynolds number of 2X¥1@ backward facing step at Re=40,000, before egufjdin
to a model swirl combustor at Re=20,000 with a Bmumber of 0.43 and flow and heat transfer

in an industrial scale can combustor at Re=80,0@0Swirl number of 0.7. The integrated zonal



near wall approach for velocity and temperaturdésn successfully used to investigate flow and
heat transfer in a statistically three-dimensiofialv of a ribbed duct passage used for the
internal cooling of turbine blades. The zonal watidel is further modified to take in to account
the effects of surface roughness and successfabg wo investigate flow in a rod roughened
channel at high Reynolds numbers up to 60,000.

In all cases it is shown that the zonal wall mags#d with the synthetic eddy method for
inlet turbulence generation can result in largeirsgs/ in computational cost without any
significant loss in accuracy when compared to wedblved LES and experiments. In a turbulent
channel flow at Re=45,000, computational complewiis reduced by a factor of 285 using wall
modeled LES, whereas in a statistically three-dsraral flow and heat transfer in a ribbed duct,
at Re=20,000, the computational complexity was ceduby a factor between 60 and 140. In a

swirl dominated can combustor at Re=20,000, thaasoh was more modest at a factor of 9.
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Chapter 1

Background, Motivation and Objectives

Both the desire for better efficiency and the neEedower emissions have reduced the
amount of cooling air that the combustion engirtess available for combustor liner cooling in
modern gas turbine engines. As combustors are riEbigo reduce emissions, there is
insufficient liner cooling available as more airuslized in the premixing process and reaction
zones to maintain as low a temperature as pos$dle.to this requirement, the effectiveness of
backside cooling techniques involving impingemeabnvection, or surface enhancement
techniques becomes more critical (Chin et al. Yldtzger et al. [2], Andrews et al. [3], Fric et al.
[4], Schulz [5], Arellano et al. [6] and Smith aRdhme [7]). Due to longer operating cycles for
power turbines, the combustor liner needs to maehility targets of 30,000 hours. To avoid
liner failure from over-heating, it is extremelypartant to accurately quantify the liner heat load
in the lean premixed combustor environment. Al$e tooling techniques for the low NO
combustor liner require more backside cooling ass$ lor almost no film cooling. The lack of
knowledge of the local gas side convective heatstea distribution on the combustor liner
makes effective cooling of liners more difficul€urrent industry practice used for liner cooling
is based on peak heat load (quantified based ompd¢hk& combustion temperature) rather than
local near wall conditions. This conservative ajgtorequires very high cooling rates on the
liner wall, thus requiring complicated cooling dgs and high coolant flow rates. This also
creates overcooled and undercooled spots in cddeations resulting in huge thermal gradients
and significant thermal stresses. This issue isencomplicated considering that the peak heat

load estimate itself has significant uncertainty.
1



Several articles that focus on the developmemrgfLow Emissions (DLE) combustors
for industrial gas turbine engines have been phbtls Studies by Smith et al. [8], Vandervort et
al. [11], White et al. [12] and Roberts et al. [18ve focused on development of low NO
combustors with the viewpoint of producing lowerigsions. Although the designs of these
combustors vary, all of them use minimal film cogli Arellano et al. [6] presented a study on
an effective backside cooling scheme for an ubeal premixed combustion system. The
augmented backside cooled liner in their studynielates film cooling in the combustor primary
zone and uses trip strip turbulators along the salé of the liner to enhance heat transfer and
thermal barrier coatings on the gas side liner walleduce the heat load. Behrendt et al. [14]
recently designed a test rig for the characteomatif advanced combustor cooling concepts for
gas turbine combustors. Their test rig was intertdegllow investigations at elevated pressures
and temperatures representing realistic operatimglitons of future low emission combustors.
Lu et al. [15] recently studied the effect of difat swirl angles for a DLE combustor on flow
and heat transfer distributions.

Typically, a swirler is used in industrial gas tums to impart a high degree rotation of
flow at the combustor primary zone which helps tonpote better air-fuel mixing and to induce
a recirculatory flow in the primary zone. Duringgtreal lean-burn engine operation, gaseous fuel
is injected from a series of fuel nozzles mountadbtuff bodies to premix with main stream
intake air. The premixed gaseous fuel-air mixtgréhen ignited and the flame is stabilized at the
recirculation zone behind bluff bodies. Due to thakes or recirculation vortices, which are

caused by turbulent flow boundary layer separatiorthe surface of the bluff body, the flow



transitions to a highly turbulent state so as wvigle more energy to the flow and also to help
better air-fuel mixing. Furthermore, the recircidatzone behind the bluff body contributes as a
flame stabilizer to help trap the flame at highesp#ow conditions.

Most of the studies investigating swirling jet sfiwre involved measurement of mean
velocities and turbulence quantities. Gore and R&6} characterized the recirculation zone in
swirling flows with varying geometric conditions.eBuction in jet centerline velocity was
observed indicating the existence of an axial pmesgradient. They concluded that the jet
spread angle is a function of applied swirl. Chiggead Chervinsky [17] also observed the jet
spread angle to be a function of applied swirl. Brand Samuelson [18] reported two-
component Laser Doppler Velocimetry (LDV) measuretsen an axisymmetric combustor
model with coaxial swirling jets. Vu and Gouldin9]lreported hot wire measurements in an
axisymmetric combustor. In recirculation zones,gtrtial velocities were found to be very
small while levels of turbulence and dissipatioteravere very high. Rhode and Lilley [20]
performed mean flow-field studies in axisymmetrambustor geometries with swirl. Various
flow-field configurations with different side wadingles and swirl vane angles were investigated
to characterize the time-mean streamlines, re@timul zone and regions of high turbulence. The
length and width of the recirculation zone was fbuao increase with increase in swirl vane
angle until a critical angle was reached, afterchhany further increase in swirl shortened the
length but further increased the width. The majfect of side wall expansion angle was to

shorten the corner recirculation region, with ngan&ffect on the central recirculation region.



Ferrell et al. [21] reported experiments with fivele pitot probe velocity measurements and
flow visualization.

Bailey et al. [22] conducted experimental and nuoca¢isimulations to characterize heat
transfer on F class combustor liner cooled by igpment jets and cross flow between liner and
sleeve. Calculations were performed using varioagnBlds Averaged Navier-Stokes (RANS)
based turbulence models with different near waktments. Raj and Ganeshan [23] studied the
effect of various geometric parameters like vanglegnvane number, hub to tip ratio on flow
development downstream of the swirler. They charastd swirl flow by the size of the
recirculation zone, mass trapped in it and axiakpure drop. Fernando et al. [24], Grinstein and
Fureby [25] reported Large Eddy Simulation (LEQid&s of flow in swirl combustors. Paik and
Sotiropoulus [26] performed detached eddy simufetiof moderately high Reynolds numbers
turbulent swirl flows through an abrupt expansion.

In summary, considerable work has been done insiigeging combustor backside
cooling schemes and in understanding the aerodwsamhiswirl flow. The research presented in
this thesis started with the aspiration to prettieteffect of swirling flow on the local convective
heat load imposed on combustor liners to supp@&tdévelopment of more effective cooling
schemes to maintain improve combustor durabilitthwhninimal cooling air. The challenge in
predicting liner heat transfer in industrial swidmbustors stems from the highly turbulent flows
generated by high Swirl numbers greater than Olggit Reynolds numbers between 50,000 to
800,000. The high Reynolds number flows promptétiai calculations with the RANS method

which proved to be adequate in predicting the limeat transfer in comparison to experiments.



The research then attempted to extend this irgtiatess with RANS into the domain of Large-
Eddy Simulations which proved to be problematicause of the high grid densities required to
accurately resolve the combustor liner boundaryeray The unreasonable near wall grid
requirements was further exacerbated by the neaddarately represent the swirl flow entering
the combustor requiring that the swirl injectoroalee included in the LES calculation domain. It
became apparent that in order for LES to be a @iabbl in predicting combustor liner heat
transfer, two critical issues, near wall resoluti@md the ability to accurately specify time-
dependent turbulent inlet conditions had to be sumted.

The bulk of this thesis deals with developmentsesolving these two issues and is the
main contribution of this work. The main objecByeherefore, are to develop wall modeling
capabilities within the framework of LES to preentipd dense grids needed in near wall regions
at high Reynolds numbers, and to evaluate techsidoe the generation for inlet turbulent
boundary conditions such that inlet boundaries learplaced in close proximity to regions of
interest. While the utility of these developmenss dlear in combustor liner heat transfer
problems, these also have far ranging implicationshe prediction of all types of complex
turbulent flows.

The thesis is organized as follows:

- Investigation using RANS prediction techniques iighhswirl can and annular

combustors under representative industrial conubtis carried out in Chapter 2. The
combustor and swirler geometries and conditionsevpeovided by Solar Turbines.

Different turbulent models are evaluated for predghigh Swirl number flows. The



location and magnitude of peak heat transfer onlittes wall is investigated and
explained in relation to the flow physics, Reynatdsnber and Swirl number.
Governing equations and numerical details used &8 simulations are described in
Chapter 3. A literature review was conducted onube of LES wall models and the
generation of turbulent inlet boundary condition¥he developments and
implementation of these techniques within the frawori of the in-house software
GenIDLEST is explained.

The efficacy of the wall model and inlet turbulengeneration is systematically
validated in Chapter 4. First, the wall model istéel in a fully-developed channel
flow for Reynolds number up to 2x3,dollowed by validation of the inlet turbulence
generation method to generate sustained spatially temporally correlated
turbulence in a developing turbulent channel fldvinally, both techniques are
validated together in a backward facing step gepnatRe=40,000.

In Chapter 5, swirl dominated flows are revisitaccan combustors at high Reynolds
numbers with LES. First, the wall model and tHetiturbulence boundary condition
are extensively validated against available expemsa data in a model can
combustor at Re=20,000 and a Swirl number of OB industrial scale can
combustor geometry of Solar Turbines is then sitedlaat Re=80,000 and a Swirl
number of 0.7. The calculations show excellent exgient with the experimental

distribution of liner heat transfer, vindicatingetbbjectives of this research effort.



Efficacy of the wall modeled LES is further demaeastd in Chapter 6 in a ribbed
duct geometry used in internal cooling passageso Reynolds numbers are
investigated, Re=20,000 and 60,000. It is cleadyndnstrated by comparison with
past wall resolved LES efforts that the wall modetuces the computational
complexity by at least an order of magnitude withay significant loss in accuracy.
The wall model is then extended to the simulatibmongh surfaces. Comparison
with available experiments at high Reynolds numbsiews that the roughness
modified wall model successfully predicts the effeicroughness on the mean as well
as turbulent flow-field.

Summary of the thesis with concluding remarks espnted in Chapter 7.

The thesis makes the following engineering andnsifie contributions to the literature.

The zonal two-layer wall model is formulated in theneralized coordinates LES
framework with novel treatment for the effectivagential velocity. This formulation
reduces the calculation time in the inner layenisicantly and is most suitable for
complex geometries involving body fitted and unstiiwed meshes. This formulation
is extended further to account for near wall hesidfer and surface roughness.

The integrated zonal treatment for velocity and gerature is used to investigate
successfully the complex three dimensional flovaminternal ribbed cooling turbine

duct geometry for the first time.



Flow in the rod roughened channel is investigatdudgh Reynolds numbers. This is a
first of kind study where a two-layer roughness slod formulated in the LES
framework and showed to successfully account ffaces of roughness on mean flow
and turbulent statistics.

The efficacy of inlet turbulence generation and thall model to reduce the
computational resources and overall calculatioretimmdemonstrated in a backward
facing step flow at a high Reynolds number, Re=@0,0which is the highest
Reynolds number LES in a backward facing step gégyme

The use of the synthetic eddy method to accuraggyesent the inlet turbulence in
complex turbulent swirling flows at different swistrengths is demonstrated in an
experimental swirl combustor and industrial scale combustor. The synthetic eddy
method with a zonal wall model is used for thetftisie to investigate the swirling
flow-field in a combustor. It is shown that the ate generation of inflow turbulent
conditions is important to the flow predictionsigesthe combustor.

Liner wall heat transfer is characterized in anustdal Dry Low Emission
combustor. This is the first of a kind RANS studigese the effect of realistic engine
condition Reynolds numbers on the liner wall heangfer is studied. Two different
configurations, can and annular combustors withirengcale swirlers generating
different swirl strengths were investigated. A camgtive study between these two

configurations is performed with a proposed defmitof a modified Swirl number.



This study will provide guidelines to combustor idegrs for developing more

efficient cooling schemes for industrial gas tugbaombustors.

A first of a kind hybrid RANS-LES simulation is germed in an industrial gas

turbine can combustor. Inflow time-dependent boupdzonditions are generated
using results from upstream RANS data for LES dateans embedded in the region
of interest. The zonal near wall treatment, usedharacterize the liner wall heat
transfer and its interaction with the swirling floasvfound to accurately calculate heat
transfer coefficient distribution on the liner wallhis study will encourage the use of
such hybrid RANS-LES techniques in industries talgtthe complex time dependent

turbulent features in regions of interest.
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Chapter 2
RANS Investigation of Convective Heat Transfer in By Low Emission (DLE)

Gas Turbine Combustors

The objective of this chapter is to characterizenloostor liner wall heat transfer and
investigate the effect of Reynolds number and Swuimber on liner wall convective heat
transfer coefficient in a can and annular type wakine combustor configuration at realistic
engine conditions. An engine scale swirler is usedsimulate the actual flow conditions
downstream of the swirler. The Reynolds numberg batween 50,000 to 840,000 and the Swirl
number between 0.7 to 0.98. The numerical calanatinvestigated RANS (Reynolds Averaged
Navier-Stokes) based turbulence models to pretetswirling flow and surface heat transfer
coefficients. For comparison, different turbulemeedels, such as, standard, realizable and RNG
(Re-Normalization Group theory) &-SST (Shear Stress Transport) are tested. Itas/rslthat
for a given Swirl number, the location of peak heahsfer augmentation is quite independent of
the Reynolds number, whereas the augmentation d&oays considerably as the Reynolds
number increases. Different swirl strengths inedght configurations play a major role in the
value of the heat transfer augmentation and itaylegth an increase in Reynolds number. The
study is unique in that these trends on combusgter lgas side wall heat transfer have never
been captured and explained in the literature awd limportant implications on the design of

liner wall cooling systems.
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2.1 Computational Methodology

A full three dimensional incompressible steadyestnalysis was carried out using the
commercial software ANSYS-FLUENT [27] to characteriheat transfer on the liner wall as
well as to visualize and understand the effectring swirl. Figure 2.1 shows the computational
domain for can combustor configuration, consistih@ periodic segment of the injector and the
can combustor. The flow in a single passage oirjleetor swirler vanes is simulated. It consists
of an annular inlet section, followed by the swinanes, the fuel injector followed by a straight
section of the injector which opens into the camlostor. The computational domain was
mapped using a multi-block structured mesh witlalt8t4 million hexahedral cells. Figure 2.2
shows the computation domain for the annular comeibuonfiguration, consisting of a swirler
nozzle and a periodic segment of the annular cotohubhe flow in a single swirler nozzle with
12 swirler vanes which expands in the annular catdouis simulated. The computational
domain for the annular combustor was mapped usingiléi-block structured mesh with total
20.5 million hexahedral cells using commercial ggeneration software GRIDGEN. Figure

2.3.adisplays the grid on the swirler vane wall whiligufe 2.3.b shows the mesh in the vane

passages. The swirl nozzle consists of about 3omilnesh elements. Figure 2.3yves the
overall frontal mesh view from upstream of the flmlet. Near wall orthogonality is maintained
as much as possible in both the configurationsrmpraove solution accuracy and convergence
characteristics.

For the RANS calculations, two approaches were tsedsolve the boundary layer. For

lower Reynolds numbers (Re = 50,000 and Re = 80,004l integration was used as the near
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wall treatment with ¥ values in the range of 1 to 5. The wall functiggpmach was more
economical at high Reynolds numbers witlragnging from 30 to 100. The SIMPLE algorithm is
used for pressure velocity coupling with the secander upwind convection discretization
scheme for all variables. Table 2summarizes the numerical calculations and Table 2.2
summarizes the boundary conditions used in the ricaténvestigation. The inlet section of the
computational domain was given a boundary condiibmass flow inlet based on Reynolds
number. The Reynolds number was increased usitigghiglet velocity (for 50,000 and 80,000
case) and higher density (for Re=200,000 and abdvejiodic boundary conditions were
specified in the azimuthal direction, and an ouwtfloondition was used at the combustor exit.
The rest of the domain surfaces including vanesewassigned wall (no slip) boundary
conditions. A surface heat flux value was specifidthe combustor liner wall while all other
walls were treated as adiabatic. All the computetiovere run on the IBM IDataPlex nodes.
Each node is dual-socket quad-core with Intel Nevhgbrocessors running at 2.26 GHz with 48

GB of RAM each.

2.2 Results

2.2.1Validation of Computational Model

A number of different turbulence models were tésfer their ability to predict the
strongly swirling flow in the combustor. Figure 2cbmpares results of various turbulence
models used in the calculations with experimentdhdor a Reynolds number of 50,000 for the

can combustor configuration. The heat transfer fooeht at the liner wall is characterized by
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the Nusselt number augmentation ratio, where tisellmee Nusselt number is obtained from the

Dittus-Boelter correlation for fully-developed tulent pipe flow with heated walls.

Nu, =0.023< R&% P§* (2.1)

The circumferentially averaged Nusselt augmentatwadictions are plotted versus axial

distance normalized by the hydraulic diameter & tdombustor. It was found that the RNG
model with swirl modification and differential vigsity model [27] predicted the results in best
agreement with experiments. The model predictetl b location and magnitude of peak heat
transfer in exact agreement with experiments. Hanesome difference between the model
prediction and experiments exist downstream ofpéak location. It was found that the SST
model over predicted the values of peak heat teansbefficients while the standard and
realizable ke models under predicted it. Also the peak locat®opredicted downstream of the

experimental measurements. It is clear from thimgarison that the RNG model predicts the
highly strained swirl flow coming out of the injectwith much better fidelity than the other

models. Hence, the RNG model is used for investigahe effect of Reynolds number on heat
transfer.

Figure 2.5 further compares predictions with experits at Re=50,000 and 80,000 using
the RNG ke model. It is observed that the predictions compeg well with experiments at
Re=80000. More importantly, it is also observed tha location of peak heat transfer remains
the same but the magnitude of peak augmentatiaurcesdfrom approximately 10 to 8. This is

explained by investigating the flow-field in thensbustor in more detail.
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Figure 2.6 compare predictions with the experimental measunésndor all three
Reynolds number investigated in the range 210,060 &0,000 for the annular combustor
configuration. It is observed that predictions camgpreasonably well with experiments. For all
three Reynolds numbers, the computational modahlis to predict peak heat transfer magnitude
and location in close agreement with the experimefhe computational model predicted the
magnitude of heat transfer augmentation at the pee&tion in very close agreement with
experiments for Reynolds numbers of 210,000 and0@®0and in fairly good agreement for
higher Reynolds number of 840,000. However, sorfferdnce between the model prediction
and experiments exist downstream of the peak lmecalihe same trends between prediction and
experiments were also observed in can combustdigtwation. Overprediction of heat transfer
augmentation in the region far downstream of thekgeeat transfer location represents that the
decay rate of swirl and turbulence is underprediatethis region by the computational model.
The computational model was also able to captwalitierences in the magnitude of peak heat
transfer augmentation on the convex and concavégsior liner walls. It is important to note
that the experimental measurements observed mugyr ldrop in augmentation on concave liner
walls for Reynolds number of 840,000. Numericatuakdtions slightly overpredicted the Nusselt
augmentation on the concave liner wall. This migltdue to a comparatively coarser near wall
mesh resulting in higher values of wall, yhough the calculation on this grid did not résal
any significant change in convergence charactesisdf any conservative variable compared

with calculations for the other Reynolds numbers.
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2.2.2Flow-field Characteristics

Figure 2.7 characterizes the flow-field for a Rdgsonumber of 50,000 in a can
combustor configuration. The streamline plot inUFeg2.7 expresses two main features of swirl
flow in the combustor geometry, a corner recirgaltatzone, and a central recirculation zone.
The presence of the central recirculation zonecatds that the Swirl number is beyond the
critical value of 0.6. The Swirl number is defined the ratio of axial flux of tangential

momentum to axial flux of axial momentum and iso#dted as

_Jrvp, v, dr

S 2
RoJV, dr

(2.1)
Its value at an axial plane near the injector @as found to be 0.7. The computational flow
structure is in complete agreement with past ssude].

Figure 2.7 also shows that the location & fleak heat transfer coincides with the
impingement of the highly energetic shear layeauiigg from the injector. The flow impingement
can be visualized with contours of normalized axalocity and turbulent kinetic energy. A
large augmentation in heat transfer coefficienbhserved because of the very high values of
axial velocity and turbulent kinetic energy neae timpingement location. Furthermore, the
spread angle of flow expanding into the can comdsust much higher than that without swirl,
which results in flow impingement very close to tinéet of the combustor (X/D=0.38) with
higher axial velocity. This is the main mechanisgsponsible for the location and peak
magnitude of heat transfer augmentation.

Figure 2.8 visualizes the 3D swirl dominated flaetd by replicating the computation

domain in the azimuthal direction to cover the ftdmbustor. The isocontours (value = 1000) of
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vorticity colored with axial velocity are shown.r@&ttures of corner recirculation zone, central
recirculation zone and precessing vortex core shgnod qualitative agreement to the
experimental visualization provided by Rhode ef20] for a similar geometry.

Similar flow structures were observed for the dangombustor configuration and are
represented in Figure 2.9. The Swirl number wasdoio be 0.98, which is significantly higher
than the can configuration. This higher swirl sg#nresults in higher shear layer spread angle

and hence a shorter corner recirculation zone. isHisgther explained in later subsections.

2.2.3Effect of Reynolds number

Figure 2.10 shows the effect of Reynolds numberging from 50,000 — 500,000 on the
location and magnitude of the computed heat trartsfefficient along the can combustor liner
wall. It is clear that the peak value of heat tfansugmentation reduces with an increase in
Reynolds number but the location of the peak valoes not change with increasing Reynolds
number.

Figure 2.11 shows the variation of peak Nusselt bemaugmentation with Reynolds
number. The numerical values match in very closeeegent with experimental results at
50,000, 80,000 and 500,000. Experimental data@0r@0 was reported by Goh [28] on exactly
the same geometry. The large drop in augmentatibo but the invariability of the location of
peak heat transfer with Reynolds number is expthinghe following manner.

Figure 2.12 shows the variation of turbulent kioethergy (TKE) normalized with the
square of mean velocity in the can combustor aication near the peak heat transfer. Since in

most shear flows, wall heat transfer is largelyetetent on the magnitude of near wall turbulent
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guantities, the TKE magnitude close to the wall good indicator of turbulent activity. The plot
shows that the normalized TKE reduces with incréaske Reynolds number, hence explaining
why the heat transfer coefficient augmentationoratlecreases with an increase in Reynolds
number (it is noted that the heat transfer coeffitincreases with Reynolds number). The TKE
production in the impinging shear layer is dependenthe Reynolds number as well as the
degree of swirl. However, it is noted that evenhvilie increase in Reynolds number the Swirl
number remains constant at 0.7 since it is largielgendent on the injector vane geometry.
Hence, although turbulent production increaseshm itnpinging shear layer as a result of
increased Reynolds number, the normalized valueedses because it is strongly dependent on
the Swirl number which remains the same.

The relative invariability of the peak location WwitReynolds number can also be
explained by the constant Swirl number. The primagson for this is that the flow pattern
established in the combustor is independent ofRbagnolds number. Figure 2.13 shows the
streamline structure in the combustor for Reynaidmbers of 80,000 and 500,000. It is seen
that the overall flow structure changes very litiled hence the location of impingement remains
fairly constant over the range of Reynolds numbers.

Similar observations are made for annular combusiafiguration. Though, for annular
combustor configuration, the drop in Nusselt augiat@m with increase in Reynolds number is
slow. The CFD simulations capture the trend in heambsfer coefficients reasonably well,
especially near the peak location. There are safferahces between the convex and concave

surfaces with the concave surface showing highat bransfer coefficients than the convex
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surface for Reynolds numbers 210,000 and 420,08& i attributed to the higher levels of

turbulent kinetic energy in the impinging shearelaypear the concave combustor liner wall as
compared to the convex liner waBgeFigure 2.14). Similar to the can combustor, it lsoa

observed that the flow structures in the combuster mostly independent of the Reynolds
number and are mainly a function of Swirl numberahhremains constant at a value of 0.98 for

the Reynolds number range investigated.

2.2 .4Effect of Swirl Strength

The characteristic Swirl number was found to be @&d 0.98 for can and annular
combustor configurations, which remained constanttie investigated Reynolds number range
for the respective configurations. This differericeswirl strength results in different values of
Nusselt augmentation and normalized flow impingentemgth. To make a comparison between
these two configurations of can and annular condsuatmodified Swirl number is proposed as
in Equation (2.2

[rVyV,dr

5, = w 2.2

R,
where, h is the step expansion height as showr(i)giurd:2.15. This modified Swirl number not
only takes into account the swirl strength produdsdthe swirler but also includes the
geometrical features of the combustor in the fofrthe non-dimensional expansion step height,
which is an important parameter influencing theaten and the strength of the shear layer

impinging on the liner wall. The proposed modifiedirl number enables the comparison of the

peak heat transfer augmentation magnitude andidoca both can and annular combustor
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geometries. The values of this modified Swirl numiere found to be 0.47 and 0.67 for the can
and annular combustor geometry, respectively. \&alhfenormalized distance (x{pof shear
layer impingement and maximum heat transfer augatient are 0.38 and 0.15 for the can and
annular combustor configurations, respectivelysThngth is 60 percent shorter for the annular
combustor compared to the can combustor. (Thismispite of the fact that the hydraulic
diameter of the annular combustor is only 35 pertager than that of the can combustor.) The
higher values of the modified Swirl number in therent study results in a higher spread angle
which further results in a shorter impingement teng he spread angle for annular combustor
shear layer is about igher than that of the can combustor.

Figure 2.16 compares the peak value of heat trarsdefficient enhancement with
Reynolds number for both the concave and convefases of annular combustor with that of
the can combustor. It is observed that for the RiEimnumber of 200,000 and higher, both the
convex and concave surface in the annular combugstuiiguration show a slower decay than
that observed for the can combustor liner wall.cAllsis important to note that for the same
Reynolds number, for example 420,000, the valupeak heat transfer augmentation is much
higher for both convex and concave surfaces iratirailar combustor than in the can combustor
study. This also can be attributed to the highedifreml Swirl number in the annular combustor
configuration. The modified Swirl number seems ® flaying a more dominant role than
Reynolds number in the annular combustor configamail he higher modified Swirl number not
only results in higher heat transfer augmentationdso results in a smaller decrease at high

Reynolds number in annular combustor comparede@am combustor configuration.
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2.3 Conclusions

Numerical calculations are performed to investigte convective heat transfer
characteristics of dry low emission gas turbine loostor liners under cold flow conditions.
RANS based turbulence models were tested to pridictwirling flow and surface heat transfer
coefficients in an engine scale can and annulatbestor. The RNG turbulence model was best
suited for the swirl dominated flow. Results forageheat transfer augmentation factor and
location were in close agreement with experimeotadlictions.

It is observed that the flow-field in the combustsrcharacterized by an expanding
swirling flow which impinges on the liner wall clesto the inlet of the combustor. The
impinging shear layer is responsible for the peatation of heat transfer augmentation. It is
observed that as Reynolds number increases, thehged transfer augmentation ratio reduces,
while the peak location remains the same. Thiatisbuted to the reduction in normalized
turbulent kinetic energy in the impinging shearelayhich is strongly dependent on the Swirl
number that remains constant with change in Regnaldnber. Additionally, since the flow
structure in the combustor is also a function & 8wirl number, the peak location does not
change with Reynolds number. The size of the car@rculation zone near the combustor liner
remains the same for all Reynolds numbers and hévecéocation of shear layer impingement
and peak augmentation does not change. The intarast the swirl flow with the different
surface curvatures in the annular combustor resumltsaa slightly different heat transfer

characteristics on the concave and convex linelswal
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A modified Swirl number based on the step heiglpragposed for comparing the location
and decay of peak heat transfer between the carammdlar combustor configurations. It is
observed that a larger modified Swirl number resint higher jet spread angle and a shorter
impingement length. The higher modified Swirl numbesults in much higher heat transfer
augmentation for the same Reynolds number andtsesula slower decay of heat transfer

augmentation with increase in Reynolds number.
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2.4 Tables

Table 2.1 Numerical calculation summary

Reynolds| Combustor Turbulence Near wall o
. . Mesh adaptivity
number | configuration model treatment
Standard ke
Realizable ke
50,000 Wall
Can RNG k-¢ . . .
integration Not applied
SST ke
RSM
Wall ) .
80,000 Can RNG k€ ) ) Applied based on'y
integration
300,000 Can RNG k-¢ Wall function Not applied
350,000 _ :
Can RNG k-¢ Wall function Not applied
400,000 Can RNG k-¢ Wall function Applied based o'y
500,000 Can RNG k-¢ Wall function Applied based o'y
210,000 Annular RNG k-¢ Wall function Applied based o'y
420,000 Annular RNG k-¢ Wall function Applied based on'y
840,000 Annular RNG ke Wall function Applied based on'y
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Table 2.2Boundary conditions

Computational face Flow BC Thermal BC
Mass inflow / Velocity
Inlet (Ref. Temp = 294K)
Inlet
Outlet Outflow -
External Periodic Periodic Periodic
Liner wall No slip Surface heat flux specified

Hub, casing, vanes and _ ) _
o _ No slip Adiabatic (surface heat flux=
injector pins
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2.5Figures

ombustor

Can C

S\V.ﬂ'\et \]aﬂes .
Fuel Injector

Figure 2.1 Computational domain consisting periodicegment (sector angle = 2Bof swirl

nozzle and can combustor

Concave wall Outflow
of combustor

Periodic faces for

) annular combustor
Swirler vanes Convex wall

of combustor

Figure 2.2 Computational domain consisting of swirhozzle and periodic segment (sector

angle = 30) of annular combustor
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()

Figure 2.3 Computational grid details for annular @mbustor configuration. (a) mesh on
the swirler vanes (b) mesh in the passage betwedrettwo vanes (c) head on view of overall

mesh in the swirler and annular combustor
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Figure 2.4 Comparison of numerical predictions forcan combustor liner wall heat transfer

augmentation with experiments using different turbdence models at Re=50,000
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Figure 2.5 Nusselt number augmentation for Re=50,@0and Re= 80,000 along the can

combustor liner wall
29



8r = CFD Re=210,000

|  emmaaa CFD Re=420,000
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Figure 2.6 Nusselt number augmentation on (a) conea liner wall, and (b) convex liner

wall of the annular combustor

30



0D) 05 10 15 20 25 30 375

(@)
0X/D) 0.5 10 15 20 25 30 3.75
B
04 -018 004 026 048 07
(b)
0(X/D) 0.5 1.0 L5 20 25 3.0 3.75
[
0 2 4 6 8 10
()

Figure 2.7 (a) Flow streamlines (b) contours of nonalized axial velocity, and (c) contours

of normalized turbulent kinetic energy in a meridional plane in the can combustor

(Re = 50,000)
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Figure 2.8 Axial vorticity iso-contour (value = 10@) in can combustor colored with axial

velocity

(Re=50,000)
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Figure 2.9 (a) Flow streamlines, and (b) contoursfamormalized axial velocity in a

meridional plane in the annular combustor

(Re =420,000)
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Figure 2.13 Flow streamlines in can combustor fora) Re = 80,000 and (b) Re = 500,000
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Figure 2.15 Generic representation of swirler-combstor configuration
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Chapter 3

Governing Equations and Numerical Implementation

The main goal of this chapter is to present theeltgpment of the LES wall modeling
techniqgue and the implementation of the synthetidyemethod for the generation of inlet
turbulence. Peripheral to these goals are the gowgrequations and the numerical methods
employed for the LES of complex flows. The chaptiest describes the non-dimensional
incompressible mass, momentum, and energy congamneduations in a generalized coordinate
system with a brief description of the numericalttme employed and the algorithmic
considerations. This is followed by the motivatibehind different wall modeling techniques
used with LES. A notable contribution of this chepis the generalization of the two layer wall
model to complex geometries for both the momentumd @nergy equations. Different
techniques used in the literature for the genanaticurbulent inlet boundary conditions are then
outlined and the implementation of the synthetidyethethod is described. This chapter forms

the theoretical foundation of the LES simulatiorsfprmed in the following chapters.

3.1 Governing Equations and Numerical Method

The governing equations for unsteady incompressiigdeous flow consists of mass,

momentum, and energy conservation laws. The eq&atime mapped from physicgk) to
logical/computational spacéé) by a boundary conforming transformationx(&), where
%=(xv,2) and& = (£,7,¢) . The equations are non-dimensionalized by a deitebgth scale (1)

and velocity scale (1) and written in conservative non-dimensional fasn
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l(@ui):o (3.1)
Momentum:

ar Vo) g (ou) o) ==5-( oy @%[[1 - JfgdkaiJ (3.2)

j Re Rfla afk

Energy

o (V98) 5 (Vav') )%[[ R Pr]fglk "’"] (33

Re Pr 6{k

where &' are the contravariant basis vectoys is the Jacobian of the transformatiay! are

the elements of the contravariant metric tensg ' :\/E(aj)kuk is the contravariant flux

vector, u;

is the Cartesian velocity vectop, is the pressure, anél is the non-dimensional

temperature. The non-dimensional time use@*ld’/L" and the Reynolds number is given by

U'L"/v, Re is the inverse of the subgrid eddy-viscosity whimodeled as

1 — 2/3
Re =C: *W9)*°ls| (3.4)

where‘§‘ is the magnitude of the strain rate tensor givgS[e= |/2S, S, and the Smagorinsky

constantC.?is obtained via the dynamic subgrid stress mod@]. [Po this end, a second test
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filter, denoted byé, is applied to the filtered governing equationghvihe characteristic length

scale ofG being larger than that of the grid filteg . The test filtered quantity is obtained from

the grid filtered quantity by a second-order trapéal filter which is given by

@=1(g, +2q +g,,)in one dimension. The resolved turbulent stressgsesenting the energy
scales between the test and grid filterg,=qu -4y, are then related to the subtest,
:ﬁ—ﬁ: , and subgrid-scales stressesryy -uy , through the identity % =T -7 .

The anisotropic subgrid and subtest-scale stressesthen formulated in terms of the

Smagorinsky eddy viscosity model as:
213 =—
=2 (Vo) 8§ (35)

Tija _ —ZCSZU(\/E)ZIB

?ﬁ (3.6)

Using the identity,

LAiéj‘:Lij CF L —2Cs { i }— -2 qf§/3 (3.7)

Herea is the square of the ratio of the characteristglle scale associated with the test filter to

that of grid filter and is taken to b@?i/ﬂi = \/E] for a representative one-dimensional test

filtering operation [31]. Using a least-squares imiaation procedure of Lilly [30], a final

expression foIC_*is obtained as:
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(3.8)

The value ofC_’is constrained to be positive
3.2Numerical Implementation and Algorithm

The governing equations for mass, momentum, aretggnare discretized with a
conservative finite-volume formulation using a sat@rder central (SOC) difference scheme on
a non-staggered grid topology. The SOC discretimatias minimal dissipation and has been
shown to be suitable for LES computations. The €3#h velocities and pressure are calculated
and stored at the cell center, whereas contraudiiates are stored and calculated at cell faces.
For the time integration of the discretized contynland momentum equations, a projection
method is used. The temporal advancement is peefbrim two steps, a predictor step, which
calculates an intermediate velocity field, and arexior step, which calculates the updated
velocity at the new time step by satisfying diserebntinuity.

Predictor Step

\/En +1Ui _\/EHUin
At =D, -G (3.9)

whereD; is the flow diffusion term ane; is flow convection term. Convection and diffusion

terms are treated implicitly by a Crank-Nicolsohemwme.

Convection Terms

¢ =2 (Jgu iy ™" (3.10)
3¢,
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c :2{ R S N )} (3.11)

%
The contravariant fluxes at time level n+1 aredimeed using a two-step (n and n-1 time level)

second order extrapolation as:

Jou'™ =2/gu’" - fgu'™ (3.12)

Diffusion Terms

n ~
o[ 1 KoY | afl1. 1 ik 94
D == —|| —+— N N DI Y e _
| 72)5¢, [Re Ret}/ag %, | 9 ||Re " Re Jug 0%, (3.13)

Corrector Step
In this step, the continuity equation is used tovdethe pressure equation, which is
solved to obtain the pressure field at time Igveil). The procedure used in formulating the

pressure equation is represented as follows:
First the intermediate cell face contravariant élsbare constructed as follows
JaU' =gla’) (3.14)

Then, the correction form of the cell centered €aan velocities and cell face contravariant

fluxes are written as:

(3.15)
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n+l

Jouh™ = Jgu' - At /gg" aapT (3.16)
k

Finally, Equation (3.16), in conjunction with Eqiaat (3.1), is used to derive the pressure

equation, which takes the form:

i jkapn+1 _ia\/aljl
2 {\/59 3 J—At o (3.17)

By using the contravariant fluxes at the cell facesonstructing the pressure equation,
the method emulates a staggered grid arrangemieatpressure field at levet1 is then used to
correct the nodal Cartesian velocities and thefae# contravariant fluxes using Equation (3.15)

and Equation (3.16), respectively.

3.3 Parallel Implementation

The computational code structure employs a mudtellframework which facilitates
parallelization. The computational domain is diddato overlapping blocks, which are then
distributed to multiple processors, the maximum bamof which are limited by the total
number of blocks. Each block has a separate datetste and the Message Passing Interface
(MPI) is used for data transfer across processamgher, within each block, virtual cache blocks
are used while solving linear systems. A detailedcdption of the software architecture can be

found in Tafti [32].
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3.4 Wall Modeling

Large-Eddy Simulation (LES) has been shown to belaively accurate and reliable
method in predicting anisotropic turbulent flowsnlide the Reynolds-averaged Navier-Stokes
(RANS) treatment of turbulent flows, in which alet turbulent length and time scales are
modeled, LES captures all the energy containingngery dependent anisotropic eddies in the
calculation, leaving only the small near-isotropaales to be modeled by suitable subgrid-scale
models. Hence, by definition, LES is much more ptiwe to the secondary strains and
anisotropies in turbulent production and transpalthough LES only resolves the large-scale
unsteady flow dynamics in complex flows, it stidquires large computational resources at
practical Reynolds number of the order of severatdned thousand to millions. Resolution
requirements near the wall increase tremendoudly Reynolds number [34]. In wall-proximal
flows, the number of computational cells requireddsolve the energy producing structures in
the near-wall region scale B&"® whereas by contrast, the outer layer resolutiates adRé”.
The extremely fine grid in the wall proximal innlayer not only increases the number of grid
points in the spatial domain but also limits thmdistep to very small values by stability and
accuracy requirements in the temporal dimensioms atids further to the overall computational
cost. Therefore, wall modeled LES is crucial toeext the usefulness of LES to higher Reynolds
numbers.

Three approaches for modeling the near wall layertlze use of logarithmic law of the
wall based functions, solving a separate set oaggus in the near-wall region and simulating

this region in Reynolds-averaged sense. Deard@®@#] [and Schumann [36] introduced
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approximate wall-boundary conditions to model tffea of the near wall layer. They proposed
that information from the outer flow can be usedl&ermine the local wall stress, which can
then be fed back to the outer LES in the form ef tmomentum flux at the wall due to normal
diffusion. The cost of their calculations was liedtto resolving the outer-layer only and was
proportional torRe> for spatially developing flows. Grotzbach [37].eWer and Wengle [38],
Piomelli et al. [39], Hoffmann and Benocci [40],daifemmerman et al. [41] used different
variants of this approach. The major drawback ¢ #pproach is that it needs a value of the
mean wall shear streaspriori and the plane averaged velocity at the first goaht off the wall
has to explicitly satisfy the logarithmic law ofetlwall. Hence, Schumann’s [36] model and its
variants work well only in simple equilibrium flowie the fully developed channel and pipe
flows.

In recent years, hybrid RANS-LES approach has datighattention of many researchers
in which RANS equations are solved near the walilevithe LES filtered Navier-Stokes
equations are solved away from the wall. Varioushwgologies are used to switch between the
RANS and LES. Spalart et al. [42] proposed DetadBddy Simulation (DES) for separated
flows in which a characteristic turbulent lengthalsc(distance from the wall) was used as a
criterion to switch between the RANS and LES regionthe Spallart-Almaras Model (SA) [42].
The original use of the SA model for DES has bedereled to other two-equation turbulence
models in which the characteristic turbulent lengthle is obtained from the model itself and is
not dependent on the distance from the wall (eirgléSs [43]) These hybrid RANS-LES models

have the capability to simulate complex flows btil suffer from a high grid resolution
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requirement in the wall normal direction which rigga that the first grid point satisfy <1,
while affording some relief in the grid resolutioequired in the wall parallel directions.
Compatibility of the turbulence conditions at thANRS-LES interface and aliasing effects due to
the resolved and modeled turbulence are majoraingdis in this method. In spite of these issues,
this method has been applied to a number of conffgess with good results (e.g. [43]).

Another approach based on a zonal model or twa-leyadel (TLM) solves boundary
layer type equations in the inner layer [50] onidual grid in the wall layer. This grid is
embedded in the outer LES grid and refined onlyhim wall normal direction. The method is
based on the fundamental assumption that the antenear wall regions are weakly couplied.
the outer LES grid, the filtered Navier-Stokes duoumes are solved, while in the inner layer
Equation (3.18) is solved on a virtual grid embetidetween the first grid point off the wall and
the wall.

o, 0 y= 0, 0, 0
at -'-a)g (unl'%) a)ﬁ-'-a)g| |:(U+Ut)a)s:| (3 18)

In Equation (3.18)n is the wall normal direction andakes values 1, 2 or 1, 3 based on
the wall orientation. The wall normal velocity is computed using mass conservation in the
inner layer. Equation (3.18) is solved using theshp boundary condition at the wall, and the
velocity at the first grid point off the wall whidh calculated from the outer-flow LES. The wall-
stress components in the streamwise and spanwisetidns, obtained from the integration of
Equation (3.18) in the inner layer are used asbthendary conditions for the outer-flow LES
calculation. This procedure is costlier than theildzrium wall models but still very inexpensive

compared to the wall layer resolved LES becausenther layer calculations take a very small
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percentage of the total cost of the whole calonitatAlso the pressure Poisson-equation need not
be solved in the inner layer as the pressure fiedtl outside the inner layer is imposed on the
inner layer. Balaras and Benocci [50] and Balataal.e[51] used an algebraic eddy viscosity
model to parameterize all scales of motion in tredl Wayer. The zonal approach has been
successfully applied to a variety of problems icerg years. Cabot and Moin [52] simulated the
flow over a backward facing step, Wang and Moin| [g8died flow past an asymmetric trailing
edge, and Tessicini et al. [54] simulated the tdiesensional flow around a hill-shaped

obstruction with the zonal near wall approach.

3.4.1Modified Two Layer Model for Complex Geometries

The two layer wall model is formulated by solvingesluced set of simplified equations
in the inner wall layer. The inner layer equati@ne solved on a virtual embedded grid between
the first off-wall grid pointy” <50)and the wall. The coupling between the inner artdrdayer
is accomplished by using the instantaneous ouber flelocity as a boundary condition to the
inner layer, which is used to compute the wall stsd@ess by solving a suitable set of reduced
equations. The wall shear stress is then usedbasiredary condition in the solution of the outer
layer equations at the first off-wall node.

In Cartesian geometries, the normal and tangeveiakities at a surface are aligned with
thex, y, z coordinates and with the grid as is impleé&quation (3.18). However, this is not the
case in a general body-fitted non-orthogonal gndwhich the local(é, 77, {) coordinates are
typically not aligned with the normal and tangeméctions at the wall, nor are they aligned with

the physical coordinate system (x, y, z) and thetgSan velocities (u, v, w). Hence special
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consideration has to be given to the applicatiorwafl layer modeling. To this effect, we
formulate a reduced set of equations in local wabrdinates(n, f). Instead of solving three
separate equations in the inner layer (one for eaatponent of velocity), an effective tangent
momentum transport equation is constructed. Undler dssumption that the normal and
tangential unit vectors vary slowly along the wadlduced dimensionality boundary layer type
equations are written for the transport of nornmal tangential momentum in the inner layer as:

ai+au“

ot " on 0 (3.19)
au, oluwn)  o2)__op, o f(1, 1 \ou
0T+ on " ot 6t+an Re+Ret on Sy (3'20)

with boundary conditionsy =u, =0at the wall andy, =|U;|and u, =|U,|at the interface with the

outer flow. Here, the pressure gradient is assuronedtant in the inner layer and is calculated at
the first off-wall grid point.

Equations (3.19) and (3.20) can be solved on adiwensional virtual grid aligned in the
normal and tangential direction in the inner lay@onsiderable simplifications result if the
convection and time derivative terms in Equatior2@3 are neglected, reducing the number of
independent variables to one spatial dimensionaltgwing the solution of a tri-diagonal system

of equations at each station along the normaleaontll.

oL, 1 |ou|_oP

on K Re+ Re; J on } ot (3.21)
with u, =0at the wall and,, :||Ut|| at the edge of the inner layer.

The eddy-viscosity is modeled [29] by
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1 _Ld+(1_e—d*/A)2

E_ Re
d* =pu.d/ u (3.22)
u, =z’ 2

wherek is the von Karman constart,is the normal distance from the wall, and A=1%eT
one-dimensional equation is solved iteratively @ipand |r,||) by using a standard tri-diagonal
solver for a second-order central difference apipnaiion.

From the solution of Equation (3.21), the magretuaf the tangential shear stress is

calculated as

(L1, 1)y
"TW” _(Re-'- RQJ on wall (323)
which is then decomposed into the respective daeal components as
=t =[r ez vl e (3.24)
wheret is the unit tangential vector and
1 1 |ou]| _
e e 3.25)

The calculated stress components at the wall cam be directly incorporated into the
discretized momentum equations (Equation 3.2)efitkt off-wall grid point in the outer layer.
For example, the viscous term in thelirection in Equation 3.2 can be expressed in tevfres

surface normal gradient as shown below.
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where the index 2 refers to the locgl-coordinate anch is the surface normal direction.

Applying the finite-volume operator at the firsf-gfall node

S N e e

{[ Re’ Re ]J_f[ an ],,; (3.27)

south
If either of ther-faces of the cell is a wall then

A

1 oy
Wa" Re on

[Re Re, wall @9 = 7wt [@Q (3.28)

where dQ is the cell surface area at the wall a@ndre the directional components of the unit
tangential vector to the surface. Substitution tleé directional stress in the respective
momentum equation completes the coupling betweeintier and outer layer. This formulation

is much more consistent in complex geometriesan 6f solving for three separate components

of tangential velocity in each of the three dirent and can be extended to any surface and any

grid type.

3.4.2Zonal Two Layer Heat Transfer Model

An equivalent form to Equation (3.20) can be wnttfor the energy equation in the

inner layer as

50



06  0(u,8)  ou8) _ o 1 1 o6
2, (an ), 06) _ o + 91+, (3.29)
n ot on|{ RelPr Re[Pr )on

In the absence of additional source terms and gibgiadvection, it can be simplified to

0 RelPr 06| _
%Hu Ro, TPr J%} =0 (3.30)

Solution of Equation (3.30) requires the closuraedaidor the turbulent Prandtl number. For the

current investigation, the formulation of Kays [38)Jused and presented in Equation (3.31).

2
1/Py¢ = 0.58+ o.ZE&]— 0.04{&] 1 epp>18 (3.31)
Re Re

)

Re

This formulation accounts for the higher valueswbulent Prandtl number very close to the
wall and its gradual decay away from the wall. Ekpental investigations as well as numerical
simulations of wall bounded turbulent flows havewh [55] that values of turbulent Prandtl
number are higher near wall"&15) as against to approximately constant valueyawan the
wall. Equation (3.30) is solved in the inner lagenal mesh in a same way that Equation (3.20)
is solved. The temperature at the first LES griehpoff the wall and either a specified wall
temperature or a surface heat flux are used asdaoyiconditions for solving Equation (3.30).

Treatment of the two different wall boundary comatis is discussed below.

Dirichlet boundary condition

If the temperature at the wall is specified, tf&quation (3.30) is solved to obtain the
temperature profile in the inner region to obtdie heat flux at the wall. The heat flux at the wall

is obtained using Equation (3.32) as
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Rer | dn (3.32)

wall

q":—[l+ RePr]dH

This heat flux is used as a boundary conditiontfer outer LES grid instead of using the
specified wall temperature similar to the approfehvelocity model.

Neumann boundary condition

If the heat flux at the wall is specified, therer is no change in the energy equation
calculation for the outer layer. Equation (3.303ddved in the inner layer to obtain the accurate
wall temperature using the outer LES wall tempeeatand specified wall heat flux as a
boundary condition. The temperature profile obtdifrem solving Equation (3.30) in the inner
layer is used to calculate the wall temperaturioisws

Ad

RePr
1+
[ Re P{]

where, 6;, is the temperature at the first off wall inner lay®dal point,Ad is the non-

6

wall = 9|2 +

(3.33)

dimensional distance from the wall, agitis the non-dimensional heat flux at the wall.

3.5 Turbulent Inlet Boundary Condition

Another challenge in performing LES is the speatfien of turbulent inlet boundary
conditions, to reproduce “real turbulence” matchedxperimental measurements. Traditionally,
in the RANS framework, the description of the ifletv data is limited ta priori knowledge of
statistical quantities like mean mass flow rateaanean velocity and turbulent kinetic energy.

Instead in unsteady LES computations, it is reguiteat the inlet data have time and space
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dependent velocity signals representative of thivnturbulence. It is also desired that the
inflow boundaries in spatially evolving flows beapéd as close to regions of interest as possible
to reduce the computational effort. This makes aateuspecification of inflow data even more
critical as downstream predictions depend on it.

The most accurate method for specifying the inataus velocity fluctuation for LES
or DNS is to run a precursor simulation. These ym&mr simulations can use periodic boundary
conditions in the streamwise direction. The timpatedent flow-field is then scaled to satisfy the
requirements of the actual simulation. Kaltenbaichle[56] and Friedrich and Arnal [57] used
the velocity profiles extracted from planes in @&qursor periodic channel flow to generate
inflow data for a LES of a plane diffuser and akve&rd-facing step, respectively. This method
requires significant amount of computational researand storage space and leads to the
introduction of artificial modes caused by recyglia finite number of frames [58]. Hence, there
is a need to develop a generic method to simufdge turbulence synthetically without resorting
to additional precursor simulations.

Lund et al. [59] proposed a rescaling/recyclinghodtfor generating inlet conditions for
a zero pressure gradient boundary layer. This ndetiges the velocity in a plane several
boundary layer thicknesses downstream of the ifile¢ rescaling station) to calculate the
velocity signal at the inlet plane. At the rescglstation, the velocity field is decomposed into a
mean and fluctuating part. Then the rescaled viglasitaken as a boundary condition at the
inlet. Lund et al. [59] have shown that this prasedresults in a spatially evolving boundary

layer simulation that generates its own inflow d&knes of velocity data can be saved from

53



precursor simulations using this procedure and tlsel as an inflow boundary condition for the
main simulation. Aider and Danet [60] used thisgedure to generate inlet conditions for
turbulent flow over a backward-facing step. Wand &tvoin [61] generated inlet conditions for a
hydrofoil upstream of the trailing edge using theng procedure. Sagaut et al. [62] extended this
procedure to compressible flows. This new propgsededure uses rescaling and recycling of
the pressure and temperature fluctuations in audid the usual operations performed in the
original method.

Spectral methods for synthetic turbulence genaratigee Fourier decomposition of the
velocity field to increase the energy in the lowssides of the inlet signal. Batten et al. [63] and
Smirnov et al. [64] suggested the use of a limitathber of random Fourier modes drawn from
a random distribution whose frequencies can beateddy the local turbulent length and time
scales. These fluctuations are rescaled in orderaduce a synthetic signal with the target
Reynolds stresses. Davidson [65] proposed a metlinaiie isotropic synthetic fluctuations are
generated at each time step using Fourier modesseTHuctuations are then correlated in time
using a time filter.

In summary, a number of methods have been usedeirliterature to generate inlet
boundary conditions. There is a need for a sing#eeral, computationally inexpensive method
for generating inlet turbulent boundary conditi@asurately. In many flows, inlet turbulence has
a much larger impact on the accuracy of predictittiag the LES model itself and hence it is
critical that any developments in wall models benelan conjunction with the accurate

representation of inflow turbulence. The methoddulee simulating the inlet turbulence in the
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current study is based on the work of Jarrin e{&8] which is based on generating coherent
structures in the inlet plane of the computatiodamain defined by a kernel shape function

based on the integral length scale.

3.5.1Synthetic Eddy Method Formulation

The synthetic eddy method uses randomly distribetidies in an eddy box around the
inlet plane with a velocity shape function assedatwvith each eddy [66]. The eddies behave
much like real eddies in that they convect in tddyebox based on the mean velocity of the
flow. Inlet turbulence is generated by taking tlodlective effect of all the eddies on the velocity
nodes in the inlet plane, conditioned by the tatgebulent statistics. The net result is the
generation of instantaneous turbulence which isapaand temporally correlated based on the
target integral length scales and the mean velgeafile input into the method.

An eddy box is formed around the inlet plane ushrg known length scaldg; of each

velocity component i, in each direction j with balsrdefined by following two equations.

X[ =X +max( | ) (3.34)
X =X —min(lj ) (3.35)

The instantaneous velocity signal at each nodahtpioi the inlet plane is expressed as the

cumulative effect of local velocity fluctuation®fn each eddy around it.

u (%8 =4 (% )+Jﬁ22ﬁ P (3.36)

The shape functiofi here is represented as
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flivjdxsz\/ﬁﬁ f[xliﬂf']i f[><2—x§]_1 f{xé_X@SJ (3.37)

lix

wherevol, is the total volume of the eddy box, N is the nembf eddiesg; is the

intensity of each eddy, and’ represents the position of each coherent strugeddy). Initial
placement of the coherent structures is taken feoomiform distribution over the eddy box

volume. Intensities of the coherent structuresggaren as

&% =r;c® (3.38)

wherer;;is the Cholesky decomposition of the target Reynsluless tensak;; [67] andcjsare
independent random variables taken from a disiobuvith zero mean and variance of unity. In
the current study, the shape functjmvhich characterizes the decay of perturbationateteby
each eddy around its center is represented as

fi(r)= %(1—{] ifr< 1 (3.39)
fi(r)

0 othvase

The eddies are convected through the inflow plaitie the bulk mean velocity, to ensure that

the synthetically generated signal is correlatetinie.

x> (t+dt) = x3(1)+ U, dt (3.40)

Once the coherent structure is convected outsielediy box, it is regenerated upstream and its

intensities are calculated again.
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For the effective and accurate implementation o§ tmethod, data regarding the

turbulent stress tensor and turbulent integraltlesgales is required at the inlet plane.

3.6 Figures

* LES grid
---- Virtual grid

Figure 3.1 Virtual grid for wall model, embedded inLES grid (W represent wall node, and

P the off wall outer LES node)
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Chapter 4

Validation of Wall Model and Synthetic Eddy Method

The objective of this chapter is to carry out aadet validation of the two-layer wall
model (TLM) and the synthetic eddy method (SEM)aitached as well in flows involving
separation. Three different problems are considduvdigt developed turbulent channel flow up to
a Reynolds number of 2x3,0developing channel flow, and flow over a backwiating step at
Re=40,000. A detailed validation of the wall modgliand synthetic eddy formulation is carried
out in a fully developed and developing turbulehtiinel flow, respectively. Both of these
approaches are then applied to the backward fatemgeometry of Driver and Seegmiller [68]
at a Reynolds number of 40,000. It is the first L&@Il modeled or otherwise, of this geometry
at the high Reynolds number of 40,000. Previous EEffies [69-73] have mostly focused on
the geometry of Jovic and Driver [74] and Kasagil &atsunaga [75] at Reynolds number
(based on step height) up to 5000. In all casesepted in this chapter, detailed predictions of

mean and turbulent quantities are compared toaaiDNS and experimental data.

4.1 Fully Developed Turbulent Channel Flow

The wall modeled LES (WMLES) formulation is testadd validated in a turbulent
channel flow for Reynolds number (Réased on shear velocity and channel half widdhpge
of 395-20,000. The computational domain spamsx 25 x ™ in physical X, y, and z direction
respectively, where=1 is the channel half width. The grid sizes rangenfi@2 X 16 X 32)
for Re=395 to(160 x 96 x 160) for Re=20000. A calculation summary is provided in Table
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4.1. For Reg=395 and Rg&590, DNS data [76] is available, while for R2000, wall layer
resolved LES data [77] is available for comparisbhe number of virtual nodes in the inner
layer were varied from 32 for Re895 to 96 for Rg=20,000.

It was observed that for all calculations, thenskiction was predicted within two
percent of the Halleen and Johnston [78] corratatoy fully developed turbulent channel flow.
Furthermore, for Re2000, the location of the first off wall LES nodabint was varied from
y* =15 toy* =70 to see its effect on the skin friction predictidhwas observed that the
predicted skin friction as well as mean velocitpfpe is not sensitive to the position of the first
off-wall nodal point. Figure 4.1and 4.2 compares thean streamwise velocity and Reynolds
stress profiles along the channel height with DN$] [and resolved LES results [77] for
Re=590, and R&2000, respectively. The mean streamwise velociag \predicted in exact
agreement with the data, while turbulent streseesved a maximum error of 15%. Heat transfer
wall model along with the velocity wall model isalvalidated at Re590. Figure 4.3 compares
predictions from WMLES with wall resolved tempena&uprofile. Details of wall resolved
calculation are available in Appendix B. Predictadrmean temperature profile from WMLES is
in good agreement with resolved LES profile. WMLRE®dicts the Nusselt number to be 108.5
which is in close agreement with resolved LES valtia06 and value of 105.6 obtained from
Dittus-Boelter correlation for fully developed tubnt pipe flows. WMLES calculation without
heat transfer wall model results in 25% underptexhicof Nusselt number compared with
Resolved LES. This represents that it is essetdialse both velocity and temperature wall

model for accurate predictions of heat transfercoarse near wall meshes. Comparing the
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spatio-temporal resolution for wall resolved LESsuss the wall modeled LES for R&90, the
computational complexity was reduced by a factd2&8 by using the wall modeled LES.

For higher Reynolds numbers, there is no valigatiata available and hence only the
mean streamwise velocity profile and skin fricteme compared with the log law and the friction
correlation, respectively. The profile of the mesreamwise velocity shown in Figure 4.4 for
Re=20,000 follows the logarithmic law of the wall. Fall Reynolds number investigated, the
inner layer calculations take less than 7% of tenLES calculation time.

It is important to note that the LES calculatiomshout a wall model on the coarse
meshes used in this study result in a large unddigiion of skin friction and result in highly
erroneous predictions of mean flow even at relitil@v Reynolds numbers. LES calculations
without the wall model on the coarse mesh at vagh IReynolds number do not converge

towards a stable solution.

4.2 Developing Turbulent Channel Flow

The synthetic eddy method is validatethe LES of a developing turbulent channel flow
calculation. DNS simulation results [76] for theyRelds numberRe,) based on shear velocity
of 395 are used to generate the synthetic eddiesrdet turbulence at the inlet section of the
computational domain. The computational domain si&d?2rd x 2§ X wd with a grid of
768 X 96 x 128 computational cells in the streamwise(x), wallmal (y), and spanwise (z)
directions, respectively. Turbulent fluctuationgabed from the Reynolds stresses, and length
scales calculated from the turbulent kinetic enemgyg dissipation rate specified by the DNS

simulations were used to construct 1000 randondgqd eddies in the inlet box around the inlet
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plane. The dynamic Smagorinsky model is used tducaghe effects of subgrid scales. Using
the SEM procedure described in the previous secimbet conditions are generated at each time
step. A mass conserving outflow boundary condittonsed at the outlet of the domain. Periodic
conditions are applied in the spanwise (z) directio

Figure 4.5 shows that the time mean ambulent profiles at the inlet plane are
reproduced accurately by the synthetic eddy metAasdthe flow moves into the channel the
turbulent profiles maintain their shape and formthwninimal changes (se&gure 4., unlike
inlet boundary conditions constructed using whitése or uncorrelated turbulence which would
quickly dissipate. Figure 4.7 shows the evolutibnhe friction coefficient which drops initially
by about 3% but maintains the correct value aft@ua 10 channel half widths into the channel.
These results validate that the SEM formulatiorspnéed in Chapter 3 not only generates a

spatio-temporal correlated signal but also maistéie turbulence throughout the channel.

4.3 Flow over a Backward Facing Step

The backward facing step geometry has been useshswely to validate turbulence
modeling capability for separating flows. Thouglisibne of the simplest reattaching flows, the
flow-field is still very complex [79]. Simpson [7%las discussed various complex features of this
flow. These kinds of flows occur in various praatiindustrial applications like diffusers and
combustion chambers [56]. Figure 4.8 shows theng#y of Driver and Seegmiller [68] used
for computations of the flows in backward facingpstgeometry. The computational domain
starts 4H upstream of the step, where H is the lstgght. The grid resolution used w280 x

180 x 96 in the computational domain shown in Figure 4.8ciwhextends from x/H=0 to
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x/H=25 in the streamwise direction, y/H=0 to y/HwOthe wall normal direction, and z/H=0 to
z/H=3 in the spanwise direction. The flow Reynofdsnber investigated was 40,000 based on
the step height and bulk mean velocity in upstreisnnel. The resolution used in the current
investigation is at least one order of magnitudallnthan the anticipated resolution for a wall
layer resolved calculation. The synthetic eddy métis used to generate inlet turbulence based
on the mean velocity and Reynolds stress profipesified by the experimental LDV data at the
inlet plane of the computational domain (x/H=-4yiM@r and Seegmiller [68] reported that the
flow at the inflow plane of the computational domé#s fully developed. Hence a wall modeled
LES of fully developed channel flow at a matchingyRolds number in the larger upstream
channel was performed to obtain good estimateleoétldy length scales. These combined with
the experimental turbulent stresses were usednergte the inlet turbulence. The two layer wall
model was used to model the near wall turbulenogh& best of our knowledge, this is the first
LES study presented on this geometry at a Reymaldsber of 40,000.

Figure 4.9 and 4.10 shows the mean representatibtise inlet boundary condition
compared to the measured profiles at x/H=-4. Tlaeeesome minor differences in the rms and
stress profiles, but overall the SEM reproducesstirae turbulent statistics as the experiments. It
is important to note that the correct replicatidritee inlet boundary conditions is essential to
give good predictions downstream. Figure 4.9 coepaVMLES predictions of the mean
streamwise velocity (averaged in time and spanwisi@ection) at 14 different axial locations
with experimental LDV data. Excellent agreementgein the predictions and the experiments

is found at most of the stations. Only near rehttzent, a slight underprediction is observed
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compared to experiments. Figure 4.10 compares pESictions of the Reynolds normal
stresses and shear stress at 5 representativel@atibns in the computational domain. These
locations are at the inlet (x/H=-4), in the reclation region (x/H=3), near reattachment
(x/H=6), and in the recovery/attached region (x/B=4/H=14). At x/H=3, the maximum value
occurs in the separated shear layer from the stdpch shifts towards the wall in the
reattachment region. Downstream of reattachmeatRiaynolds normal stresses and hence the
turbulent kinetic energy as well as the Reynold=aslstresses decay at fast rate for several step
heights. Other than the slight underprediction allwormal stresses near reattachment, most
predictions are in close agreement with LDV measars. The same quality of predictions is
evident for all of the 21 streamwise measuremegdtions at which mean and turbulent stresses
are available.

Figure 4.11 shows the predicted wall shear stdesenstream of the step. Wall shear
predictions are in close agreement with the expamial measurements though it is slightly
overpredicted in the recirculation regioBabot and Moin [52] observed similar trends with a
zonal wall model investigation of a similar flow tislightly different configuration and at a
comparatively low Reynolds number of 14,000. Yoded Geogiadis [80] investigated various
RANS based models in the same geometry. All teReRANS models were not able to predict
even the trends in wall shear correctly. Only WIISBT model was able to predict the wall
shear in fairly good agreement with the data. fficon factor predicted by WMLES reaches a
value of zero at a location around 6.3 steps daweast of the separation point comparing

extremely well the measured reattachment lengtB.2foy Driver and Seegmiller [68]. Yoder
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and Geogiadis [80] reported that alt IRANS models underpredict the reattachment lengta b
large amount. Figure 4.12 shows the mean flow stlieas in the computational domain. Major
flow features like, the flow separation, recircidat region, corner vortex rotating in opposite

direction, reattachment, flow recovery and theieass are reproduced well.
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4.4 Summary and Conclusions

To overcome the limitations of simulating high Relds number flows using LES, the
current study combines wall modeled LES with thenegation of accurate turbulent inlet
conditions. A generalized two-layer wall modelingpeoach for modeling near wall turbulence
is used with a synthetic eddy method at the inlang to generate the required turbulent
fluctuations. While wall modeling reduces the grefjuirements in the near wall region, the
synthetic eddy method allows the specification rdéti boundary conditions near regions of
interest. The two methods are first validated ultyfdeveloped and developing channel flow
and then applied to a backward facing step geonstie=40,000. Comparisons of mean and
turbulent quantities with experiments and DNS nsswalidates the accuracy of both methods in
predicting high Reynolds number separated flow \attkeast an order of magnitude reduction in

computational cost.
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4 5Tables

Table 4.1 Turbulent channel flow calculation summary

Re. Repn Y* AXT AZ* % error in ¢;
prediction
395 28,164 30 78 39 0.28
590 45,448 40 79 39 0.32
2000 177,070 50 120 80 0.4
10000 1,014,364 100 300 200 1.5
20000 2,310,675 150 780 400 1.62
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4.6 Figures
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Figure 4.1 Turbulent channel flow results with twolayer wall model for Re,=590 (a) mean

velocity predictions (b) turbulence statistics

(Red-yms, Green- yns, Blue- wy,s, Black- u'v’)

68



sor ——————— Resolved LES (Piomelli)
i (®) WMLES
25F M
201 P
./o
15F o
e
10F yd
7
./
5r //'/
9 107 10 10°
Y
(@)

Figure 4.2 Turbulent channel flow results with twolayer wall model for Re,=2000 (a) mean

-

WMLES

velocity predictions (b) turbulence statistics

(red-ums, Green- M, Blue- ws, Black- u'v’)

69

(b)



0.04

)
LES

0.0l WMLES
0.02}
|
0.01

|

0 200 _,400

Y

Figure 4.3 Mean non-dimensional temperature predigon with two layer wall model for

Re,=590
40
} o) WMLES
5 ——— 25logy"+5.1
30+
*D »
20F
1 i TR | ; N ; Nl )
901 10? 10° 10*

Figure 4.4 Mean velocity prediction with two layerwall model for Re;=20,000
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Figure 4.7 Evolution of wall shear stress along thetreamwise direction on the channel wall
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Figure 4.12 Mean flow streamlines in the computatioal domain
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Chapter 5

Large Eddy Simulations of Swirling Flows in Gas Tubine Combustors

The current chapter combines wall layer modelingl &me synthetic eddy method
(formulated and extensively validated in previousamters) for performing large-eddy
simulations of high Reynolds number turbulent swiyl flows. Moderate to highly swirl
dominated flow-field in an experimental swirl consbor and an industrial scale can combustor
configuration is investigated in the Reynolds numbiange of 20,000 to 80,000 and
corresponding characteristic Swirl number rangeOaf3 to 0.7. Flow predictions in the
experimental swirl combustor are validated agaiinstdetailed experimental measurement data
of Wang et al. [81] at twelve axial locations thgbout the computational domain. The heat
transfer coefficient predictions on an industrigdle can combustor liner wall are validated with
the heat transfer experimental data from Patil.d83].

Section one gives the background and importance sefirling flows in
industrial/engineering applications with relevamérhature which deals with their experimental
and numerical investigation. Wall resolved and wadldeled calculations at Reynolds number of
20,000 and Swirl number of 0.43 in the experimestall combustor geometry of Wang et al.
[81] is presented in the second section. Sectiaeribes the hybrid RANS-LES simulation
performed in an industrial scale can combustor. BAfimulations presented in Chapter 2 are
used as precursor simulations to provide the ugstridow information to the LES simulations
embedded in the region of interest (can combustbiy. shown that wall modeling and SEM

helps in reducing the computational resources antptexity significantly.
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5.1 Introduction

Confined swirling flows are important and have widdustrial applications in internal
combustion engines, aircraft engines and land baged turbine combustors, boilers, and
industrial burners. Swirling motion in the flow che developed using a swirler with stationary
guide vanes or a tangential flow injection [83]roBg swirling flows induces an internal
recirculation zone which facilitates the fuel-aiixmg process, promoting better combustion.
Swirl induced internal recirculation zones can distd the combustion products and radicals in
lean premixed combustion to enhance the flame aimghto the recirculation zone which helps
preventing lean blow-off and thermal acoustic ibsiy [81]. Different swirl strengths and
combustor geometries result in different recirdolatpatterns and vortex breakdown regimes.
Swirling flows help in reducing the flame lengthchese of higher entrainment and mixing in
the shear layer which also improves flame stabditg reduces emissions and hence minimizes
the burner size [84, 85]. In depth understandingswirl flow and it's interaction with the
combustor liner wall heat transfer is also impart@nindustrial gas turbines to develop better
combustor liner cooling schemes [82].

Measurements using hot wire anemometry, Particegbrmvelocimetry (PIV) and Laser
Doppler Velocimetry (LDV) have been reported on fowed swirl flows [81, 86-90].
Experiments can only provide limited data in suctoav-field due to practical limitations but
accurate numerical calculations can provide a dedparacterization of many three dimensional
complex flow features. But turbulent swirling floywshich are characterized by high strain rates

and highly anisotropic turbulence, are difficultdionulate numerically. Several researchers [82,
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88, 91-94] have reported Reynolds-averaged NauikeS (RANS) studies on wall bounded

swirling flows. RANS models using the Boussinesgdthesis based on the assumption of
isotropic turbulence are inadequate to simulatelisgi flows [88]. Other approaches such as
large-eddy simulations (LES) have the potential ppbviding a more physical basis for

simulations.

A limited number of studies have been reportedhia literature on LES of swirling
flows. Grinstein and Fureby [25] presented LES arfi-neacting as well as reacting flow in a lean
premixed low NQ model gas turbine combustor and obtained reasenatteement with
experiments. Wang et al. [95] explored various etspef swirling flow development such as, the
central recirculating flow, the precessing vortexe; and the Kelvin-Helmholtz instability in a
gas turbine injector. Pierce and Moin [96] inveateyl a low Swirl number case and obtained
promising agreement with experiments, while Kim adt [97] performed a reactive flow
calculation for a high Swirl number case. Garcidala and Frohlich [98] performed LES of
unconfined swirling jets. Most of these studies atelow Reynolds number (Re~)0or
unconfined flows though recently, Paik and Sotindpe [26] performed detached eddy
simulations of moderately high Reynolds numberdulent swirl flows through an abrupt
expansion.

In recent years, industries are showing growingragt in LES. This interest is not to
substitute the existing RANS practice but to obtdatails of the turbulent flow-field, e.g.
aeroacoustic noise generation by vehicles or &rfcm the automotive and aeronautical

industries, respectively. Only a small region dérest such as trailing edge of an airfoil or a rea
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view mirror of a car needs to be computed by LES.the embedded LES, upstream conditions
can be obtained by performing RANS simulation ia thole geometry at comparatively low
computational cost. The major challenge is to gaeeannsteady inflow data for LES from steady
RANS solution. Various methods for developing tdelod inflow conditions are discussed in
Chapter 3. The synthetic eddy method (SEM) hasptitential to provide a cost effective
approach in such situations where it is necessaliynit the size of the embedded LES as close
to the region of interest as possible and proviche taccurate inflow conditions with available

reduced RANS data.

5.2 Experimental Swirl Combustor

This section evaluates the ability of the SEM toresent the inlet turbulence for swirling
flows. Time averaged LDV measurement data at apprabtely two step heights upstream of the
combustor is used as input to SEM. The importarfcenlet turbulence in swirling flows is
investigated by comparing wall resolved LES preditg with a laminar inflow profile versus a
SEM generated turbulent inflow profile applied la¢ tinlet plane of the computational domain.
The ability of the zonal wall model to represerg thear wall region in swirling flows is also
evaluated by performing wall modeled LES calculagioon relatively coarser meshes as
compared to wall resolved calculations. Predictiarescompared with the experimental data at

various axial locations throughout the computati@wmain.
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5.2.1Computational Domain

Figure 5.1 describes the computational domain. ddmputational domain is chosen in
the LDV measurement range of the experimental gagne Wang et al. [81]. The swirl
generator is not simulated in the present stude. ilflow section of the computational domain
is chosen downstream of the swirler and startslad 2pstream of the sudden expansion, where
H is the expansion step height. Measured mean itglaxed turbulent stress profiles at the inlet
section are used to simulate the inflow conditionsES. The computational domain extends till
12H downstream of the sudden expansion. Figurebb.dives the frontal view of the 3D
computational mesh while Figure 5.1(c) gives thae stiew of the mesh. A mass conserving
outflow boundary condition is used at the exit loé ttomputational domain. Similar outflow
condition in confined swirling flows was used by Wgeet al. [81], and Akselvoll and Moin [21]
and was found to be appropriate. All the wallstegated as no slip boundaries.

Table 5.1 summarizes the calculations performesinBlds number based on inflow
section diameter and bulk mean inflow velocity 60 was investigated with wall resolved
LES and wall modeled LES (WMLES) at a characteriSwirl number (S) of 0.43. The Swirl
number is calculated following Equation (5.1) which the ratio of the axial flux of
circumferential momentum to the axial flux of aximomentum times the reference inflow
section radius. In Equation (5.1Y and U, are the mean axial and tangential velocity,
respectively. The magnitude of Swirl number is fdduo be maximum immediately downstream
of the sudden expansion.

foUgrzdr
Ry ff U2rdr
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5.2.2Inlet Flow Profiles

Figure 5.2 shows the measured time mean averagkxtity and Reynolds stress
profiles at the inlet section of the computatiodamain for a Reynolds number of 20,000 and
corresponding characteristic Swirl number of O.Migan velocities are normalized by the bulk
flow velocity (U,) and the Reynolds stresses are normalized bydbares of the bulk flow
velocity. In this case because of the swirl domaddtow, five Reynolds stresses and three mean
velocity components are used to construct the toltulent boundary conditions. These profiles
were used in the synthetic eddy method to genanatantaneous velocity profiles at the inflow
plane of the computational domain. The reprodugathetic time averaged mean velocities and
Reynolds stresses using wall resolved LES are coedpaith the respective measured quantities
in Figure 5.2. It is observed that the mean velegiaind their variances are reproduced very
well. Similar observations were noted for the watideled LES calculations. It is important to
note that all the turbulence quantities predictedviestream of the inflow but before step
expansion (at x/H=-1.05) are in very close agreemeth the experiments. This suggests that
the correlations developed by the SEM procedutbainlet plane are maintained in space and
time and do no deteriorate downstream of the infidane. SEM is not only able to represent the
turbulence at the inlet plane but maintains ithe inflow channel which is crucial in predicting

the flow downstream of the sudden expansion.

5.2.3Grid Resolution

Grid sensitivity studies were performed for theyRdds number of 20,000 and

corresponding characteristic Swirl number of O Bl¥ee different grids were tested for resolved
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LES calculations with the dynamic Smagorinsky suld-gcale model. The two high resolution
grids had higher near-wall resolution while theadhjrid is the one used for the WMLES. The
WMLES was also tested with two different gridable 5.1gives the summary of different mesh
resolutions in the region after the sudden expanfe x/H < 12) used for this grid sensitivity
study. Grid 1 (corresponding to Run 1) is the firgrsd for wall resolved LES calculations with
9.8 million cells while grid 2 (corresponding to RR) is relatively coarse with a total 4.4
million cells. LES calculations on both grid 1 a@dresulted in predictions without any
significant difference. Further coarsening of gBduniformly in all directions results in a
deviation from LDV data and hence grid 2 was usedie wall resolved LES calculations.

Grid 3 (corresponding to Run 3) was designed &fgsming WMLES calculations. It
was further refined in the streamwise and circuerfal direction to estimate the sensitivity on
the predictions. Grid 3 and grid 4 (correspondimdrkun 4) resulted in predictions without any
significant differences. Further coarsening of gdidin all directions uniformly resulted in
significant differences with LDV data and hencedgd was used in wall modeled LES
calculations. Furthermore, LES calculations withaay wall model were performed on grid 4 to
assess the performance benefits of using the tyew l@all model on the coarse grid.

Figure 5.3 presents results of the grid sensjtisiudy on swirl (tangential) velocity
prediction at a representative streamwise locatfox'H=2.1. Predictions from grids 1 and 2 as
well as grids 4 and 5 overlap. The benefit of udimg wall model becomes evident in a case
where, the LES calculations without wall model oid @ produces results which deviate from

the experimental results significantly. Use of tieeslip condition on a coarse near-wall mesh

83



results in erroneous predictions of velocity andyridds stresses. Figure 5.3 plots the
representative result showing the under prediatibthe near wall circumferential velocity. In
contrast, use of the two layer wall model helpgiadicting all the velocity components and
turbulence statistics by providing an accurateasgntation of wall shear stresses.

Comparing the spatial resolution for wall resolM€siS for Run 2 in Table 5.1, and a
time step ofix10*, Run 4 reduces the computational complexity ofd#leulation by a factor of

9.

5.2.4Effect of Inflow Boundary Conditions

As mentioned in Chapter 3, accurate specificatbbrinflow boundary condition is
important in performing large-eddy simulations wftulent flows. This subsection compares the
prediction accuracy when turbulent profiles geretaby the SEM are used versus the
specification of mean profiles without any turbuléactuations.

Figure 5.4 compares the predictions from the tifferént approaches for specifying the
inflow conditions at the inlet plane of the compgigmal domain with the LDV data at a
representative axial location (x/H=2.1). Wall resal LES calculations were carried out with no-
slip boundary condition at the wall on the sameal gfbrid 2). Time averaged axial and swirl
velocity components and their variances from piteahs are compared with the experimental
data. It is noted that the use of laminar inflomditions results in a significant increase in the
extent of the recirculation region. This resultpmedictions of mean flow substantially different

than that reported by experiments.
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Applying SEM on the other hand, simulates the exaperimental conditions at the
inlet plane of the computational domain. All maftaw features are reproduced and values of
mean velocities and turbulence quantities are iodgagreement with the experimental data

throughout the computational domain including thgresentative location shown in Figure 5.4.

5.2.5Flow Predictions

Swirl flows involve many complex features. The shieger issuing from the upstream
guide pipe separates at the lower edge of the estppnsion. This leads to the creation of a
corner recirculation zone, which extends from thep £xpansion to a region where the shear
layer impinges on the combustor liner wall. A varteeakdown process occurs downstream of
the expansion which results in an internal recatah region. The spatial extent of the vortex
breakdown process depends on the swirl strengttheofissuing shear layer. In this section,
through the usage of mean flow-field and turbulestatistics, and flow streamlines, it is
demonstrated that the wall resolved and wall matlélES calculation with synthetic inlet
turbulence reproduce these complex swirl flow fezgu Predictions from these two LES
calculations are compared with LDV measurement dataelve different axial locations in the
computational domain. Two of these locations artheupstream guide pipe while the other ten
locations are in the can combustor section. At eagal location, circumferential averaging of
the mean flow and turbulent quantities is carriatiand their distribution along the radial (wall
normal) direction is plotted from the combustor saxp the confining wall. A detailed
comparison of all three predicted velocity compdseand five turbulent Reynolds stresses is

presented in Appendix D. For brevity and clarityedictions only at three representative axial
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locations are presented in this chapter. Thesee thoeations are chosen to be immediately
downstream of the combustor, in the vortex breakdoegion, and a location where the
turbulent swirl flow starts decaying. Circles regept the LDV measurement data of Wang et al.
[81], solid lines, and dashed lines represent ptidiis from wall resolved and wall modeled
LES, respectively.

Time averaged mean velocity profiles aretptbin Figure 5.5. Resolved as well as wall
modeled LES calculation were able to predict akeéhvelocity components in close agreement
with the LDV data at all stations. The flow impimgent or reattachment length is also predicted
well. Both methods are able to predict the chareties of typical weak to moderate swirl flow.
Figure 5.5 shows a significant swirl velocity compat in the near axis as well as in the shear
layer region. LES was able to predict the steepligrds in the swirl velocity accurately in the
shear layer as observed in the experiments. Ibtishhe that the wall modeled LES calculation is
able to reproduce near wall velocities in all regicof the combustor immediately after the
expansion as well as further downstream of it indagreement with the experiments.

LES calculations are able to predict the variarafesl three velocity components at all
twelve stations in good agreement with the LDV datathe first two locations shown in Figure
5.5, the wall modeled LES slightly underpredict #agiances compared with the resolved LES.
This underprediction is not significant and does aftect predictions further downstream. It is
important to note that each variance has signifigadifferent values than the other two
indicating strong anisotropies in the flow-fieldgére 5.5 represents that the LES calculations

are able to simulate anisotropic turbulence inftbe-field accurately. Also, they predict the
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turbulent kinetic energy distribution in the shéarer as well as near the axis of the combustor
accurately. Higher magnitude of variances of stwgme and circumferential velocity at the
beginning of combustor section, which is one of tharacteristics of the swirling flows are
captured well by the computations. Reynolds sheasses are also predicted accurately with
LES. Both LES calculations were able to predicttimbulence production in the shear layer as
well as in the core region where the vortex breakdprocess occurs. Predictions were able to
capture the trend, especially the peaks in the 8dgrstress profile in good agreement with the
data.

Also, downstream of this internal recirculationngo the swirl along with turbulence
starts decaying. This decay rate is significant @ncbnsistent with the observation reported in
the literature [82, 87, 89, 90]. The fast decagonfined flows is due to both the swirling motion
and wall friction. Both LES calculations capturedk effects accurately.

Figure 5.6 represents instantaneous streamlines tine wall modeled LES calculation.
These streamlines shows characteristics of modexaitd flow. A vortex breakdown process
starts near the region of x/H=1. An internal redliation zone is created as a result of this vortex
breakdown process. This internal recirculation zisneot axisymmetric and has a bubble shape.
The time accurate LES calculations revealed that ghape and position of this internal
recirculation zone changes with time. Figure 5répresents highly swirling flow in the
upstream region of combustor section at x/H=1. @é=ter of the large swirling flow is off the
axis. At the axis the components of radial and Iswafocities are not zero. The oscillatory

motion of the bubble shaped structure with timeha region downstream of the expansion
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represents the presence of the precessing vortex die swirl strength reduces further
downstream. Figure 5.6c represents a decayed Bowrlregion at x/H=5 downstream of the
sudden expansion.

It is notable that the flow developed by the SEMthee inlet plane reproduces the
important flow features of swirling turbulent flowhich are significantly different than the non-
swirling turbulent flows. Figure 5.5 shows that treues of axial velocities at the center of the
combustor axis are quite small compared to the nhigher values observed in typical non-
swirling flows [82]. The shear layer predicted fraf&S calculations represents high gradients of
the swirl velocity which is also one of the prombealistinguishing feature of swirl flows
compared with non-swirling flows. Also, the valuet the azimuthal velocities are higher
between the axis and shear layer region.

Close agreement of the predictions of mean axidlswirl velocity and their variances
with the experimental data in the region downstredrthe expansion validate that the vortex
breakdown process is predicted accurately by the ¢&lculations with SEM at the inlet. This is
important as the specification of a laminar flowofle a short distance upstream of the
expansion is not able to predict the vortex breakdprocess and results in a strong jet flow
downstream of the expansion which results in distgrthe axial velocity and turbulence
intensities as reported by Paik and Sotiropoul@. [ZThis observation reinforces the argument
that it is important to accurately reproduce thetiturbulence when short development lengths
are needed for computational expediency. This isqodarly important for practical industrial

geometries where there is a need of shorter ildet $ection for various components.
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5.3 Hybrid RANS-LES Simulation of an Industrial Scale Gas Turbine Combustor

The major challenges in performing large-eddy $athons on industrial scale gas
turbine combustor geometries presented in Chaptesr2 the computational complexities posed
by the swirler geometry with unknown upstream itlebulence data, and a large overall mesh
required to resolve the near wall layer to acclyatbaracterize the liner wall heat transfer. In
this section, use of wall layer modeling to mitigatear wall grid resolution requirements and
use of the synthetic eddy method to reduce the atatipnal complexity and cost of LES
simulations is presented. The major focus of thedystpresented here is to accurately
characterize the liner wall heat transfer usingraegrated near wall velocity and temperature
zonal model with SEM used to specify the upstredow fconditions to the LES domain

embedded in the region of interest (can combustor).

5.3.1Computational Domain

Figure 5.7 shows the sketch of the experimental emmhputational geometry. Two
computational domains are identified — one whichs waed by Patil et al. [82] for RANS
calculations (red box), which included the swirleithe computational geometry, and the other
shorter domain (blue box) which is used in theentrES simulations. The details of the RANS
simulations can be found in Patil et al. [82] (asesented in Chapter 2). In order to reduce the
computational complexity and cost, the LES domaisélected in the region of interest, which
includes the can combustor and a section 0.5H egostiof it as shown in Figure 5.7. At the inlet
plane of the LES domain, data is extracted fromRAWNS solution and interpolated onto the

LES grid and used for synthetically generatingitiiet turbulence.
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Figure 5.8 shows the frontal and side view of r@ehdimensional mesh inside the LES
computational domain. A block structured mesh witbxahedral cells is formed using
GRIDGEN software tool. The Reynolds number of 50,@0d 80,000 based on the diameter of
the can combustor and bulk mean velocity insidarg, investigated. The characteristic Swirl
number defined by equation (5.2) has a value ofdd.the inlet of the LES domain for the
simulations performed.

Ro 2
fRi UUgr?dr

S= (5.2)

whereR; andR,, are outer and inner radii of the swirl nozzle. Hoenputational mesh consists
of 240 x 138 x 160 grid points in the axial, radial, and circumfeiehtirections, respectively.
The values of Y on the combustor liner wall were observed to bthenrange of 30-60 for the
calculations performed. A convective outflow bourydeondition is used at the exit of the can
combustor which is 20 step heights downstream@getpansion into the can combustor. All the
walls were treated as no-slip boundaries. A comndteat flux thermal boundary condition is
specified at the combustor liner wall while all @ttwalls are treated as adiabatic with zero heat

flux.

5.3.2Inlet Flow Profiles

Three components of mean velocity and Reynoldssgeare extracted from the RANS
solution of Patil et al. [82]. Reduced data is Elde from the RANS data of Patil et al. [82] in
the form of mean velocity, turbulent kinetic eneayyd its dissipation rate. Figure 5.9 shows the
profiles of the three velocity components and tlebu kinetic energy. Mean velocities are
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normalized by the bulk mean flow velocity uand the turbulent kinetic energy is normalized
by the square of the bulk mean flow velocity in tembustor. Reynolds normal stresses are

extracted from the RANS solution using the follogiaquation (5.3)

Rii = u{z ==k (53)
where i=1,2,3. The length scales of coherent sirastat the inlet plane are calculated using

Equation (5.4).

k3/2

= Cu— (5.4)

wherek is the turbulent kinetic energy ands the dissipation rate of the turbulent kinetiegy
and value of constanmf, = 0.0845. The near wall length scale was limited by thealayid size
of the LES, as the length scale calculation base&guation (5.4) might go to zero at the near
wall cell. This limiting criterion also guarantedidlat the synthetic coherent structures can be

discretized by the LES grid.

5.3.3Reynolds number 50,000

Flow-field Characteristics

A detailed flow-field analysis is carried out ttudy various characteristics of the swirl
dominated flow inside the combustor and its inteoacwith the liner wall. Figure 5.10 shows
the distribution of the mean axial velocity nornzell by the bulk mean combustor velocity in
the azimuthal plane (z=0). The figure expressesynraportant mean flow features of the swirl
dominated field in the combustor discussed in tle¥ipus section. A vortex breakdown process

occurs immediately after the step expansion resgylith a swirl induced internal recirculation
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region. The separated shear layer from the steghas on the liner walls about a step height
after the expansion. This reattachment length ishrghorter than the one observed in non-
swirling flows (typical value of reattachment lehgior non-swirling flows is around 6 step
heights) and weak or moderate swirling flows and @irect consequence of the high swirl in the
shear layer. The reattachment length normalizethéytep expansion height in this flow is less
than half compared to the moderate swirling flowdgtd in the previous section. Higher swirl
strength results in higher spread angle of therskas@r coming out of the swirl nozzle and
expanding into the combustor.

To further quantify and analyze the flow-field tine combustor, variation of all three
components of the velocity and Reynolds stressesged in the circumferential direction was
studied throughout the combustor at several agdtlons. Figure 5.11 represents the variation
of mean axial and swirl velocity, variances of axielocity and swirl velocity, Reynolds shear
stress and turbulent kinetic energy along the fatiraction at three representative streamwise
locations. These locations are chosen as immegiafedr the expansion (x/D=0.1), near the
impingement location (x/D=0.4), and further doweatn in the region (x/D=2) of decaying
turbulent swirling flow.

Figure 5.11(a) represents the mean velocity anth®ds stresses immediately after the
step expansion. Mean axial as well as circumfeserBlocity show significantly higher values
in the range of r/D of 0.15 to 0.22 expressing phesence of the shear layer. The mean axial
velocity reaches significantly high negative valuesthe corner circulation bubble near the

combustor liner (r/D=0.5). It also has slight négatvalues in the region of r/D=0 to r/D=0.15
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which represents the swirl induced recirculatiotda shown in Figure 5.10(a). The variances
of all three velocity components differ consideyafiiom each other. This was observed to a
greater extent up to at least four step heights #ifie expansion. This indicates high turbulence
anisotropy in the flow-field. The values of variascof swirl velocity and radial velocity were
observed to be significantly high near the stepaesmn. This is another differentiating feature
between swirling and non-swirling flows. This algdlects in the significantly higher values of
turbulent kinetic energy seen in Figure 5.11.

Figure 5.11(b) shows that the axial velocity haggy high magnitude near the region of
shear layer impingement at the liner wall. The gadfi swirl velocity is also significantly higher
at this location. It is also important to note thia variances of axial and swirl velocity are very
high in this region. The turbulent kinetic enerdgyown in Figure 5.11(b) also exhibits a very
high value near r/D=0.5 (liner wall).

After the flow impingement location, the turbuleswirling flow was observed to decay
at a very fast rate. Figure 5.12(c) representsntkan velocity and Reynolds stresses further
downstream. The peak values of axial and swirl cigloare reduced significantly at this
location. More importantly, the variances of the amevelocity and swirl velocity have
significantly lower values. This indicates the &stlecay of the turbulent swirling flow. This
observation is consistent with previous observationthe literature [82, 87, 89, 90] and also
observed in the moderate swirling flow studiedhie previous section.

Liner Wall Heat Transfer
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Figure 5.12 compares the predictions from WMLESwation for Reynolds number of
50,000 with the heat transfer experimental datanfrBatil et al. [82]. The heat transfer
coefficient at the liner wall is characterized b tNusselt number augmentation ratio, where the
baseline Nusselt number is obtained from the Digaslter correlation for fully-developed pipe

flow with heated walls as expressed in EquatioB)(5.

Nu, =0.023« R&% P#* (5.5)

Circumferentially averaged values of Nusselt augatemn are plotted versus the axial distance
normalized by the diameter of the can combustocait be observed from Figure 5.12 that the
predictions of the heat transfer coefficients arevéry good agreement with the experimental
data. The heat transfer augmentation increases ftioen beginning of the combustor
(immediately after step expansion), reaches a maxiwvalue and then decays at a fast rate. The
wall modeled LES predictions follow the trend ofahdransfer coefficients measured by the
experiment. More importantly, the value of peaktheansfer augmentation predicted by the
WMLES is in very close agreement with the experitndinis also important to note that the
location of peak heat transfer predicted by WMLE$i exact agreement with the experimental
findings and occurs in the region of shear layepimgement which results in large velocity
gradients at the liner wall and high turbulent msiédes. The close agreement between
experiments and predictions validate all the ma@gomponents used in the simulations, i.e.,
accurate reconstruction of instantaneous velocétethe inlet to the computational domain by
the SEM using data from a precursor RANS simulatéord accurate modeling of the inner layer

velocity and temperature field by the wall model.
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5.3.4Reynolds number 80,000

Flow-field Characteristics

Figure 5.13(a) represents the mean flow streamilioe Reynolds number of 80,000 in
azimuthal plane (z=0). The streamline pattern iy &milar to the one observed for Reynolds
number of 50,000. Major flow features exhibit semibehavior for both the Reynolds numbers.
A vortex breakdown process occurs immediately dongasn of the step expansion resulting in
an internal recirculation region. The extent ostimiternal recirculation region is the same as for
the low Reynolds number (Re=50,000). More impolyarthe size of the corner recirculation
zone remains exactly the same for this higher Riegnoumber. The spread angle of the highly
energetic shear layer issuing from the swirl nozglealso the same for both the Reynolds
numbers. This results in the impingement locatiérthe shear layer on the liner wall to be
exactly the same for both Reynolds numbers. Figut8(b) represents the contours of the time
averaged mean axial velocity normalized by the Imi#lan combustor velocity in the azimuthal
plane (z=0). The distribution of the normalized ahxvelocity also behaves the same as for
Reynolds number of 50,000. These flow featurestpmin that for the Reynolds number range
investigated, the major flow features in the contbiuare held fixed by the Swirl number which
is constant at a value of 0.7. This observatioooissistent with the findings of Patil et al. [82]
who noted that even an order of magnitude furthergiase in Reynolds number does not change
the location of shear layer impingement.

Figure 5.14 represent the variation of mean velammponents and Reynolds stresses at

three representative streamwise locations. Meaaocitgl components were normalized by the
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bulk mean combustor velocity while the Reynoldestes are normalized by the square of bulk
mean combustor velocity. These quantities are wifetentially averaged and plotted against the
radial co-ordinate normalized by the combustor é#n The variation of mean velocity and
their variances follow trends similar to that obsel for a Reynolds number of 50,000. This is
consistent with the observation previously made ttiia major flow structures are not dependent
on the Reynolds number.

The values of normalized Reynolds stresses arglynd@&e same as for the lower
Reynolds number. This indicates that even though tthibulence production increases with
Reynolds number, the normalized values of Reynetdssses do not increase. The values of
turbulent intensities are high near the impingemenation which leads to the peak in heat
transfer. Figure 5.15 represent the normalized Blegnnormal stresses and axial velocity near
the peak location. It is observed that the valuksxarmalized wall normal and azimuthal
turbulence intensities near the peak heat trathstation are a little lower for Reynolds number
of 80,000. This is also associated with the slightdwer magnitudes of normalized axial
velocity.

The turbulent swirling flow starts decaying aftee impingement location. The decay
rate is fast as observed for the lower Reynoldsharsa From Figure 5.14(c), we can observe
that the values of turbulence intensities are Jewy representing the decayed turbulent swirl
flow.

Liner Wall Heat Transfer
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Figure 5.16 shows the distribution of Nusselt numéegmentation on the combustor
liner wall. The heat transfer coefficient distrilut correlates with the flow patterns observed.
The trends in Nusselt augmentation are similaregrields number 50,000 case. LES is able to
predict the trends and magnitudes of heat transtefficient in close agreement with the
experimental data. It is important to note thatpgkeak Nusselt augmentation has reduced from a
value 10.2 to approximately 8. As observed in the/ffield analysis, the normalized turbulence
intensities in the wall normal and azimuthal directare lower for Reynolds number of 80,000.
This is also associated with the lower normalizeidlavelocity in the shear layer near the peak
location. These are the major reasons for the drdpe peak heat transfer augmentation with
the increase in Reynolds number. The location ekgeeat transfer on the other hand remains
the same for both Reynolds number. This can besleded with the observation made in the
flow-field analyses that the size of the cornerirgedation zone, shear layer spread angle and
flow impingement location on the liner wall remaisame for both Reynolds number. This is
because for the Reynolds number range investigébedsame Swirl number holds the flow
features in the combustor constant. Good agreeaighe heat transfer coefficient value on the
combustor liner wall with the experiments showd tha& near wall treatment both for velocity
and temperature presented in Chapter 3 is abledorately represent the inner wall layer in

complex turbulent swirling flows at high Reynoldsmbers.
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5.4 Summary and Conclusions

Wall resolved as well as wall modeled LES calcalet are carried out in an
experimental swirl combustor at Reynolds number2®@000 and characteristic Swirl number
0.43. Experimental profiles of the time averagedmeelocity and Reynolds stresses are used as
input to the synthetic eddy method procedure foregation of inlet conditions. Good agreement
of the predictions with the experiments validatest the LES with synthetic turbulence at the
inlet can simulate the anisotropic complex swirlifigw accurately. It is also shown that
specifying the laminar inflow profile in such flowssults in erroneous predictions of mean flow
and turbulent quantities. The SEM formulation i tburrent study reproduces all the major
swirling flow features. Wall modeled LES calculatsowere able to predict the profiles of mean
velocity, its variances and Reynolds shear stressgeod agreement with the measured data.
The use of wall resolved calculation with the samfeow turbulence generation method and
subgrid scale model helps in isolating and quaintifythe effect of the wall model. It was
observed that LES calculation on a grid used withwall model, but with a no-slip boundary
condition resulted in erroneous predictions offtbes profiles.

A hybrid RANS-LES simulation was performed in ardustrial scale gas turbine can
combustor. Wall modeled LES calculations are peng in the can combustor with SEM used
to generate upstream inflow data from a precurs®N® solution. It is observed that the flow-
field in the combustor is characterized by a highhergetic shear layer, swirl induced central
recirculation zone, corner recirculation zones fastl decay of swirl and turbulence downstream

of shear layer impingement on the liner wall. Anpinging shear layer, resulting in a steep
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velocity gradient and high turbulent intensities, responsible for very high values of heat
transfer augmentation at the peak location. Ithiseoved that at higher Reynolds number the
values of normalized turbulence intensities inwal normal and spanwise direction are lower.
This, together with a lower normalized axial vetgdn the shear layer near the peak location
causes a drop in Nusselt augmentation with thee@ass in Reynolds number. The major flow
structures are held constant by a fixed Swirl nunfibeboth Reynolds numbers. This results in
very similar flow structure in the combustor witb ohange in the peak heat transfer location.
This successful RANS-LES study demonstrates thatwiall modeling and synthetic eddy

method helps in reducing the computational compjeaind resource requirements in complex

flows at high Reynolds numbers.
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5.5 Tables

Table 5.1Calculation summary for experimental swirl combusta

Reynolds Grid
Case Swirl number Model Y*
Number Resolution
Run 1 0.43 20,000 240%x180%228 LES 1-3
Run 2 0.43 20,000 192x120%192 LES 1-5
Run 3 0.43 20,000 148x80x164 WMLES 20-40
Run 4 0.43 20,000 128x80x144 WMLES 20-40
Run 5 0.43 20,000 128x80x144 LES 20-40
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5.6 Figures
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Figure 5.1 Computational domain for experimental swirl combusbr (a) sketch with
dimensions (R is the reference length scale, R1.94R;, H=0.94R)) (b) frontal view, and (c)

side view of the mesh in 3D computational mesh

101



0.8 0.8-‘
[ LES I
_r Wang et al. r
¢ | |
= [ = [
0.4F 0.4F
0 L J 1 1
0 1.2
0.8} 0.8} 08}
g € f ¥
S - £ - S -
0.4 0.4 0.4
O L 8 1 1 J 1 J 0 L 1 1 c L
0.04 0.08 0.08 0 0.04
<u'u'>/Uf, <u'“u'\,>/Uﬁ
o8k 0.8
g g
™ - ™
0.4 0.4
I o
0 L 1 1 0 1 L
-0.005 0 0.005 0 0.04
<u'u’>/U2 <u'u'>/U2

Figure 5.2Measured and predicted mean velocity and turbulenstress profiles at inlet of

the computational domain (x/H=-2.1)

(Re=20,000, S=0.43)
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Figure 5.3 Grid sensitivity study : Time averaged rean swirl velocity at streamwise

location x/H=2.1 (Re=20,000 S=0.43)
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Figure 5.4 Effect of inlet turbulence : Time averagd profiles of axial velocity (scale 1:1),
swirl velocity (scale 1:1), variance of axial velaty (scale 1:4), and variance of swirl velocity

(scale 1:10) at representative axial location (x/HZ1)

(Circles represent LDV data, solid lines repredéifs predictions with SEM at inlet, and dashed

lines represent LES predictions with laminar velpgprofile at inlet)

(Re=20,000 S=0.43)
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Figure 5.5 Time averaged profiles of (from left taight) axial velocity (<u>/u,), swirl

velocity (<u, >/U,), variance of axial velocity<u'u'>/U?), variance of swirl velocity
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(<upu, >/U72) , Reynolds shear stresg<u'u >/U?)for Re=20,000 and S=0.43 at (a)x/H=0.17,

(b) x/H=2.1, and (c) x/H=6.3

(Reynolds stresses are scales up by a factor of 10)

(@) (b)

Figure 5.6 Instantaneous streamlines in (a) azimutl plane (z/H=0), (b) x/H=1, and (c)

x/H=5

(Re=20,000 S=0.43)
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Figure 5.7 Schematics of experimental setup of Pagt al. [82]. From left to right: swirler,

nozzle extension channel, can combustor

(RANS domain is shown in red. LES domain is showblue and the interface between RANS
and LES is shown by green line. (D=203 mm, H=0.RDB;0.2D) (Swirl nozzle: R0.11D,

Ro=0.2))

(@) (b)

Figure 5.8 3D computational domain for LES of an idustrial can combustor (a) frontal

view, and (b) side view of the 3D mesh
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Figure 5.9 Profiles of mean velocity (normalized byulk mean velocity in combustor) and
turbulent kinetic energy (normalized by square of lulk mean velocity in combustor) at the

inlet plane of the LES computational domain (x/H=-05)

(Re=50,000, S=0.7)
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Figure 5.10 (a) Mean flow streamlines in the azimiial plane (z=0) (b) contours of axial

velocity (normalized by bulk mean combustor velocit) in azimuthal plane (z=0)

(Re = 50,000, S = 0.7)
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Figure 5.11 Variation of normalized mean velocity amponents and Reynolds stresses at
(a)x/D=0.1 (b)x/D=0.45 (c)x/D=2 (scale 6:1)
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(Re = 50,000, S = 0.7)

(All quantities are circumferentially averaged goioktted along the radial direction. Mean
velocities are normalized by the bulk mean combusgttocity while the Reynolds stresses are
normalized by the square of the bulk mean combu&tocity. Values are plotted at stations

located at x-axis value of 0,1,2,3,5, and 6.)
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Figure 5.12 Heat transfer augmentation ratio (Nu/Ny) along the liner wall
(Re =50,000, S=0.7)

(x/D = 0 represent the start of the combustor atstiep expansion. Base Nusselt numbeg)isu

calculated using Dittus-Boelter correlation in Etoia (5.5) for fully developed pipe flows)

111



(b)

Figure 5.13 (a) Mean flow streamlines in the azimiial plane (z=0) (b) contours of axial

velocity (normalized by bulk mean combustor velocit) in azimuthal plane (z=0)

(Re = 80,000, S = 0.7)
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Figure 5.14 Variation of mean velocity componentsral Reynolds stresses at (a)x/D=0.1
(b)x/D=0.45 (c)x/D=2 (scale 6:1)

113



(All quantities are circumferentially averaged gootted along the radial direction. Mean
velocities are normalized by the bulk mean combusttocity while the Reynolds stresses are
normalized by the square of the bulk mean combu&tocity. Values are plotted at stations
located at x-axis value of 0,1,2,3,5, and 6.)

(Re = 80,000 S = 0.7)
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Figure 5.15 NormalizedReynolds normal stresses and axial velocity in trghear layer near

the peak heat transfer location
(Empty symbols are for Re=50,000 and filled symlamts for Re=80,000. Axial location =

(x/D=0.45). Radial location = (r/D=0.45))
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Figure 5.16 Heat transfer augmentation ratio (Nu/Ny) along the liner wall
(Re =80,000 S =0.7)

(x/D = 0 represent the start of the combustor atstiep expansion. Base Nusselt numbep)fsu

calculated using Dittus-Boelter correlation in Etoia (5.5) for fully developed pipe flows)
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Chapter 6
Large Eddy Simulation with Zonal near Wall Treatment of Rib Roughened

Ducts and Channels

This chapter presents wall modeled LES in a ribdadt geometry used in internal
cooling passages of gas turbine blades. Two diftetenfigurations are studied with rib height
to hydraulic diameter of 0.1 and 0.05 and rib piehib height ratio of 10 and 20 respectively.
Reynolds numbers based on the hydraulic diameteheofduct and bulk mean velocity were
20,000 and 60,000 respectively for these two caoméitjons. Predictions with the wall modeled
LES calculations are compared with the availablgeeiental data Rau et al. [99], and Han et
al. [100], and wall resolved LES data of Tafti [1@&r Reynolds number of 20,000. This is a
first study where an integrated zonal velocity aechperature wall model is used to study a
complex statistically three dimensional flow. Itskown that zonal wall model provides at least
an order of magnitude savings in computational uesgs without any significant loss of
accuracy.

The wall model is then extended to the simulatibmomigh surfaces. A computational
methodology to account for the effects of roughnassthe two-layer zonal model LES
framework is presented. Simulations of rod rougkecigannels at high Reynolds numbers are
performed with the roughness modified wall moddl&S. Good predictions of mean velocity
and turbulent statistics compared with the expentaledata of Bakken et al. [102] illustrates that

the proposed modification in two layer model cacoamt for roughness effects in high Reynolds
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numbers flows. This is the first study which haggrated roughness modeling with a LES zonal

wall model.

6.1 Internal Cooling Rib Ducts

6.1.1Introduction

Ribbed internal cooling duct configurations arenigeised in modern powerful and fuel
efficient gas turbines. Ribs or turbulators act@sghness elements enhancing the heat transfer
coefficient and cooling capacity. Flow in theskbed ducts involves many complex features
like flow separation, curved shear layer, primamyg aecondary recirculation, reattachment of the
boundary layer and recovery. Rotation of turbinadbk introduces Coriolis forces while high
thermal gradients introduce centrifugal buoyannoythle past three decades, several experimental
studies have been performed to characterize thetfa@efer in rib roughened passages. Several
researchers at Texas A&M (Han [103, 104], Chandral.e[105], Lau et al. [106], Han and
Zhang [107], Han et al. [108], Ekkad and Han [11ifdve studied the effects of different rib
angles, different sections, different rib orierdas, full and discrete ribs, different rib
height/hydraulic diameter ratios, different ribgbitheight ratios, different aspect ratio channels,
and variable temperature and flux boundary comdlitioa Reynolds number range from 10,000
to 100,000. Taslim et al. [111], Korotky and Tasl[itd2], Taslim and Lengknong [113], Taslim
and Korotky [114] have performed similar studies.

Many researchers have reported computational stuahethe internal cooling channels.

Many of these studies relied heavily on RANS apghotor modeling turbulence. Saidi and
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Sunden [115], Jia et al. [116], lacovides et al 7}l Ooi et al. [118], and Prakash and Zerkle
[119] have performed three dimensional RANS calouts on stationary duct while Jang et al.
[120], Chen et al. [121], and lacovides [122] aadrout RANS studies on rotating ducts. Due to
the anisotropic nature of the turbulent flow in dberibbed internal cooling passage, the
investigated RANS model have had varying degresuaicess. The models based on eddy-
viscosity [119] which assume flow isotropy do nefrform well, while more complex models
which solve for Reynolds stresses [116, 120, 12¥%hbeen found to perform reasonably well.
RANS based models also suffer from lack of repekttaband low level of accuracy in
predicting complex flow features in ribbed internaoling ducts. Though computational
expense has limited most of the studies to RANSagmh, in recent years, a significant numbers
of researchers have reported large-eddy simulationaternal cooling passages. Murata and
Mochizuki [124] reported a LES calculation of atgmary duct for a low Reynolds number
without any experimental validation. Excellent caripons between LES calculations and
experiments have been shown in fully developediostaty ducts by Tafti [101], in fully
developed rotating ducts by Abdel-Wahab and Taf25], in fully developed stationary ducts
with 45° ribs by Abdel-Wahab and Tafti [126], and in deéhg flow in stationary and rotating
ducts by Sewall and Tafti [127]. Vishwanathan a@adtiT48] carried out DES of fully developed
flow and heat transfer in internal cooling ribbecctigeometry.

Though many LES calculations have been reportetthanliterature, most of them are
limited to either fully developed assumption ortow Reynolds number, while most of the gas

turbine applications have high operating Reynoldsipers. Also, most of the applications of
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wall layer modeling in the LES framework have begplied to fluid flow problems without
heat transfer. In the current study, the integratenal two layer model for velocity and
temperature is used to represent the near wall #lodvheat transfer on relatively coarse meshes.
It is shown that this integrated zonal wall modedults in at least order of magnitude savings in
computational resources as well as time without sigpificant loss in accuracy as compared

with wall resolved calculations.

6.1.2Computational Domain

Figure 6.1 describes the computational domairtvior different Reynolds number used
for the current investigation. Geometries inveggddor both the Reynolds number had a square
cross section and ribs normal to flow directionti®af rib height to the hydraulic diameter of
the duct é/D;) was 0.1 and 0.05 while ratio of rib pitch to hHeigvas 10 and 20 for Reynolds
number of 20,000 and 60,000 respectively. The cdatipmal methodology discussed in Chapter
3 assumes the flow and heat transfer to be fulleldped for the current study. Hence the
computational domain length in streamwise (x) dicecis taken to be a periodic segment
between the two adjacent ribs in actual experimeggametry of Rau et al. [99] and Han et al.
[100]. All the walls of the duct including ribs wetreated as no-slip boundaries with constant

heat flux.

6.1.3Grid resolution

Table 6.1summarizes the calculations performed different Reynolds numbers were

investigated with wall modeled LES (WMLES) and LE&hout wall model. The Reynolds
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number is based on the duct hydraulic diameter taedbulk mean velocity inside it. Grid
sensitivity study is reported for Reynolds numb&r26,000. All the grids were designed to
perform the wall modeled LES calculations; but Ewation without wall model was performed
on the same grid to evaluate the benefit of usmegwall model in predicting the skin friction
and surface heat transfer coefficient on a coarsshmLES calculations with zonal near wall
treatment on grid 1 and 2 resulted in similar prgodins without any significant difference.
Further coarsening of grid 2 uniformly in all ditens resulted in prediction of Nusselt number
significantly different from experimental values.

Table 6.2summarizes the results for Reynolds number of (D f@r different grids.
Grids for case 1 and 2 resulted in similar prediddi It's clear fronTable 6.2that the zonal two-
layer formulation presented in Chapter 3 is ablprawict the surface heat transfer coefficient in
very close agreement with the experimental dataveall resolved LES calculations of Tatfti
[101] which utilized 128grid. The predictions of the skin friction is aisoclose agreement with
data and wall resolved calculation of Tafti [10dglicating that the zonal two-layer formulation
presented in Chapter 3 works well in modeling tearrwall region.

The benefit of using the wall model becomes euidencase 3 in which LES
calculations with wall model are performed on arseanesh. It is clear that using a coarse mesh
for LES calculations without wall model resultssignificant under prediction of skin friction.
Also, the LES calculation without heat transfer lwabdel results in large under predictions of
the surface heat transfer coefficient. This indisahat the use of constant heat flux (Neumann)

boundary condition in the current study is inappiatp for coarser near wall mesh and results in
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inaccurate wall temperature. The same argumentbeamade for constant wall temperature
(Diritchlet) boundary condition, in which case thee of the wall temperature as boundary
condition for outer LES may result in inaccuratameall temperature profile which will further
result in inaccurate calculation of surface heangfer coefficient. In contrast, use of the heat
transfer wall model helps in predicting the neaidlviamperature profile or wall heat flux

accurately resulting in better prediction of suef@eat transfer coefficient.

6.1.4Computational Details

All the calculations for the bulk Reynolds numioé20,000 and 60,000 were performed
atRe, = 6667 (based on friction velocity) and 12355, respedyivath a non-dimensional mean
pressure gradient of unity applied in the flow difen. The non-dimensional time step in these
calculations was set t x 10~*which is order of magnitude higher than the oneluse Tafti
[101] for his wall resolved calculation on the sage®metry and Reynolds number. The viscous
terms are treated implicitly. The averdgeresidual norm of global mass balance is convetged
1 x 1078, while the momentum and energy equations in theidm treatment are converged to
1 x 1077. Calculations were initialized assuming an initiahss flow rate and integrated in
time until the flow rate adjusts to the balancewesn internal losses and specified mean
pressure gradient. After this point when the flaterreaches an asymptotic value, data sampling
was initiated to extract the mean flow and turbtistatistics. Total sampling interval was 10

non-dimensional time units. The local Nusselt numbealculated as




whered is the surface temperature ahg; is the reference temperature defined as

6. = H|u1|9dA<
ref J.J.|ul|dA<

The surface-averaged Nusselt number is obtaineésaging the local Nusselt number as

(Nu) = Hlds{'[! 8 _19ref ds]

where s denotes the surface under consideraticsedBan the non-dimensional mean pressure
gradient of unity, the Fanning friction factor @lculated as

1
20,

f=

All calculations were performed on four Apple Xser®@5 compute nodes with 2.3 GH
PowerPC 970FX processor. For integrating over mmedimensional time unit, about two hours
of wall clock time is required for Case 1 in Tabl&, while about one hour of wall clock time is
required is required for Case 2 and Case 3. Irm@rlcalculations require less than 10% of the
outer LES calculation time. Comparing the spatésotution (128 for wall resolved LES of
Tafti [101] and a time step afx10°, Case 1 reduces the computational complexity factor

of 63, whereas Case 2 reduce the complexity ofdingputation by a factor of 140.

6.1.5Ribbed Duct Flow at Regy=20,000

Figure 6.2 shows the mean streamline patterneatehter of the duck (= 0.5) for case

1. All three cases for bulk Reynolds number of 20,8howed the presence of the leading edge
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vortex at the rib-wall junction , the counter-ratgt vortex in the wake region of the rib and the
recirculation region downstream of the rib. Forecdsand case 2 the reattachment length is
found to be 4.1 rib heights downstream of the whijch is in exact agreement with the wall
resolved calculation of Tafti [101]. Rau et al. [#8so reported this value to be in the range of
4.0 to 4.2 rib heights. On the other hand, thetaebment length for case 3 of LES without wall
model was over predicted to be around 4.7 rib heigh

Figure 6.3 represents the spanwise velocity 8istion in the vicinity of side smooth
wall for case 1. The flow predicted by the WMLES ltlaree dimensional behavior near smooth
wall with mean spanwises,) velocity reaching up to 25% of the mean strearawiglocity
(up). The localized phenomenon of strong spanwisecitglanoving toward and impinging on
the smooth wall within the confines of the shegetaat the leading edge of the rib is a result of
unsteady vorticity which is produced and transpgbeaethe junction of the rib with the smooth
wall. This phenomenon is captured well with the WBA. calculation, whereas many RANS
models fail to capture this secondary flow.

Figure 6.4 shows contours of time averaged Regnoldormal stresses
(Urms, Vrms: Wrms) and Reynolds shear stresgi() at the center plane of the duet= 0.5).
Reynolds normal stresses are normalized by the imagl&n velocity while the Reynolds shear
stresses are normalized by the square of the bednnaelocity in the duct for comparisons with
the experimental data. The time averaged variaftbBeostreamwise velocityu(,,,) in Figure
6.4(a) has maximum values in the separated shgardathe leading edge of the rib, with values

between 40% and 50%. They are lowest in the staggn#ibw at the rib and in the recirculation

123



immediately behind the rib as observed by TaftilJlFFigure 6.4(e) represents the distribution
of variance of streamwise velocity,{, ) between the two ribsxe—’(= 4.5). This location is in the

recovery region downstream of the reattachmenttpdine maximum values ai,,,, in the
shear layer behind the ribs and at the duct cénter0.5) were predicted to be around 38% and
15% respectively, which are in close agreement wighexperimental values of 35% and 14%
respectively in the shear layer and center, regddjeRau et al. [99].

The time averaged variance of transverse veldeity,) at the center plane of the duct
(z = 0.5) is plotted in Figure 6.4(b). The maximum valuewpf,; in the separated shear layer
downstream of the rib and at center of the dyct(0.5) are predicted to be 24% and 11%,
respectively. These values compare in exact agmgenith the experimental values of Rau et al.
[99]. Figure 6.4(c) presents the time averageduae of spanwise velocity,,,,) at the center
plane of the ductz(= 0.5). w,,,,, has a maximum value of about 38% at the top lepddye of
the rib. High spanwise intensities are observedhbise of the impingement of eddies at the
leading edge of the rib. This phenomenon is furtgplained in detail by Tafti [101]. The
spanwise fluctuation are also high in the sheaerlalownstream of the rib with a maximum
value of about 30% as shown in Figure 6.4(e).

Figure 6.4(d) shows the distribution of the tinvermged Reynolds shear stres/() in
the center plane of the duet £ 0.5). Distribution of v’ is shown in Figure 6.4(e) in the wall
normal direction. The Reynolds shear stress reaahssmximum value of about -5% in the

separated shear layer downstream of the rib. Rdarslayer dominance can be observed in
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Figure 6.4(e). Similar to cross-stream fluctuatjotie Reynolds shear stress distribution does
not show a near wall maximum feature of typicalutary layer flow.

Figure 6.5 shows the distribution of the time aged turbulent kinetic energy (tke) at
the center of the duct. The augmentation in tkeabse of the ribs compared with the plane
channel flows is predicted well in WMLES calculaiso Also, the maximum value (14%) of tke
in the shear layer is predicted well as comparatied_ ES of Tafti [101].

Figure 6.6 shows the Nusselt augmentation didgtabdor the WMLES calculation. The
augmentation ratio is calculated in terms of thétusiBoelter correlation. Heat transfer is
maximum on the front of the wall as a result of kiighly unsteady energetic secondary eddies
formed in that region. These eddies result in ecddnmixing which further results in an
increase in the surface heat transfer coeffici@atinferred by the distribution of the turbulence
intensities plotted in Figure 6.4, the momentumthe flow downstream of the recirculation
region of the rib reduces significantly, resultiing lower heat transfer augmentation values.
Further downstream, the heat transfer augmentateases and reaches a maximum value near
the reattachment point. The augmentation decreasethe smooth wall is approached with
values close to unity at the corners. On the smeah, higher heat transfer augmentation
occurs in the vicinity of the rib junction. Thisasresult of lateral flow impingement on the wall
as shown in Figure 6.3. Maximum heat transfer ccaur the leading edge of the ribs with
values as high as 5.2. This can be attributed-émgtflow acceleration in this region.

Figure 6.7 compares the predicted heat transfgmantation by WMLES calculations

with the experimental data of Rau et al. [99] & ¢enter of the ribbed walk & 0.5) and at a
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location 0.7 upstream of the rib along the smooth wall. Thedjmt@®ns match in close
agreement with the data. Both the trends and theesaf heat transfer augmentation predicted
by WMLES agrees with the experimental data. Thesgrpental traverse stops gt= 0.4 and
does not go to the center. The surface averagegvare tabulated ifable 6.2for the ribbed
and smooth walls. WMLES calculations predict theth&ransfer augmentation within the
experimental uncertainty. The trends in the prealictaccuracy of the Nusselt number are
consistent with observation of Tafti [101]. The saponsistent trends are observed in friction
coefficient, which is predicted to within 10% ofetlexperimental data. On the other hand, the
LES calculation without wall model on a coarse mester predicts both the friction coefficient
and Nusselt augmentation significantly. This imgistent with the observation made with the
validation case. It is clear that the LES withoomhal near wall treatment fails to predict the wall
temperature correctly which further results in m&ate prediction of the Nusselt number
augmentation. Under prediction of friction fact@ing LES on a coarse mesh is also reported in

previous studies [128].

6.1.6Ribbed Duct Flow at Rg;4y=60,000

A grid of 88x88x88 was used in the computational domain withvalues in the range
of 20-40. Predictions with WMLES calculations acenpared with the limited experimental data
of Han et al. [100]. Experimental data for flow reeeement is not provided but the overall
friction factor is reported. Measured distributiohNusselt number on the ribbed wall along the

centerline £ = 0.5) and on smooth wall is reported.
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Figure 6.8 represents the mean streamline steietiuthe center plane € 0.5) of the
duct. The major flow structures are similar to that Re=20,000. The reattachment length is
found to be about three times the rib height. FegbuO and Figure 6.10 represent the turbulent
intensities and the mean turbulent kinetic energyation along the duct height. Comparing the
values with Re=20,000 case, it can be observedhkatalues of these turbulence quantities are
significantly lower. This indicates that the configtion of Re=60,000 case with lower values of
ratio of rib height to the hydraulic diameter oéttuct and higher ratio of pitch to height results
in producing less amount of turbulence compared ®&=20,000 case.

Figure 6.11 compares the predictions of Nussajtraantation ratio at the center line of
duct ¢ = 0.5) on the ribbed wall with measured values from Hiaal 100]. WMLES captures
the trends in the heat transfer augmentation ak agethe values of Nusselt augmentation in
close agreement with the experimental data of Harale [100] Distribution of Nusselt
augmentation on the smooth wall, rib, and ribbed isashown in Figure 6.12. The trends in the
surface heat transfer coefficient distribution be tibbed and smooth walls are similar to the one
observed for Re=20,000 case. The maximum valudefusselt augmentation occurs at the
leading edge of the rib facing the flow. Highly egetic unsteady eddies upstream of the rib are
responsible for the flow acceleration and hencehdrigmagnitudes of the heat transfer
augmentation. In the region immediately downstrednthe rib, the flow is weak resulting in
very low values of the heat transfer augmentatiopr@aching a value of unity. The Nusselt
augmentation value slowly recovers and peaks reafléw reattachment length after which it

drops slightly leading up to the next rib. It is@important to note that the values of the Nusselt
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augmentation are significantly lower compared @ Re=20,000 case. This can be attributed to
the lower turbulent intensities observed in Fig6t&0 and discussed previously. The lower
production of turbulence results in less mixing &edce results in significantly lower values of
surface heat transfer coefficient on the duct walls

Han et al. [100] also reported values of heatsfi@maugmentation distribution on the
centerline (¥ 0.5) on the smooth wall along the length of the dutteyfreported these values
in the range of 1.35 to 1.45. Predictions from W&ILES calculation also agree with this
observation with values in the range 1.4 to 1.9% @&verage value of the Nusselt augmentation
on smooth walls predicted by WMLES is 1.5 whichsigihtly higher than the value of 1.4
reported by Han et al. [100]. The average valuBlugselt augmentation on the ribbed wall was
predicted to be 2.15 by WMLES. This value is sliglaverpredicted compared to the reported
value of 2.0 by Han et al. [100]. The overall fioct factor augmentation is predicted to be 4.1 by
the WMLES calculations, which matches in exact egrent with the value reported by Han et
al. [100]. The base friction factofx{,) was calculated using

frp = 0.079 X Re™025

It is important to mention that the LES calculatiwithout any wall model on the same
grid for Re=60,000 results in significantly diffetepredictions than experiments and hence are
not reported for brevity. The under prediction loé ffriction factor was significant resulting in

major differences with experimental observatiofil@iv patterns and Nusselt augmentation.

128



6.2 Two Layer Wall Model for Large Eddy Simulations of Flow over Rough surfaces

The following section investigates various appheac for modeling the effects of
roughness, followed by a methodology proposed tdiftpohe two layer wall model presented in
Chapter 3 to account for wall roughness. Predistiwith roughness modified wall modeled LES

at high Reynolds number in a rod roughened chaamegbresented at the end.

6.2.1Background and Introduction

Many practical industrial flows involve flow oveough walls. Roughness influences the
mean velocity profile in the inner layer near thallviby shifting it in comparison to the smooth
wall. This shift can be characterized by a rougkrfesction which depends on the roughness
frontal area, height, and the nature of the rougbn8imilar to smooth wall flows, the total mean
shearing stress with roughness is constant neawdtieas convective terms are small in the
mean momentum equation. Hence the mean flow seffilyi distant from the roughness

elements can be represented as

Ut ==In(y*) + B - AU* (6.1)
where U is the mean streamwise velocity, y is tiseadce from the surface, and constaBtand
Kk continue to hold the value for the logarithmic la# the wall for smooth surfaces. The
superscript represents normalization by shear veloaity= m wherer,, is the wall shear
stress and is the densityAU* is the roughness function representing a shifthim mean

velocity and can be correlated to the roughnesgthescalek, which represents the roughness

geometry. A convenient and more popular alternative is the use of an equivalent sand grain
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roughness, which is a modified length scale prauythe same roughness functibii* as if the
surface was covered by sieved sand. The relatipnseiween the roughness function and

equivalent sand grain roughness reads as,

AU* ==In(k}) +B—C (6.2)
where C is a constant which reflects the wall boundarydibon and hence depends on the
roughness geometry (its value is found to be 8r5sémd-grain roughness) akdand k are

related using Equation (6.3) [129].

ks _ exp[k(AUT-B+C)
ko Kkt

(6.3)

Roughness effects on the outer layer can be modsledhanging the effective position
of the wall and hence artificially increasing thbear stress near the wall. Rotta [130]
demonstrated that the roughness effects can bevachby increasing the Prandtl mixing length
near the wall. The shift in mean velocity describgdhe roughness function can be obtained by
modifying the mixing length as

I =x(* +AyH){1 —exp[-(* +Ay*)/A*]} (6.4)

whereAy is the required shift in the wall location and dandirectly related to the roughness
length scale. The rightmost term in Equation (6s4fhe van Driest damping function in which
AT = 26. Rotta [130] provided a generic expression whiah correlate this shift in the wall
location with the roughness geometry details. Cieed Chang [131] proposed the following

generic expression, correlating the shift in wadldtion to roughness Reynolds number in terms

of equivalent sand grain roughness.
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Ay =0.9 (ulr) [\/k_;" — ki exp (— %)] (6.5)

Equation (6.5) is valid in a wide rangé.g < kf < 2000) of sand grain roughness covering
hydraulically smooth surfaces, transitional, andlyftrough regimes. The correlations which link
the shift in wall position4y)to equivalent sand grain roughness also need te aaelationship
between the roughness geometry and the equivaedtgrain roughness. Schlichting [132] has
experimentally determined the values for equivagamtd grain roughness for a large number of
roughnesses arranged in a regular fashion. Dvdrag] [has established a correlation between
the velocity shift and roughness density for twmelnsional rectangular rough elements from
which the equivalent sand grain roughness can terdmed. Simpson [134] proposed a more
generalized form of the Betterman and Dovark cati@h for roughness density effects on the
turbulent boundary layer. For the roughness elesnether than those investigated by
Schilichting [132] and Dvorak [133], the equivalesaind grain roughness needs to be determined
from experimental or empirical methods.

Other mixing length models [135] have been progaskere the effects of roughness are
modeled by reducing the van Driest damping &sncreases. All these models are based on the
fact that flows with the same effectikeg’, and hence the same shift in velocity profile,dtio
have similar mixing properties. This fact is basedthe Townsend’s [136] hypothesis stating
that the turbulent flow in the region outside tlbeighness sub layer is independent of the wall
roughness at sufficiently high Reynolds numbersvegad different experiments [137-140]
performed on different kinds of rough geometrieppgut this hypothesis. Hence Townsend’s

hypothesis can be used to successfully model feetsfof roughness in a simplistic way.
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Another way to account for the effect of roughnes&nown as the discrete element
method in which form drag term is added to the goveg momentum equations to account for
blockage effect of the roughness elements on flear the wall. Christoph and Pletcher [141]
added a sink term in the momentum equation forfah@ drag and employed a mixing-length
model including the roughness effect. Taylor etf 2] modified both mass conservation and
momentum equation to account for blockage effe€tthe roughness and added a form drag
term to the momentum equation and employed a smweathvan Driest mixing length model.
Gilkson and Aupoix [143] proposed similar modificais for RANS based — ¢ andk — w
models. These discrete element models attempt noecd roughness geometry to roughness
effects rather than depending on a single roughfessgth scale, though, these models are
developed for only regular array of elements likaes and spheres. Also, these models are not
applicable to sand grain or similar random roughnes

There have been very few studies reported with REBNS of rough wall flows at high
Reynolds numbers. As the mesh size needs to be smalter than the roughness heightES
of such flows needs very dense grids and has begted to comparatively low Reynolds
numbers. Leonardi et al. [144] performed the DN8 BES of a turbulent channel flow with
transverse square bars on one wall at a Reynoladeuof 6900. They used both, Van Driest
damping, and the dynamic subgrid model, and obtkipeod agreement between the two
simulations for pressure and skin friction on thallwCui et al. [145] investigated turbulent
channel flow with transverse rib roughness on oa# using LES. They varied the spacing of

the roughness elements to reproduce d-type angek+yughness defined by Perry et al. [146].
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Their LES results were in good agreement with latooy data and provide more insights into
the effect of roughness on the mean flow as weludsulent structures. Juneja and Brasseur
[147] characterized subgrid-resolved-scale dynarfiacsitmospheric boundary layers. Cui et al.
[148] proposed a force field model to simulate teint flow over a surface with arbitrary
roughness. They decomposed roughness into a resaha subgrid-scale roughness similar to
the flow decomposition in LES.

Wall modeled LES of turbulent flows over rough swuds has not seen used in
engineering applications while some work has beeredn working with atmospheric boundary
layers. Thomas and Williams [149] developed alsgtt rough wall boundary condition based
on the Schumann [36] wall model. They treated tistantaneous stress as a linear combination
of the mean and fluctuating components, where thetuating part responds less to the
roughness and consequently contributes less ttotiaé shear stress compared with the original
Schumann [36] wall model. Moeng [150] reported dl Wwaundary condition by specifying the
SGS vertical fluxes at the wall. This condition kan to account more fluctuations compared to
the Schumann model. Mason and Gallen’s [151] rowgh model also manages to take into
account more fluctuations. Xie et al. [152] progbadgamily of wall models which exhibit better
performance than its predecessor models for LESirédent, no LES wall model exists which
possesses the capability to simulate differentkiidcomplex engineering flows on rough walls
at high Reynolds number.

Here a new roughness modified two-layer LES waldeidor modeling the near wall

region in flow over rough surfaces is proposed. i#Eant sand grain roughness is used to
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correlate the amplification in wall shear stresshwhe roughness geometry. Calculations are
performed in a rod roughened channel geometry &k&aet al. [102] at high Reynolds number
in the range of 6000 to 56000 in the fully roughinge. The roughness wall model predicts the
skin friction coefficient accurately and predidi® tmean velocity profile and turbulent statistics

in good agreement with the experiments.

6.2.2Roughness Modification to Two Layer Wall Model

The two layer wall model presented in Chapter 3nmdified to account for surface
roughness effects. Roughness effects on the cayer hre modeled by changing the effective
position of the wall and hence artificially increagthe shear stress near the wall. The turbulent
viscosity, (1/Re;) in Equation (3.20) is modeled based on Rotta’®[EHpproach of changing

the effective position of the wall as follows

1/Re, = K/Re(d* + Ad){1 — exp[—(d* + Ad™)/4™])’ 6.6)

where x is von-Karman constand, is normal distance from the walj* = 26 and,

d+ =2 (6.7)
up = %’" (6.8)
(11w
Tw = (Re + Ret) dn Mall (6'9)

For sufficiently high Reynolds number in the futugh regime, the wall displacement can
be related to equivalent sand grain roughnkgsas [130]
Ad = 0.035k, (6.10)
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If the roughness Reynolds number doesn't fall ia tilly rough regime, Cebeci and Chang’s

[131] expression presented in Equation (6.5) isluse

6.2.3Computational Details

All simulations are performed in the fully developegion of the experimental geometry
of Bakken et al. [102] which is shown in Figure®.As shown in Figure 6.13, both the top and
bottom walls of the channel are covered by squads extending in the spanwise direction.
Ratio of roughness height (k) to channel half wigithis 0.034 and ratio of roughness height to
roughness pitch (center to center rod spaciigs 0.125. Bakken et al. [102] calculated the
equivalent sand grain roughness using Equatior) (@t8 the experimentally calculated value of
the roughness function through comparison of mesacity distribution with the logarithmic
law of the wall for smooth flows. The ratio of egalent sand grain roughness to roughness
element height was experimentally found to be a@o8itfor Reynolds numbers (based on shear
velocity and half channel width) of 600 to 6000.

The computational domain is chosen to2mh X 2h X mh in streamwise, wall normal,
and spanwise direction respectively, whérds half width of the rod roughened channel.
Periodic flow conditions are used in streamwise &xd spanwise (z) direction. Table 6.3
summarizes the calculations performed. The calouatare performed in the bulk flow
Reynolds number range of 6000 to 56000 with rougrialling in the fully rough regime. The
grid was taken to be uniform in streamwise and ssandirection. Table 6.3 represents the grid

spacing in wall co-ordinates. The first grid poimtthe wall normal direction was taken at least
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two roughness heights away from the wall. (Therglue in Table 6.3 represents the distance of

the first grid node from the wall in wall coordiea).

6.2.4Mean Flow Velocity Prediction

Mean velocity predictions are compared with experital measurements in Figure 6.14
to Figure 6.17 for Reynolds number range of=860 to 6000. For all Reynolds numbers the
predictions of mean velocity profile is in closeregment with the experiments except for
Re=6000 for which the prediction error is slightlygher. The rough-wall profiles also show the
downward shift in mean velocityAU*) as seen in Figure 6.14. This shift is observefbitow
the logarithmic dependency with roughness heightail co-ordinates with change in Reynolds
number. This behavior is consistent with k-typegluess behaviolVariation of skin friction
coefficient is shown in Figure 6.18. These valuesavery weak function of Reynolds number,
indicative of a fully rough regime. In comparisddgan’s empirical correlation [153] is plotted
for smooth walls, the value of which decreases WR#ynolds number. The predicted values

match the experimental measurements in close agrégem

6.2.5Reynolds Stress Prediction

Bakken et al. [102kxperimentally observed some important differenice®eynolds
stress distribution between rough and smooth wallvd. The peak value of streamwise
Reynolds normal stress for rough wall flows wasiibio be attenuated (up to 50%) and to move
away from the wall compared with the smooth watwil The peak position shifted outward

approximately by the corresponding value of kn rough wall flows, there is dominance of
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pressure forces near the wall in contrast to streagous forces for smooth wall flows, which
are expected to be negligible in the fully rougbimee [154]. Bakken et al. [102] also observed
that the integral length scale in the streamwisection to be shorter than for smooth wall flows
indicating the break-up of the near wall streamwisgices over the rough wall. This seems to
be the main mechanism responsible for the sigmfiGttenuation of streamwise Reynolds
normal stress for rough walls. Bakken et al. [L@&o observed that the Reynolds normal
stresses in the spanwise and wall normal direclsa get attenuated but this attenuation is not
significant compared with Reynolds normal stressthe streamwise direction. They also
reported that shear stress measurement above ulgh surface reaches a reduced peak level
compared to smooth wall flow.

The predicted Reynolds normal stresses and dkgyrshear stress are plotted in Figure
6.19 through 6.21 for Reynolds number (based omrshelocity) Rg=600 to 6000. All the
Reynolds stresses are predicted with reasonableraagc considering the large savings in
computational cost afforded by this procedure aspared to a wall resolved LES in which the
roughness elements would have to be resolved. ffeanswise Reynolds normal stresg2] is
significantly overpredicted at the lowest Reynoldamber, Re=600, in contrast to the
experiments which indicate a larger attenuationr @zesmooth wall distribution. A DNS of a
similar geometry at this Reynolds number [129] alkowed this discrepancy. DNS predictions
were also not able to capture the large attenuahomvn by experiments.

Predictions slightly underpredict the value ofiseerse near wall Reynolds normal stress

for all Reynolds numbers. Still, the levels of%) in the outer layer tend to follow the Reynolds
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number rather than the boundary condition for bibth experiments and predictions. This
indicates that the flow over smooth as well as howglls have similar transport mechanisms for
wall normal Reynolds normal stresses.

The experiments involved significant (>10%) unairty in spanwise Reynolds normal
stress '), measurements, which are not available for alirRils numbers. Predictions show
similar trends and are within the experimental utagety for Reynolds numbers where the
measurement data is available. Reynolds shearssisepredicted in close agreement with
experiments for all Reynolds numbers. The peakesin Reynolds shear stress are found to be

slightly lower than smooth wall flows for the saRReynolds numbers.
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6.3 Conclusions

WMLES calculations are conducted in a ribbed dudRe=20,000 and 60,000 for two
different rib geometries. The calculations predibe friction factor and Nusselt number
augmentation in close agreement with the experiahedata for both Reynolds numbers
investigated. The major flow features correspondothe unsteady energetic eddy near the rib
wall, the recirculation zone behind the rib andnesreddy, reattachment location are predicted in
close agreement with the experimental observatmswall resolved LES predictions. Trends
in the surface heat transfer coefficient distribntias well as values of Nusselt augmentation
were predicted well within the experimental undatiafor both the Reynolds numbers. It was
also observed that these LES calculations withowt \eall model under predict the friction
factor and Nusselt augmentation significantly.

The advantage of using the wall model both fowfland heat transfer becomes
prominent at higher Reynolds number. It is notetwptb mention that the time step used in the
current calculations is an order of magnitude higan the time step required for a wall
resolved LES. This, in conjunction with the coarged, results in significant savings in overall
computational cost. These savings are critical @afpe for developing flow calculations which
involve several ribs in serpentine channels.

The two-layer wall model is extended to simulatewfl over rough surfaces. The
approximate boundary condition provided by the wadldel in terms of shear stress is modified
by shifting the position of the wall to account foughness. Shift in the wall position is linked to

the roughness geometry through the equivalent geaid roughness. Calculations are performed
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in a rod roughened channel geometry at high flownRkls number in the range of 6000 to
56000 in the fully rough regime. The roughness waidel predicts the skin friction coefficient
accurately and predicts the mean velocity profild aurbulent statistics in good agreement with
the experiments. The proposed roughness modifiedawer wall model can be applied to any
complex flow geometry with rough walls and can pdeva cost effective way for numerical

investigation at practical Reynolds numbers.
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6.4 Tables

Table 6.1Ribbed duct calculation summary

near wall
Case Re, Re, grid resolution Y+
treatment
1 6667 20000 72X72X64 15-30 Zonal
2 6667 20000 56Xx56x48 20-30 Zonal
3 6667 22200 56X56x48 20-30 No-slip
4 12533 60000 88x88x88 20-40 Zonal
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Table 6.2Heat transfer and friction data comparison with Rauet al. [99] (Re=20,000)

LES calculations, Dih =0.1, S =10 Experimental
casel case 2 case 3 Tafti [101] | Rau et al. [99]

Re; 6667 6667 6667 6667 -

Rey, 20,000 20,000 22,200 20,000 30,000
% form loss 90 90 95 91 85

Reattachment
4.2 4.2 4.5 4.1 4.0-4.25
length (x,./e)
(Nu)/Nu, (Nuy, = 0.023.Rep8. Pro*)

Rib 2.49 2.46 1.96 2.89 -
Ribbed Wall 2.20(7.9%) 2.21 (7.9%) 1.82 (24%) 2.4 2.40
Smooth Wall 1.91 (6 %) 1.92 (6%) 1.48 (28%) 1.89 2.05

Overall with rib 2.13 2.14 1.76 2.23 -
Overall w/o rib 2.05 (6.8%) 2.06 (6.9%) 1.69 (23%) 2.14 2.21
f/fo (fo =0.046.Re;°?)
Overall 8.5 (10%) 8.5 (10%) 7.25 (24%) 8.6 9.5

Experimental uncertainty i85%
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Table 6.3 Calculation and grid resolution summary ér flow in rod roughened channel

Re; Rep, Af yt A Cr Ct expt ks
600 5927 117 60 60 0.0205 0.02 0.2241
1200 11494 157 120 80 0.0212 0.0218 0.2689
3200 30650 314 300 160 0.0218 0.02276 0.2689
6000 57869 600 600 320 0.0215 0.02296 0.2689
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6.5 Figures

Figure 6.1 Computational domain for ribbed duct

(Re=20,000)
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0.4

Figure 6.2 Mean flow streamline distribution in thez-symmetry (z=0.5) plane

(Re=20,000)

0.4+

Figure 6.3 Contours of mean spanwise flow velocityear smooth wall (z=0.05)

(Re=20,000)
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Figure 6.5 Turbulent kinetic energy at center plangz = 0.5, x'/e=4.5)

(Re=20,000)
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Figure 6.6 Contours of Nusselt augmentation on (amooth wall, and ribbed wall, and (b)

ribs

(Re=20,000)
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(Re=60,000)

Figure 6.9 Reynolds stresses at center plane of thact (z = 0.5,x'/e = 8.5)

(Re=60,000)
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Figure 6.11 Comparison of Nusselt augmentation witkexperimental data of Han at al.

[100] at center plane of the duct (z=0.5, y=0)

(Re=60,000)
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Figure 6.12 Contours of Nusselt augmentation on sroth wall, rib, and ribbed wall

(Ribbed bottom wall is shown from smooth wall zilfymmetry plane)

(Re=60,000)

Figure 6.13 Experimental rod roughened geometry dBakken et al. [102]
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Figure 6.14 Comparison of predicted mean flow veldty from WMLES with experimental
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Figure 6.15 Comparison of predicted mean flow veldty from WMLES with experimental

data of Bakken et al. [102] (Rg=1200)
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Figure 6.16 Comparison of predicted mean flow veldty from WMLES with experimental

data of Bakken et al. [102]Re,=3200)
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Figure 6.17 Comparison of predicted mean flow veldty from WMLES with experimental

data of Bakken et al. [4] (Rg=6000)
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Figure 6.19 Reynolds normal stress and shear stredsstribution (Re.=600)
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Figure 6.20 Reynolds normal stress and shear stredistribution (Re,=1200)
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Figure 6.21 Reynolds normal stress and shear stredistribution (Re,=3200)
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Chapter 7

Summary and Conclusions

The research presented in this thesis was motiatete desire to use LES in complex
high Reynolds number flows. There were two majaalleimges identified in performing large
eddy simulations of these complex flows. First, tbey high near wall mesh resolution required
at high Reynolds numbers, and second, the needrfaaccurate and computationally simple
method to generate inlet turbulent boundary coouiitifor developing flows. These challenges
led to the development of the wall modeling anétitlirbulence generation capability in the in-
house LES code GenIDLEST.

Large eddy simulations of complex high Reynolds benflows are carried out with the
near wall region modeled with a zonal two layer elad this dissertation. A novel formulation
for solving the turbulent boundary layer equatiam the effective tangential velocity in a
generalized co-ordinate system is presented anliedpp the near wall zonal treatment. This
formulation reduces the computational time in theer layer significantly compared to the
conventional two layer formulations present in tiberature and is most suitable for complex
geometries involving body fitted structured andtuwngtured meshes.

The synthetic eddy method, which is a stochastcgniure based on the classical view of
turbulence as a superposition of coherent strugtisreanplemented to generate the turbulence at
the inlet plane of the computational domain of depmg flow problems. This method is
designed to develop instantaneous velocity sighated on experimental, reduced RANS, or

any precursor simulation input data.

158



The zonal two layer wall model and the synthetidyechethod are validated individually
in turbulent channel flows and together in flow owe backward facing step at very high
Reynolds numbers. The effectiveness of combinhmgseé two techniques is systematically
shown in an experimental swirl combustor and amstrial scale gas turbine can combustor in
the Reynolds number range of 20,000 to 80,000 eothesponding Swirl number in the range of
0.43 to 0.7. The synthetic eddy method reducesctimeputational complexity and provides
accurate inlet turbulent specification, while tlmmal wall model represents the near wall region
accurately on a relatively coarse mesh in the cermpWirling flows. Furthermore, the synthetic
eddy method was used in a hybrid RANS-LES simufativa dry low emission can combustor
by using the upstream flow conditions from RANSy&merate inlet turbulence for the embedded
LES domain in the region of interest.

The integrated zonal near wall approach for veyoarid temperature is then successfully
used to investigate complex three dimensional to heat transfer in a ribbed duct passage for
internal turbine blade cooling. The zonal wall rabid further modified to take in to account the
effects of surface roughness. The roughness mddiwe layer wall model was able to predict
the mean flow and turbulent quantities in a rodglmned channel in good agreement with
experimental data at high Reynolds numbers.

The wall model approach results in significantisgy in computational resources by
virtue of the coarser grids that can be used in b@lnded flows. This also enables the use of
larger time steps, both of which together lead ttdeast an order of magnitude savings in

computational cost. The synthetic eddy method piewia cost effective and robust approach to
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accurately specify inlet turbulence data for comglews and helps in reducing the size of the
computational domain by limiting it to the immediatomain of interest. This thesis establishes
that the synthetic eddy method and wall modeled L#8vide a powerful avenue for

investigating complex engineering flows at high Ralgs numbers.
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Appendix A

Nomenclature

Contravariant basis vector

Specific heat
Hydraulic diameter
Rib height

Fanning friction factor

Contravariant metric tensor

Jacobian of the transformation

Contravariant flux vector

Thermal conductivity
Domain length in streamwise (x) direction
Surface normal vector
Nusselt number
Rib pitch or total pressure
Fluctuating pressure
Prandtl number
Heat flux
Flow rate in x direction
Reynolds number
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Re,  Reynolds number based on bulk velo(;'pty—ﬁbfh)

Re;  Reynolds number based on shear veIQeit%’:i)

Re Inverse of turbulent viscosity

S Swirl number

T Temperature

U Cartesian velocity vector

x' Distance from downstream of the rib
X

Physical space coordinate

g Computational space coordinate
Y Kinematic viscosity

yo, Density

T Shear stress

B Mean pressure gradient

y Mean temperature gradient

0 Fluctuating, modified or homogenized temperature
Q Total heat transfer surface area
Subscripts

S Surface

b Bulk mean time averaged velocity
0 Smooth duct or channel
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rms Root mean square
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Appendix B
Large Eddy Simulation of in Fully Developed Turbulent Channel Flow with

Heat Transfer at Re=590

In this section, a wall resolved LES is carried ou& fully developed turbulent channel
flow at Re=590 (Reynolds number based on shear velocity &ashrel half width). A grid
resolution of196 x 196 x 196 is used in the computational domain spanningmié x 26 X nd
in streamwise (x), wall normal (y), and spanwisg dzections respectively, wher@is half
channel width. The grid spacing in streamwise goahwise direction is taken to be uniform
resulting inAx* = 19 andAz* = 9.5. (superscript + denotes wall coordinates, i.emadization
by shear velocity,). Y of the first off wall grid point was taken to be8Cand then grid was
stretched in wall normal direction resulting inaotl96 grid points. Dynamics Smagorinski
model is used to model the effects of eddies sméatien the grid size. Periodic boundary
conditions were applied in streamwise and spandirgetions, while channel walls were treated
as no-slip boundaries with constant heat flux.

Flow predictions with the LES are compared with teierence DNS of Kim et al. [76].
Figure B.1 shows comparison of time averaged meaarawise velocity with the DNS [76]. It
is observed that the mean velocity is predictedexact agreement with DNS. Figure B.2
represents that the predicted Reynolds normals&seand Reynolds shear stresses are in very
good agreement with DNS. The maximum error in R&gatress prediction is 7% compared
with the DNS.

The Nusselt number predicted from the LES calomtattomes out to be 106.0. This

values matches in close agreement with the valuB06f6 from Dittus-Boelter correlation for
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fully developed pipe flows. With this detailed floand heat transfer validation, the temperature
profile predicted from wall resolved LES simulatienused for validation of heat transfer wall

model in Chapter 4.
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Figure B.1 Comparison of predicted mean velocity vilh DNS [76]
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Figure B.2 Comparison of predicted Reynolds stressevith DNS [76]
165



Appendix C
Large Eddy Simulations of Confined Weakly Swirlingflows with Synthetic

Inlet Turbulence

This sectionpresents the results from wall resolved as wellval modeled LES on
confined weakly swirling flows at Reynolds numbérl®,000 and characteristic Swirl number
of 0.33. Computational details are given in Chapdncluding the geometry, computational
domain, grid resolution, and boundary conditionsiérical procedure described for Re=20,000
and S=0.43 described in Chapter 5 is followed fenfggming LES simulations in this section.
Figure C.1compares input experimental mean flowtartalilent stresses and reproduced profiles
of these quantities from LES with SEM used at thetiplane of the computational domain.

C.1 Flow predictions

Time averaged mean velocity profiles at variouseashwise locations in the
computational domain are plotted in Figure C.2. Idaiulations were able to predict the higher
swirl velocity near the axis as well as steep gt in the swirl velocity in the shear layer as
observed in experiments accurately. It is importanmtote that the LES calculation with the wall
model is able to reproduce near wall velocitieallmegions of the combustor immediately after
expansion as well as further downstream of it indagreement with the experiments.

Wall resolved as well as wall modeled LES caldolet were able to predict the
variances of all three velocity components atwdllve stations in good agreement with the LDV

data. It is important to note that each variance dignificantly different values than the other
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two indicating strong anisotropies in the flow-flelFigure C.2 represents that the LES
calculations are able to simulate anisotropic tleee in the flow-field accurately. Also, they
predict the turbulent kinetic energy distributionthe shear layer as well as near the axis of the
combustor accurately. Higher magnitude of variarcfedreamwise and circumferential velocity
at the beginning of combustor section, which is ohéhe characteristics of the swirling flows
are captured well by the computations. Reynoldarssigesses are also predicted accurately with
LES. Both LES calculations were able to predicttimbulence production in the shear layer as
well in core region where the vortex breakdown pescoccurs. Predictions were able to capture
the trends especially the peaks in the Reynoldsstprofile in fairly good agreement with the
data.

Figure C.3 represents instantaneous streamlirmes frall modeled LES calculation.
These streamlines shows the typical characterisifcsveak to moderate swirl flows. The
streamlines exhibit curvature in the inflow secti@as against to straight flow in non-swirling
flow. A vortex breakdown can be observed in theaegf 2.5<x/H<3.3 in Figure C.3.a where
streamlines show flow reversal. An internal redmtion zone is created as a result of this
breakdown process. This internal recirculationezannot axisymmetric and has bubble shape.
The streamlines shown in the Figure C.3.b and Geéhmesent some more important features of
swirling flows. Figure C.3.b represents highly ding flow in the upstream region of the
combustor at a streamwise section at x/H=1. Theasilines at this section represent a large
swirling flow structure. As it can be noticed frdhis figure that the center of this swirling flow

is off the combustor axis. This further resultsionzero swirl and radial velocity components in
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this region. The oscillatory motion of the coherstitictures near the combustor axis represents
the presence of the precessing vortex core. The stréngth reduces in the downstream region
of the combustor section. Figure C.3.c represecthybd swirl flow region at a streamwise
location x/H=5 downstream of the sudden expandgibte.streamline structure at this section also

shows the presence of the several smaller cohstreictures.
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Figure C.2 Time averaged profiles of (from left taright) axial velocity (<u>/Uy), swirl
velocity(<ug>/ U},), variance of axial velocity («'u'>/U%), variance of swirl velocity
(<uyuy>/ UZ), Reynolds shear stress ¢€u,>/U%) for Re=10,000 and S=0.33 at (a)
x

P 0.17, (b); = 2.1, and (C)Z =6.3

(Reynolds stresses are scales up by a factor of 10)

Figure C.3 Instantaneous streamlines (Re=10,000 S38) in, (a) azimuthal plane (z/H=0),
(b) x/H=1, and (c) x/H=5
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Appendix E
Additional Flow Predictions in Backward Facing Step
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Appendix F

Simulation Code GenIDLEST

The code GenIDLEST (Generalized Incompressibledd@ed Large Eddy Simulation of
Turbulent flows) has been applied and validate@ inumber of turbulent flows ranging from
canonical geometries to complex configurations. &awamples calculations are: turbulent
channel flow, separating and reattaching flows, DdfStransitional vorticity dynamics in
complex fin configurations in compact heat exchasgeES of high Reynolds number turbine
blade internal cooling applications and LES of legdedge film cooling. Some important
elements of the software are summarized below.

* Hybrid structured mesh with unstructured block togy. Capability to handle non-
matching block interfaces, which allow local refiment in blocks and zonal embedding
of grids in critical regions.

» Can be used for RANS, URANS, LES, DNS and hybricGHERANS or DES.

* Moving dynamic meshes with spring analogy and tfanige interpolation (TFI) for
mesh redistribution under large displacements.

» Structural membrane model coupled to the fluid solv

» Dispersed Phase modeling capability.

» Conjugate Heat Transfer modeling capability.

» Discretizations range from second-order centrdeddhce, to third-order upwind biased

or QUICK which can be used with or without limiters
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Dynamic Smagorinsky Model for subgrid stress madgin LES calculations

RANS models based on tlken model and Menter's baseline and shear stresspioain
models are implemented.

LES wall models for calculations of high Reynoldsnber wall bounded flows.

Synthetic Eddy Method for specifying inlet turbuterboundary condition.

Range of boundary conditions: periodic, walls witbowing or suction, constant
temperature or flux boundary conditions, inlet, flowt, symmetry, and pressure
boundary conditions.

Modified equations for fully-developed flow and hé&@ansfer assumptions.

Solid blockages with no-slip, blowing, suction, stant temperature or flux boundary
conditions can be interspersed in the computatidoadain.

Scalable linear systems solver based on Krylov blghCG for symmetric systems and
BIiCGSTAB and GMRES(m) for non-symmetric. Multi-ldvadditive/multiplicative
Schwarz preconditioners are available with JacBBIOR, and Stones strongly Implicit
method (similar to ILU(0)) relaxers in each caclek.

Tools for extracting mean and turbulent statistisitex extraction and identification
techniques based on th& andi, method are also available.

Highly parallelizable and scalable to 100’s of mesors for quick turnaround times on

high fidelity computations.
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