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Abstract 

Large Eddy Simulations of high Reynolds number Complex Flows with Synthetic Inlet 

Turbulence 

Sunil Shankarrao Patil 

The research was motivated by the desire to use Large Eddy Simulations (LES) to 

calculate liner heat transfer in industrial scale gas turbine combustors, which operate at high 

Reynolds numbers and high Swirl numbers. LES has several challenges which need to be 

surmounted for general application to complex high Reynolds number turbulent flows. The 

primary challenge in wall bounded flows is the need for very fine grids in the vicinity of walls, 

which makes LES impractical at high Reynolds numbers. An additional challenge is the accurate 

representation of inlet turbulent conditions for developing flows such that the computational 

domain size is limited to the immediate region of interest. The generalization of solutions to 

surmount these issues in complex geometries and grids is yet another challenge. 

To meet these challenges, a novel formulation, implementation, and validation of a two 

layer velocity and temperature zonal wall model along with the implementation of the synthetic 

eddy method in a generalized coordinate system LES framework is presented in this thesis.  The 

wall model greatly alleviates the grid requirements, whereas the synthetic eddy method provides 

accurate turbulent inlet boundary conditions. The methods are validated in turbulent channel 

flow up to a Reynolds number of 2x106, a backward facing step at Re=40,000, before application 

to a model swirl combustor at Re=20,000 with a Swirl number of 0.43 and flow and heat transfer 

in an industrial scale can combustor at Re=80,000 and Swirl number of 0.7. The integrated zonal 
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near wall approach for velocity and temperature is then successfully used to investigate flow and 

heat transfer in a statistically three-dimensional flow of a ribbed duct passage used for the 

internal cooling of turbine blades.  The zonal wall model is further modified to take in to account 

the effects of surface roughness and successfully used to investigate flow in a rod roughened 

channel at high Reynolds numbers up to 60,000. 

In all cases it is shown that the zonal wall model used with the synthetic eddy method for 

inlet turbulence generation can result in large savings in computational cost without any 

significant loss in accuracy when compared to wall resolved LES and experiments. In a turbulent 

channel flow at Re=45,000, computational complexity was reduced by a factor of 285 using wall 

modeled LES, whereas in a statistically three-dimensional flow and heat transfer in a ribbed duct, 

at Re=20,000, the computational complexity was reduced by a factor between 60 and 140. In a 

swirl dominated can combustor at Re=20,000, the reduction was more modest at a factor of 9. 
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Chapter 1 

Background, Motivation and Objectives 

Both the desire for better efficiency and the need for lower emissions have reduced the 

amount of cooling air that the combustion engineer has available for combustor liner cooling in 

modern gas turbine engines. As combustors are designed to reduce emissions, there is 

insufficient liner cooling available as more air is utilized in the premixing process and reaction 

zones to maintain as low a temperature as possible. Due to this requirement, the effectiveness of 

backside cooling techniques involving impingement, convection, or surface enhancement 

techniques becomes more critical (Chin et al. [1], Metzger et al. [2], Andrews et al. [3], Fric et al. 

[4],  Schulz [5], Arellano et al. [6] and Smith and Fahme [7]). Due to longer operating cycles for 

power turbines, the combustor liner needs to meet durability targets of 30,000 hours. To avoid 

liner failure from over-heating, it is extremely important to accurately quantify the liner heat load 

in the lean premixed combustor environment. Also, the cooling techniques for the low NOx 

combustor liner require more backside cooling and less or almost no film cooling. The lack of 

knowledge of the local gas side convective heat transfer distribution on the combustor liner 

makes effective cooling of liners more difficult.  Current industry practice used for liner cooling 

is based on peak heat load (quantified based on the peak combustion temperature) rather than 

local near wall conditions. This conservative approach requires very high cooling rates on the 

liner wall, thus requiring complicated cooling designs and high coolant flow rates. This also 

creates overcooled and undercooled spots in certain locations resulting in huge thermal gradients 

and significant thermal stresses. This issue is more complicated considering that the peak heat 

load estimate itself has significant uncertainty.  
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 Several articles that focus on the development of Dry Low Emissions (DLE) combustors 

for industrial gas turbine engines have been published. Studies by Smith et al. [8], Vandervort et 

al. [11], White et al. [12] and Roberts et al. [13] have focused on development of low NOx 

combustors with the viewpoint of producing lower emissions. Although the designs of these 

combustors vary, all of them use minimal film cooling. Arellano et al. [6] presented a study on 

an effective backside cooling scheme for an ultra-lean premixed combustion system. The 

augmented backside cooled liner in their study, eliminates film cooling in the combustor primary 

zone and uses trip strip turbulators along the cold side of the liner to enhance heat transfer and 

thermal barrier coatings on the gas side liner wall to reduce the heat load. Behrendt et al. [14] 

recently designed a test rig for the characterization of advanced combustor cooling concepts for 

gas turbine combustors. Their test rig was intended to allow investigations at elevated pressures 

and temperatures representing realistic operating conditions of future low emission combustors. 

Lu et al. [15] recently studied the effect of different swirl angles for a DLE combustor on flow 

and heat transfer distributions. 

Typically, a swirler is used in industrial gas turbines to impart a high degree rotation of 

flow at the combustor primary zone which helps to promote better air-fuel mixing and to induce 

a recirculatory flow in the primary zone. During the real lean-burn engine operation, gaseous fuel 

is injected from a series of fuel nozzles mounted on bluff bodies to premix with main stream 

intake air. The premixed gaseous fuel-air mixture is then ignited and the flame is stabilized at the 

recirculation zone behind bluff bodies. Due to the wakes or recirculation vortices, which are 

caused by turbulent flow boundary layer separation on the surface of the bluff body, the flow 
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transitions to a highly turbulent state so as to provide more energy to the flow and also to help 

better air-fuel mixing. Furthermore, the recirculation zone behind the bluff body contributes as a 

flame stabilizer to help trap the flame at high speed flow conditions.  

Most of the studies investigating swirling jet structure involved measurement of mean 

velocities and turbulence quantities. Gore and Ranz [16] characterized the recirculation zone in 

swirling flows with varying geometric conditions. Reduction in jet centerline velocity was 

observed indicating the existence of an axial pressure gradient. They concluded that the jet 

spread angle is a function of applied swirl. Chigier and Chervinsky [17] also observed the jet 

spread angle to be a function of applied swirl. Brum and Samuelson [18] reported two-

component Laser Doppler Velocimetry (LDV) measurements in an axisymmetric combustor 

model with coaxial swirling jets. Vu and Gouldin [19] reported hot wire measurements in an 

axisymmetric combustor. In recirculation zones, tangential velocities were found to be very 

small while levels of turbulence and dissipation rate were very high. Rhode and Lilley [20] 

performed mean flow-field studies in axisymmetric combustor geometries with swirl. Various 

flow-field configurations with different side wall angles and swirl vane angles were investigated 

to characterize the time-mean streamlines, recirculation zone and regions of high turbulence. The 

length and width of the recirculation zone was found to increase with increase in swirl vane 

angle until a critical angle was reached, after which any further increase in swirl shortened the 

length but further increased the width. The major effect of side wall expansion angle was to 

shorten the corner recirculation region, with no major effect on the central recirculation region. 
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Ferrell et al. [21] reported experiments with five-hole pitot probe velocity measurements and 

flow visualization.  

Bailey et al. [22] conducted experimental and numerical simulations to characterize heat 

transfer on F class combustor liner cooled by impingement jets and cross flow between liner and 

sleeve. Calculations were performed using various Reynolds Averaged Navier-Stokes (RANS) 

based turbulence models with different near wall treatments. Raj and Ganeshan [23] studied the 

effect of various geometric parameters like vane angle, vane number, hub to tip ratio on flow 

development downstream of the swirler. They characterized swirl flow by the size of the 

recirculation zone, mass trapped in it and axial pressure drop. Fernando et al. [24], Grinstein and 

Fureby [25] reported Large Eddy Simulation (LES) studies of flow in swirl combustors. Paik and 

Sotiropoulus [26] performed detached eddy simulations of moderately high Reynolds numbers 

turbulent swirl flows through an abrupt expansion. 

In summary, considerable work has been done in investigating combustor backside 

cooling schemes and in understanding the aerodynamics of swirl flow. The research presented in 

this thesis started with the aspiration to predict the effect of swirling flow on the local convective 

heat load imposed on combustor liners to support the development of more effective cooling 

schemes to maintain improve combustor durability with minimal cooling air. The challenge in 

predicting liner heat transfer in industrial swirl combustors stems from the highly turbulent flows 

generated by high Swirl numbers greater than 0.6 at high Reynolds numbers between 50,000 to 

800,000.  The high Reynolds number flows prompted initial calculations with the RANS method 

which proved to be adequate in predicting the liner heat transfer in comparison to experiments. 
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The research then attempted to extend this initial success with RANS into the domain of Large-

Eddy Simulations which proved to be problematic because of the high grid densities required to 

accurately resolve the combustor liner boundary layers. The unreasonable near wall grid 

requirements was further exacerbated by the need to accurately represent the swirl flow entering 

the combustor requiring that the swirl injector also be included in the LES calculation domain. It 

became apparent that in order for LES to be a viable tool in predicting combustor liner heat 

transfer, two critical issues, near wall resolution, and the ability to accurately specify time-

dependent turbulent inlet conditions had to be surmounted. 

The bulk of this thesis deals with developments in resolving these two issues and is the 

main contribution of this work.  The main objectives, therefore, are to develop wall modeling 

capabilities within the framework of LES to preempt the dense grids needed in near wall regions 

at high Reynolds numbers, and to evaluate techniques for the generation for inlet turbulent 

boundary conditions such that inlet boundaries can be placed in close proximity to regions of 

interest. While the utility of these developments is clear in combustor liner heat transfer 

problems, these also have far ranging implications in the prediction of all types of complex 

turbulent flows.   

The thesis is organized as follows: 

- Investigation using RANS prediction techniques in high swirl can and annular 

combustors under representative industrial conditions is carried out in Chapter 2. The 

combustor and swirler geometries and conditions were provided by Solar Turbines. 

Different turbulent models are evaluated for predicting high Swirl number flows. The 
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location and magnitude of peak heat transfer on the liner wall is investigated and 

explained in relation to the flow physics, Reynolds number and Swirl number.  

- Governing equations and numerical details used for LES simulations are described in 

Chapter 3. A literature review was conducted on the use of LES wall models and the 

generation of turbulent inlet boundary conditions. The developments and 

implementation of these techniques within the framework of the in-house software 

GenIDLEST is explained.  

- The efficacy of the wall model and inlet turbulence generation is systematically 

validated in Chapter 4. First, the wall model is tested in a fully-developed channel 

flow for Reynolds number up to 2x106, followed by validation of the inlet turbulence 

generation method to generate sustained spatially and temporally correlated 

turbulence in a developing turbulent channel flow. Finally, both techniques are 

validated together in a backward facing step geometry at Re=40,000.  

- In Chapter 5, swirl dominated flows are revisited in can combustors at high Reynolds 

numbers with LES.  First, the wall model and the inlet turbulence boundary condition 

are extensively validated against available experimental data in a model can 

combustor at Re=20,000 and a Swirl number of 0.43. The industrial scale can 

combustor geometry of Solar Turbines is then simulated at Re=80,000 and a Swirl 

number of 0.7. The calculations show excellent agreement with the experimental 

distribution of liner heat transfer, vindicating the objectives of this research effort. 
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- Efficacy of the wall modeled LES is further demonstrated in Chapter 6 in a ribbed 

duct geometry used in internal cooling passages. Two Reynolds numbers are 

investigated, Re=20,000 and 60,000. It is clearly demonstrated by comparison with 

past wall resolved LES efforts that the wall model reduces the computational 

complexity by at least an order of magnitude without any significant loss in accuracy. 

The wall model is then extended to the simulation of rough surfaces. Comparison 

with available experiments at high Reynolds numbers shows that the roughness 

modified wall model successfully predicts the effect of roughness on the mean as well 

as turbulent flow-field. 

- Summary of the thesis with concluding remarks is presented in Chapter 7. 

 

The thesis makes the following engineering and scientific contributions to the literature. 

- The zonal two-layer wall model is formulated in the generalized coordinates LES 

framework with novel treatment for the effective tangential velocity. This formulation 

reduces the calculation time in the inner layer significantly and is most suitable for 

complex geometries involving body fitted and unstructured meshes.  This formulation 

is extended further to account for near wall heat transfer and surface roughness. 

- The integrated zonal treatment for velocity and temperature is used to investigate 

successfully the complex three dimensional flow in an internal ribbed cooling turbine 

duct geometry for the first time.  
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- Flow in the rod roughened channel is investigated at high Reynolds numbers. This is a 

first of kind study where a two-layer roughness model is formulated in the LES 

framework and showed to successfully account for effects of roughness on mean flow 

and turbulent statistics. 

- The efficacy of inlet turbulence generation and the wall model to reduce the 

computational resources and overall calculation time is demonstrated in a backward 

facing step flow at a high Reynolds number, Re=40,000, which is the highest 

Reynolds number LES in a backward facing step geometry. 

- The use of the synthetic eddy method to accurately represent the inlet turbulence in 

complex turbulent swirling flows at different swirl strengths is demonstrated in an 

experimental swirl combustor and industrial scale can combustor. The synthetic eddy 

method with a zonal wall model is used for the first time to investigate the swirling 

flow-field in a combustor. It is shown that the accurate generation of inflow turbulent 

conditions is important to the flow predictions inside the combustor.  

- Liner wall heat transfer is characterized in an industrial Dry Low Emission  

combustor. This is the first of a kind RANS study where the effect of realistic engine 

condition Reynolds numbers on the liner wall heat transfer is studied. Two different 

configurations, can and annular combustors with engine scale swirlers generating 

different swirl strengths were investigated. A comparative study between these two 

configurations is performed with a proposed definition of a modified Swirl number. 
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This study will provide guidelines to combustor designers for developing more 

efficient cooling schemes for industrial gas turbine combustors. 

- A first of a kind hybrid RANS-LES simulation is performed in an industrial gas 

turbine can combustor. Inflow time-dependent boundary conditions are generated 

using results from upstream RANS data for LES calculations embedded in the region 

of interest. The zonal near wall treatment, used to characterize the liner wall heat 

transfer and its interaction with the swirling flow is found to accurately calculate heat 

transfer coefficient distribution on the liner wall. This study will encourage the use of 

such hybrid RANS-LES techniques in industries to study the complex time dependent 

turbulent features in regions of interest.   
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Chapter 2 

RANS Investigation of Convective Heat Transfer in Dry Low Emission (DLE) 

Gas Turbine Combustors 

The objective of this chapter is to characterize combustor liner wall heat transfer and 

investigate the effect of Reynolds number and Swirl number on liner wall convective heat 

transfer coefficient in a can and annular type gas turbine combustor configuration at realistic 

engine conditions. An engine scale swirler is used to simulate the actual flow conditions 

downstream of the swirler. The Reynolds numbers vary between 50,000 to 840,000 and the Swirl 

number between 0.7 to 0.98. The numerical calculations investigated RANS (Reynolds Averaged 

Navier-Stokes) based turbulence models to predict the swirling flow and surface heat transfer 

coefficients. For comparison, different turbulence models, such as, standard, realizable and RNG 

(Re-Normalization Group theory) k-ε, SST (Shear Stress Transport) are tested. It is shown that 

for a given Swirl number, the location of peak heat transfer augmentation is quite independent of 

the Reynolds number, whereas the augmentation ratio decays considerably as the Reynolds 

number increases. Different swirl strengths in different configurations play a major role in the 

value of the heat transfer augmentation and its decay with an increase in Reynolds number. The 

study is unique in that these trends on combustor liner gas side wall heat transfer have never 

been captured and explained in the literature and have important implications on the design of 

liner wall cooling systems. 
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2.1 Computational Methodology 

 A full three dimensional incompressible steady state analysis was carried out using the 

commercial software ANSYS-FLUENT [27] to characterize heat transfer on the liner wall as 

well as to visualize and understand the effect of strong swirl. Figure 2.1 shows the computational 

domain for can combustor configuration, consisting of a periodic segment of the injector and the 

can combustor.  The flow in a single passage of the injector swirler vanes is simulated. It consists 

of an annular inlet section, followed by the swirler vanes, the fuel injector followed by a straight 

section of the injector which opens into the can combustor. The computational domain was 

mapped using a multi-block structured mesh with total 3.4 million hexahedral cells. Figure 2.2 

shows the computation domain for the annular combustor configuration, consisting of a swirler 

nozzle and a periodic segment of the annular combustor. The flow in a single swirler nozzle with 

12 swirler vanes which expands in the annular combustor is simulated. The computational 

domain for the annular combustor was mapped using a multi-block structured mesh with total 

20.5 million hexahedral cells using commercial grid generation software GRIDGEN. Figure 

2.3.a displays the grid on the swirler vane wall while Figure 2.3.b shows the mesh in the vane 

passages. The swirl nozzle consists of about 3 million mesh elements. Figure 2.3.c gives the 

overall frontal mesh view from upstream of the flow inlet. Near wall orthogonality is maintained 

as much as possible in both the configurations to improve solution accuracy and convergence 

characteristics. 

For the RANS calculations, two approaches were used to resolve the boundary layer. For 

lower Reynolds numbers (Re = 50,000 and Re = 80,000), wall integration was used as the near 
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wall treatment with y+ values in the range of 1 to 5. The wall function approach was more 

economical at high Reynolds numbers with y+ ranging from 30 to 100. The SIMPLE algorithm is 

used for pressure velocity coupling with the second order upwind convection discretization 

scheme for all variables. Table 2.1 summarizes the numerical calculations and Table 2.2 

summarizes the boundary conditions used in the numerical investigation. The inlet section of the 

computational domain was given a boundary condition of mass flow inlet based on Reynolds 

number. The Reynolds number was increased using higher inlet velocity (for 50,000 and 80,000 

case) and higher density (for Re=200,000 and above). Periodic boundary conditions were 

specified in the azimuthal direction, and an outflow condition was used at the combustor exit. 

The rest of the domain surfaces including vanes were assigned wall (no slip) boundary 

conditions. A surface heat flux value was specified for the combustor liner wall while all other 

walls were treated as adiabatic. All the computations were run on the IBM IDataPlex nodes. 

Each node is dual-socket quad-core with Intel Nehalem processors running at 2.26 GHz with 48 

GB of RAM each. 

 

2.2 Results 

2.2.1 Validation of Computational Model 

 A number of different turbulence models were tested for their ability to predict the 

strongly swirling flow in the combustor. Figure 2.4 compares results of various turbulence 

models used in the calculations with experimental data for a Reynolds number of 50,000 for the 

can combustor configuration. The heat transfer coefficient at the liner wall is characterized by 



 

15 

 

the Nusselt number augmentation ratio, where the baseline Nusselt number is obtained from the 

Dittus-Boelter correlation for fully-developed turbulent pipe flow with heated walls. 

 0.8 0.4
0 0.023 Re PrNu = × ×  (2.1) 

The circumferentially averaged Nusselt augmentation predictions are plotted versus axial 

distance normalized by the hydraulic diameter of the combustor. It was found that the RNG 

model with swirl modification and differential viscosity model [27] predicted the results in best 

agreement with experiments. The model predicted both the location and magnitude of peak heat 

transfer in exact agreement with experiments. However, some difference between the model 

prediction and experiments exist downstream of the peak location. It was found that the SST 

model over predicted the values of peak heat transfer coefficients while the standard and 

realizable k-ε models under predicted it. Also the peak location is predicted downstream of the 

experimental measurements. It is clear from this comparison that the RNG model predicts the 

highly strained swirl flow coming out of the injector with much better fidelity than the other 

models. Hence, the RNG model is used for investigating the effect of Reynolds number on heat 

transfer. 

Figure 2.5 further compares predictions with experiments at Re=50,000 and 80,000 using 

the RNG k-ε model. It is observed that the predictions compare very well with experiments at 

Re=80000. More importantly, it is also observed that the location of peak heat transfer remains 

the same but the magnitude of peak augmentation reduces from approximately 10 to 8. This is 

explained by investigating the flow-field in the combustor in more detail. 
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Figure 2.6 compare predictions with the experimental measurements for all three 

Reynolds number investigated in the range 210,000 and 840,000 for the annular combustor 

configuration. It is observed that predictions compare reasonably well with experiments. For all 

three Reynolds numbers, the computational model is able to predict peak heat transfer magnitude 

and location in close agreement with the experiments. The computational model predicted the 

magnitude of heat transfer augmentation at the peak location in very close agreement with 

experiments for Reynolds numbers of 210,000 and 420,000 and in fairly good agreement for 

higher Reynolds number of 840,000. However, some difference between the model prediction 

and experiments exist downstream of the peak location. The same trends between prediction and 

experiments were also observed in can combustor configuration. Overprediction of heat transfer 

augmentation in the region far downstream of the peak heat transfer location represents that the 

decay rate of swirl and turbulence is underpredicted in this region by the computational model. 

The computational model was also able to capture the differences in the magnitude of peak heat 

transfer augmentation on the convex and concave combustor liner walls. It is important to note 

that the experimental measurements observed much larger drop in augmentation on concave liner 

walls for Reynolds number of 840,000. Numerical calculations slightly overpredicted the Nusselt 

augmentation on the concave liner wall. This might be due to a comparatively coarser near wall 

mesh resulting in higher values of wall y+, though the calculation on this grid did not result in 

any significant change in convergence characteristics of any conservative variable compared 

with calculations for the other Reynolds numbers. 
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2.2.2 Flow-field Characteristics 

 Figure 2.7 characterizes the flow-field for a Reynolds number of 50,000 in a can 

combustor configuration. The streamline plot in Figure 2.7 expresses two main features of swirl 

flow in the combustor geometry, a corner recirculation zone, and a central recirculation zone. 

The presence of the central recirculation zone indicates that the Swirl number is beyond the 

critical value of 0.6. The Swirl number is defined as the ratio of axial flux of tangential 

momentum to axial flux of axial momentum and is calculated as  

2
0

S x

x

r V V d r

R V d r
θ∫=
∫  (2.1)

Its value at an axial plane near the injector exit was found to be 0.7. The computational flow 

structure is in complete agreement with past studies [20].
 

      Figure 2.7 also shows that the location of the peak heat transfer coincides with the 

impingement of the highly energetic shear layer issuing from the injector. The flow impingement 

can be visualized with contours of normalized axial velocity and turbulent kinetic energy. A 

large augmentation in heat transfer coefficient is observed because of the very high values of 

axial velocity and turbulent kinetic energy near the impingement location. Furthermore, the 

spread angle of flow expanding into the can combustor is much higher than that without swirl, 

which results in flow impingement very close to the inlet of the combustor (X/D=0.38) with 

higher axial velocity. This is the main mechanism responsible for the location and peak 

magnitude of heat transfer augmentation. 

Figure 2.8 visualizes the 3D swirl dominated flow-field by replicating the computation 

domain in the azimuthal direction to cover the full combustor. The isocontours (value = 1000) of 
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vorticity colored with axial velocity are shown. Structures of corner recirculation zone, central 

recirculation zone and precessing vortex core show good qualitative agreement to the 

experimental visualization provided by Rhode et al. [20] for a similar geometry. 

 Similar flow structures were observed for the annular combustor configuration and are 

represented in Figure 2.9. The Swirl number was found to be 0.98, which is significantly higher 

than the can configuration. This higher swirl strength results in higher shear layer spread angle 

and hence a shorter corner recirculation zone. This is further explained in later subsections. 

2.2.3 Effect of Reynolds number 

Figure 2.10 shows the effect of Reynolds numbers ranging from 50,000 – 500,000 on the 

location and magnitude of the computed heat transfer coefficient along the can combustor liner 

wall. It is clear that the peak value of heat transfer augmentation reduces with an increase in 

Reynolds number but the location of the peak value does not change with increasing Reynolds 

number.  

Figure 2.11 shows the variation of peak Nusselt number augmentation with Reynolds 

number. The numerical values match in very close agreement with experimental results at 

50,000, 80,000 and 500,000. Experimental data for 500,000 was reported by Goh [28] on exactly 

the same geometry. The large drop in augmentation ratio but the invariability of the location of 

peak heat transfer with Reynolds number is explained in the following manner. 

Figure 2.12 shows the variation of turbulent kinetic energy (TKE) normalized with the 

square of mean velocity in the can combustor at a location near the peak heat transfer. Since in 

most shear flows, wall heat transfer is largely dependent on the magnitude of near wall turbulent 
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quantities, the TKE magnitude close to the wall is a good indicator of turbulent activity. The plot 

shows that the normalized TKE reduces with increase in the Reynolds number, hence explaining 

why the heat transfer coefficient augmentation ratio decreases with an increase in Reynolds 

number (it is noted that the heat transfer coefficient increases with Reynolds number). The TKE 

production in the impinging shear layer is dependent on the Reynolds number as well as the 

degree of swirl. However, it is noted that even with the increase in Reynolds number the Swirl 

number remains constant at 0.7 since it is largely dependent on the injector vane geometry. 

Hence, although turbulent production increases in the impinging shear layer as a result of 

increased Reynolds number, the normalized value decreases because it is strongly dependent on 

the Swirl number which remains the same. 

The relative invariability of the peak location with Reynolds number can also be 

explained by the constant Swirl number. The primary reason for this is that the flow pattern 

established in the combustor is independent of the Reynolds number. Figure 2.13 shows the 

streamline structure in the combustor for Reynolds numbers of 80,000 and 500,000. It is seen 

that the overall flow structure changes very little and hence the location of impingement remains 

fairly constant over the range of Reynolds numbers.  

Similar observations are made for annular combustor configuration. Though, for annular 

combustor configuration, the drop in Nusselt augmentation with increase in Reynolds number is 

slow. The CFD simulations capture the trend in heat transfer coefficients reasonably well, 

especially near the peak location. There are some differences between the convex and concave 

surfaces with the concave surface showing higher heat transfer coefficients than the convex 
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surface for Reynolds numbers 210,000 and 420,000. This is attributed to the higher levels of 

turbulent kinetic energy in the impinging shear layer near the concave combustor liner wall as 

compared to the convex liner wall (see Figure 2.14). Similar to the can combustor, it is also 

observed that the flow structures in the combustor are mostly independent of the Reynolds 

number and are mainly a function of Swirl number which remains constant at a value of 0.98 for 

the Reynolds number range investigated. 

2.2.4 Effect of Swirl Strength 

 The characteristic Swirl number was found to be 0.7 and 0.98 for can and annular 

combustor configurations, which remained constant for the investigated Reynolds number range 

for the respective configurations. This difference in swirl strength results in different values of 

Nusselt augmentation and normalized flow impingement length. To make a comparison between 

these two configurations of can and annular combustor, a modified Swirl number is proposed as 

in Equation (2.2).  

� =
��������
�� ���� ��

ℎ
��

 (2.2)

where, h is the step expansion height as shown in Figure 2.15. This modified Swirl number not 

only takes into account the swirl strength produced by the swirler but also includes the 

geometrical features of the combustor in the form of the non-dimensional expansion step height, 

which is an important parameter influencing the location and the strength of the shear layer 

impinging on the liner wall.  The proposed modified Swirl number enables the comparison of the 

peak heat transfer augmentation magnitude and location in both can and annular combustor 
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geometries. The values of this modified Swirl number were found to be 0.47 and 0.67 for the can 

and annular combustor geometry, respectively. Values of normalized distance (x/Dh) of shear 

layer impingement and maximum heat transfer augmentation are 0.38 and 0.15 for the can and 

annular combustor configurations, respectively. This length is 60 percent shorter for the annular 

combustor compared to the can combustor. (This is in spite of the fact that the hydraulic 

diameter of the annular combustor is only 35 percent larger than that of the can combustor.) The 

higher values of the modified Swirl number in the current study results in a higher spread angle 

which further results in a shorter impingement length. The spread angle for annular combustor 

shear layer is about 6○ higher than that of the can combustor.  

Figure 2.16 compares the peak value of heat transfer coefficient enhancement with 

Reynolds number for both the concave and convex surfaces of annular combustor with that of 

the can combustor. It is observed that for the Reynolds number of 200,000 and higher, both the 

convex and concave surface in the annular combustor configuration show a slower decay than 

that observed for the can combustor liner wall. Also it is important to note that for the same 

Reynolds number, for example 420,000, the value of peak heat transfer augmentation is much 

higher for both convex and concave surfaces in the annular combustor than in the can combustor 

study. This also can be attributed to the higher modified Swirl number in the annular combustor 

configuration. The modified Swirl number seems to be playing a more dominant role than 

Reynolds number in the annular combustor configuration. The higher modified Swirl number not 

only results in higher heat transfer augmentation but also results in a smaller decrease at high 

Reynolds number in annular combustor compared to the can combustor configuration.  
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2.3 Conclusions 

Numerical calculations are performed to investigate the convective heat transfer 

characteristics of dry low emission gas turbine combustor liners under cold flow conditions. 

RANS based turbulence models were tested to predict the swirling flow and surface heat transfer 

coefficients in an engine scale can and annular combustor. The RNG turbulence model was best 

suited for the swirl dominated flow. Results for peak heat transfer augmentation factor and 

location were in close agreement with experimental predictions.  

It is observed that the flow-field in the combustor is characterized by an expanding 

swirling flow which impinges on the liner wall close to the inlet of the combustor. The 

impinging shear layer is responsible for the peak location of heat transfer augmentation. It is 

observed that as Reynolds number increases, the peak heat transfer augmentation ratio reduces, 

while the peak location remains the same.  This is attributed to the reduction in normalized 

turbulent kinetic energy in the impinging shear layer which is strongly dependent on the Swirl 

number that remains constant with change in Reynolds number. Additionally, since the flow 

structure in the combustor is also a function of the Swirl number, the peak location does not 

change with Reynolds number. The size of the corner recirculation zone near the combustor liner 

remains the same for all Reynolds numbers and hence the location of shear layer impingement 

and peak augmentation does not change. The interaction of the swirl flow with the different 

surface curvatures in the annular combustor results in a slightly different heat transfer 

characteristics on the concave and convex liner walls. 
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A modified Swirl number based on the step height is proposed for comparing the location 

and decay of peak heat transfer between the can and annular combustor configurations. It is 

observed that a larger modified Swirl number results in higher jet spread angle and a shorter 

impingement length. The higher modified Swirl number results in much higher heat transfer 

augmentation for the same Reynolds number and results in a slower decay of heat transfer 

augmentation with increase in Reynolds number. 
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2.4 Tables 

 

 

Table 2.1 Numerical calculation summary 

 

Reynolds 

number 

Combustor 

configuration 

Turbulence 

model 

Near wall 

treatment 
Mesh adaptivity 

50,000 

 
Can 

Standard k- ε  

Realizable k- ε 

RNG k- ε 

SST   k-ω 

RSM 

Wall 

integration 

 

Not applied 

80,000 Can RNG k-ε 
Wall 

integration 
Applied based on y+ 

300,000 Can RNG k- ε Wall function Not applied 

350,000 

 
Can RNG k- ε Wall function Not applied 

400,000 Can RNG k- ε Wall function Applied based on y+ 

500,000 Can RNG k- ε Wall function Applied based on y+ 

210,000 Annular RNG k- ε Wall function Applied based on y+ 

420,000 Annular RNG k- ε Wall function Applied based on y+ 

840,000 Annular RNG k- ε Wall function Applied based on y+ 
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Table 2.2 Boundary conditions 

 

Computational face Flow BC Thermal BC 

Inlet 
Mass inflow / Velocity 

Inlet 
(Ref. Temp = 294K) 

Outlet Outflow - 

External Periodic Periodic Periodic 

Liner wall No slip Surface heat flux specified 

Hub, casing, vanes and 

injector pins 
No slip Adiabatic (surface heat flux= 0) 
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2.5 Figures 

 

 

 

Figure 2.1 Computational domain consisting periodic segment (sector angle = 18o) of swirl 

nozzle and can combustor 

 

 

 

Figure 2.2 Computational domain consisting of swirl nozzle and periodic segment (sector 

angle = 30o) of annular combustor 
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(a) 

 

 

(b) 
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(c) 

Figure 2.3 Computational grid details for annular combustor configuration. (a) mesh on 

the swirler vanes (b) mesh in the passage between the two vanes (c) head on view of overall 

mesh in the swirler and annular combustor 
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Figure 2.4 Comparison of numerical predictions for can combustor liner wall heat transfer 

augmentation with experiments using different turbulence models at Re=50,000 

  

Figure 2.5 Nusselt number augmentation for Re=50,000 and Re= 80,000 along the can 

combustor liner wall 
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(a)  

(b)  

Figure 2.6 Nusselt number augmentation on (a) concave liner wall, and (b) convex liner 

wall of the annular combustor 
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(a) 

 

(b) 

 

(c) 

Figure 2.7 (a) Flow streamlines (b) contours of normalized axial velocity, and (c) contours 

of normalized turbulent kinetic energy in a meridional plane in the can combustor 

(Re = 50,000) 
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Figure 2.8 Axial vorticity iso-contour (value = 1000) in can combustor colored with axial 

velocity 

(Re=50,000) 

 

 

 

 

 

 

 

Central recirculation 

zone 

Corner recirculation 

zone 

Precessing vortex core 
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(a) 

 

 

(b) 

Figure 2.9 (a) Flow streamlines, and (b) contours of normalized axial velocity in a 

meridional plane in the annular combustor 

(Re = 420,000) 
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Figure 2.10 Effect of Reynolds number on can combustor liner wall heat transfer 

augmentation 

 

Figure 2.11 Variation of peak heat transfer augmentation ratio on can combustor liner wall 

with Reynolds number 
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Figure 2.12 Variation of normalized turbulent kinetic energy with Reynolds number near 

shear layer impingement location on can combustor liner wall 

 

 

(a) 

 

(b) 

Figure 2.13 Flow streamlines in can combustor for (a) Re = 80,000 and (b) Re = 500,000 
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Figure 2.14 Variation in normalized turbulent kinetic energy with increase in Reynolds 

number near shear layer impingement location on the annular combustor liner wall 

 

 

 

Figure 2.15 Generic representation of swirler-combustor configuration 
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Figure 2.16 Variation of peak heat transfer augmentation with Reynolds number for can 

and annular combustor 

 

 

 

 

  



 

38 

 

Chapter 3 

Governing Equations and Numerical Implementation 

The main goal of this chapter is to present the development of the LES wall modeling 

technique and the implementation of the synthetic eddy method for the generation of inlet 

turbulence. Peripheral to these goals are the governing equations and the numerical methods 

employed for the LES of complex flows. The chapter first describes the non-dimensional 

incompressible mass, momentum, and energy conservation equations in a generalized coordinate 

system with a brief description of the numerical method employed and the algorithmic 

considerations. This is followed by the motivation behind different wall modeling techniques 

used with LES. A notable contribution of this chapter is the generalization of the two layer wall 

model to complex geometries for both the momentum and energy equations. Different 

techniques used in the literature for the generation of turbulent inlet boundary conditions are then 

outlined and the implementation of the synthetic eddy method is described. This chapter forms 

the theoretical foundation of the LES simulations performed in the following chapters. 

3.1 Governing Equations and Numerical Method 

The governing equations for unsteady incompressible viscous flow consists of mass, 

momentum, and energy conservation laws. The equations are mapped from physical )(x
�

to 

logical/computational space )(ξ
�

 by a boundary conforming transformation )(ξ
���

xx = , where 

),,( zyxx =�  and ),,( ζηξξ =
�

. The equations are non-dimensionalized by a suitable length scale (L*) 

and velocity scale (U*) and written in conservative non-dimensional form as: 
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Mass: 

 0jgU
jξ

∂   = 
 ∂

 (3.1) 

Momentum: 

 ( ) ( )( ) 1 1
( )

Re Re
j

i i
j

uj jk igu gU u g a p g giT j j t kξ ξ ξ ξ

   ∂∂ ∂ ∂ ∂    + = − + + 
   ∂ ∂ ∂ ∂ ∂
  

�  (3.2) 

Energy 

 ( ) ( )( ) 1 1

RePr Re Pr
j

j

jkg gU g g
T j t t k

θθ θ
ξ ξ ξ

  ∂ ∂ ∂ ∂  + = +
  ∂ ∂ ∂ ∂
  

 (3.3) 

where ia
�

are the contravariant basis vectors, g  is the Jacobian of the transformation, ijg  are 

the elements of the contravariant metric tensor, ( ) kk
jj uaU gg
�=  is the contravariant flux 

vector, iu  is the Cartesian velocity vector, p is the pressure, and � is the non-dimensional 

temperature. The non-dimensional time used is T*U*/L*  and the Reynolds number is given by 

U*L*/ν, Ret is the inverse of the subgrid eddy-viscosity which is modeled as  

 SgCs
t

3/22 )(
Re

1 =   (3.4) 

where S  is the magnitude of the strain rate tensor given by ikik SSS 2=  and the Smagorinsky 

constant 2
sC is obtained via the dynamic subgrid stress model [29]. To this end, a second test 
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filter, denoted by Ĝ , is applied to the filtered governing equations with the characteristic length 

scale of Ĝ  being larger than that of the grid filter, G . The test filtered quantity is obtained from 

the grid filtered quantity by a second-order trapezoidal filter which is given by 

)2(ˆ
114

1
+− ++= iii φφφφ in one dimension. The resolved turbulent stresses, representing the energy 

scales between the test and grid filters, � ˆ ˆ
ij i j i jL u u u u= − , are then related to the subtest, 

� ˆ ˆ
ij i j i jT u u u u= −  , and subgrid-scales stresses, ij i j i ju u u uτ = − , through the identity, a

ij
a

ij
a
ij TL τ̂−=  . 

The anisotropic subgrid and subtest-scale stresses are then formulated in terms of the 

Smagorinsky eddy viscosity model as: 

 � ( ) �2/322a
ij s ijC g S Sτ = −   (3.5) 

 ( ) ɵ �2/322a
ij s ijT C g S Sα= −  (3.6) 

Using the identity,  

 � � ( ) ɵ � � ( )2/3 2/32 21
2 2

3
a
ij ij ij kk s ij ij s ijL L L C g S S S S C g Mδ α = − = − = −  

                    (3.7) 

Here α is the square of the ratio of the characteristic length scale associated with the test filter to 

that of grid filter and is taken to be �Δi��/Δi� = √6! for a representative one-dimensional test 

filtering operation [31]. Using a least-squares minimization procedure of Lilly [30], a final 

expression for 2
sC is obtained as: 
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The value of 2
sC is constrained to be positive 

3.2 Numerical Implementation and Algorithm 

 The governing equations for mass, momentum, and energy are discretized with a 

conservative finite-volume formulation using a second-order central (SOC) difference scheme on 

a non-staggered grid topology. The SOC discretization has minimal dissipation and has been 

shown to be suitable for LES computations. The Cartesian velocities and pressure are calculated 

and stored at the cell center, whereas contravariant fluxes are stored and calculated at cell faces. 

For the time integration of the discretized continuity and momentum equations, a projection 

method is used. The temporal advancement is performed in two steps, a predictor step, which 

calculates an intermediate velocity field, and a corrector step, which calculates the updated 

velocity at the new time step by satisfying discrete continuity.  

Predictor Step  

 ii

i
CD

t

n
i

u
n

gu
n

g
−=

∆

−
+ ~1

        (3.9) 

where Di is the flow diffusion term and Ci is flow convection term. Convection and diffusion 

terms are treated implicitly by a Crank-Nicolson scheme. 

Convection Terms 

 ( ) 2/1+
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The contravariant fluxes at time level n+1 are linearized using a two-step (n and n-1 time level) 

second order extrapolation as: 
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2
−+ −= njnjnj UgUgUg  (3.12) 

Diffusion Terms 
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Corrector Step  

In this step, the continuity equation is used to derive the pressure equation, which is 

solved to obtain the pressure field at time level (n+1). The procedure used in formulating the 

pressure equation is represented as follows: 

First the intermediate cell face contravariant fluxes are constructed as follows 

 ( ) ii
jj uagUg ~~ �=  (3.14) 

Then, the correction form of the cell centered Cartesian velocities and cell face contravariant 

fluxes are written as: 

 
j

p
i

jatiuu
n

n
i ξ∂

∂∆−=
+

+
1

1 )(~ �
 (3.15) 
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Finally, Equation (3.16), in conjunction with Equation (3.1), is used to derive the pressure 

equation, which takes the form: 
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  (3.17) 

By using the contravariant fluxes at the cell faces in constructing the pressure equation, 

the method emulates a staggered grid arrangement. The pressure field at level n+1 is then used to 

correct the nodal Cartesian velocities and the cell face contravariant fluxes using Equation (3.15) 

and Equation (3.16), respectively.  

3.3 Parallel Implementation 

The computational code structure employs a multi-block framework which facilitates 

parallelization. The computational domain is divided into overlapping blocks, which are then 

distributed to multiple processors, the maximum number of which are limited by the total 

number of blocks. Each block has a separate data structure and the Message Passing Interface 

(MPI) is used for data transfer across processors. Further, within each block, virtual cache blocks 

are used while solving linear systems. A detailed description of the software architecture can be 

found in Tafti [32]. 
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3.4 Wall Modeling 

Large-Eddy Simulation (LES) has been shown to be a relatively accurate and reliable 

method in predicting anisotropic turbulent flows. Unlike the Reynolds-averaged Navier-Stokes 

(RANS) treatment of turbulent flows, in which all the turbulent length and time scales are 

modeled, LES captures all the energy containing, geometry dependent anisotropic eddies in the 

calculation, leaving only the small near-isotropic scales to be modeled by suitable subgrid-scale 

models. Hence, by definition, LES is much more receptive to the secondary strains and 

anisotropies in turbulent production and transport. Although LES only resolves the large-scale 

unsteady flow dynamics in complex flows, it still requires large computational resources at 

practical Reynolds number of the order of several hundred thousand to millions. Resolution 

requirements near the wall increase tremendously with Reynolds number [34]. In wall-proximal 

flows, the number of computational cells required to resolve the energy producing structures in 

the near-wall region scale as Re1.8, whereas by contrast, the outer layer resolution scales as Re0.4.   

The extremely fine grid in the wall proximal inner layer not only increases the number of grid 

points in the spatial domain but also limits the time step to very small values by stability and 

accuracy requirements in the temporal dimension. This adds further to the overall computational 

cost. Therefore, wall modeled LES is crucial to extend the usefulness of LES to higher Reynolds 

numbers. 

Three approaches for modeling the near wall layer are the use of logarithmic law of the 

wall based functions, solving a separate set of equations in the near-wall region and simulating 

this region in Reynolds-averaged sense. Deardorff [35] and Schumann [36] introduced 
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approximate wall-boundary conditions to model the effect of the near wall layer. They proposed 

that information from the outer flow can be used to determine the local wall stress, which can 

then be fed back to the outer LES in the form of the momentum flux at the wall due to normal 

diffusion. The cost of their calculations was limited to resolving the outer-layer only and was 

proportional to �"#�.$ for spatially developing flows.  Grotzbach [37], Werner and Wengle [38], 

Piomelli et al. [39], Hoffmann and Benocci [40], and Temmerman et al. [41] used different 

variants of this approach. The major drawback of this approach is that it needs a value of the 

mean wall shear stress a priori and the plane averaged velocity at the first grid point off the wall 

has to explicitly satisfy the logarithmic law of the wall. Hence, Schumann’s [36] model and its 

variants work well only in simple equilibrium flows like the fully developed channel and pipe 

flows. 

In recent years, hybrid RANS-LES approach has caught the attention of many researchers 

in which RANS equations are solved near the wall while the LES filtered Navier-Stokes 

equations are solved away from the wall. Various methodologies are used to switch between the 

RANS and LES. Spalart et al. [42] proposed Detached Eddy Simulation (DES) for separated 

flows in which a characteristic turbulent length scale (distance from the wall) was used as a 

criterion to switch between the RANS and LES regions in the Spallart-Almaras Model (SA) [42]. 

The original use of the SA model for DES has been extended to other two-equation turbulence 

models in which the characteristic turbulent length scale is obtained from the model itself and is 

not dependent on the distance from the wall (e.g. Strelets [43]) These hybrid RANS-LES models 

have the capability to simulate complex flows but still suffer from a high grid resolution 
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requirement in the wall normal direction which requires that the first grid point satisfy y+<1, 

while affording some relief in the grid resolution required in the wall parallel directions. 

Compatibility of the turbulence conditions at the RANS-LES interface and aliasing effects due to 

the resolved and modeled turbulence are major challenges in this method. In spite of these issues, 

this method has been applied to a number of complex flows with good results (e.g. [43]). 

Another approach based on a zonal model or two-layer model (TLM) solves boundary 

layer type equations in the inner layer [50] on a virtual grid in the wall layer. This grid is 

embedded in the outer LES grid and refined only in the wall normal direction. The method is 

based on the fundamental assumption that the outer and near wall regions are weakly coupled. In 

the outer LES grid, the filtered Navier-Stokes equations are solved, while in the inner layer 

Equation (3.18) is solved on a virtual grid embedded between the first grid point off the wall and 

the wall.  

 
( ) ( )i i

n i t
i i n n

u up
u u

t x x x x
υ υ

 ∂ ∂∂ ∂ ∂+ = − + + ∂ ∂ ∂ ∂ ∂          (3.18) 

In Equation (3.18), n is the wall normal direction and i takes values 1, 2 or 1, 3 based on 

the wall orientation. The wall normal velocity un is computed using mass conservation in the 

inner layer. Equation (3.18) is solved using the no-slip boundary condition at the wall, and the 

velocity at the first grid point off the wall which is calculated from the outer-flow LES. The wall-

stress components in the streamwise and spanwise directions, obtained from the integration of 

Equation (3.18) in the inner layer are used as the boundary conditions for the outer-flow LES 

calculation. This procedure is costlier than the equilibrium wall models but still very inexpensive 

compared to the wall layer resolved LES because the inner layer calculations take a very small 
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percentage of the total cost of the whole calculation. Also the pressure Poisson-equation need not 

be solved in the inner layer as the pressure field just outside the inner layer is imposed on the 

inner layer. Balaras and Benocci [50] and Balaras et al. [51] used an algebraic eddy viscosity 

model to parameterize all scales of motion in the wall layer. The zonal approach has been 

successfully applied to a variety of problems in recent years. Cabot and Moin [52] simulated the 

flow over a backward facing step, Wang and Moin [53] studied flow past an asymmetric trailing 

edge, and Tessicini et al. [54] simulated the three-dimensional flow around a hill-shaped 

obstruction with the zonal near wall approach.  

3.4.1 Modified Two Layer Model for Complex Geometries 

The two layer wall model is formulated by solving a reduced set of simplified equations 

in the inner wall layer. The inner layer equations are solved on a virtual embedded grid between 

the first off-wall grid point (y+ <50) and the wall. The coupling between the inner and outer layer 

is accomplished by using the instantaneous outer flow velocity as a boundary condition to the 

inner layer, which is used to compute the wall shear stress by solving a suitable set of reduced 

equations. The wall shear stress is then used as a boundary condition in the solution of the outer 

layer equations at the first off-wall node.  

In Cartesian geometries, the normal and tangential velocities at a surface are aligned with 

the x, y, z coordinates and with the grid as is implied in Equation (3.18).  However, this is not the 

case in a general body-fitted non-orthogonal grid, in which the local (ξ, η, ζ) coordinates are 

typically not aligned with the normal and tangent directions at the wall, nor are they aligned with 

the physical coordinate system (x, y, z) and the Cartesian velocities (u, v, w). Hence special 
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consideration has to be given to the application of wall layer modeling. To this effect, we 

formulate a reduced set of equations in local wall coordinates (n, t). Instead of solving three 

separate equations in the inner layer (one for each component of velocity), an effective tangent 

momentum transport equation is constructed. Under the assumption that the normal and 

tangential unit vectors vary slowly along the wall, reduced dimensionality boundary layer type 

equations are written for the transport of normal and tangential momentum in the inner layer as: 
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with boundary conditions, 0== nt uu at the wall and tt Uu
�

= and nn Uu
�

= at the interface with the 

outer flow. Here, the pressure gradient is assumed constant in the inner layer and is calculated at 

the first off-wall grid point.  

Equations (3.19) and (3.20) can be solved on a two dimensional virtual grid aligned in the 

normal and tangential direction in the inner layer. Considerable simplifications result if the 

convection and time derivative terms in Equation (3.20) are neglected, reducing the number of 

independent variables to one spatial dimension (n), allowing the solution of a tri-diagonal system 

of equations at each station along the normal to the wall.  
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with  0=tu at the wall and tt Uu
�

=  at the edge of the inner layer. 

The eddy-viscosity is modeled [29] by 
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 where % is the von Karman constant, d is the normal distance from the wall, and A=19.  The 

one-dimensional equation is solved iteratively (for ut and wτ ) by using a standard tri-diagonal 

solver for a second-order central difference approximation.  

 From the solution of Equation (3.21), the magnitude of the tangential shear stress is 

calculated as 

 
1 1
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n
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  ∂= +  ∂ 
 (3.23) 

which is then decomposed into the respective directional components as 

 w w w x x w y y w z zt t e t e t eτ τ τ τ τ= = + +
�� � � �

 (3.24) 

where t
�

 is the unit tangential vector and  
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  ∂+ =  ∂ 
 (3.25) 

The calculated stress components at the wall can now be directly incorporated into the 

discretized momentum equations (Equation 3.2) at the first off-wall grid point in the outer layer. 

For example, the viscous term in the η-direction in Equation 3.2 can be expressed in terms of a 

surface normal gradient as shown below. 
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where the index 2 refers to the local η -coordinate and n is the surface normal direction. 

Applying the finite-volume operator at the first off-wall node  
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If either of the η-faces of the cell is a wall then  
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where Ωd  is the cell surface area at the wall and ti are the directional components of the unit 

tangential vector to the surface.  Substitution of the directional stress in the respective 

momentum equation completes the coupling between the inner and outer layer. This formulation 

is much more consistent in complex geometries in lieu of solving for three separate components 

of tangential velocity in each of the three directions and can be extended to any surface and any 

grid type.   

3.4.2 Zonal Two Layer Heat Transfer Model 

 An equivalent form to Equation (3.20) can be written for the energy equation in the 

inner layer as      
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In the absence of additional source terms and negligible advection, it can be simplified to  
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Solution of Equation (3.30) requires the closure model for the turbulent Prandtl number. For the 

current investigation, the formulation of Kays [55] is used and presented in Equation (3.31).   
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 (3.31) 

This formulation accounts for the higher values of turbulent Prandtl number very close to the 

wall and its gradual decay away from the wall. Experimental investigations as well as numerical 

simulations of wall bounded turbulent flows have shown [55] that values of turbulent Prandtl 

number are higher near wall (y+<15) as against to approximately constant value away from the 

wall. Equation (3.30) is solved in the inner layer zonal mesh in a same way that Equation (3.20) 

is solved. The temperature at the first LES grid point off the wall and either a specified wall 

temperature or a surface heat flux are used as boundary conditions for solving Equation (3.30). 

Treatment of the two different wall boundary conditions is discussed below. 

Dirichlet boundary condition 

 If the temperature at the wall is specified, then Equation (3.30) is solved to obtain the 

temperature profile in the inner region to obtain the heat flux at the wall. The heat flux at the wall 

is obtained using Equation (3.32) as 
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This heat flux is used as a boundary condition for the outer LES grid instead of using the 

specified wall temperature similar to the approach for velocity model. 

Neumann boundary condition 

 If the heat flux at the wall is specified, then there is no change in the energy equation 

calculation for the outer layer. Equation (3.30) is solved in the inner layer to obtain the accurate 

wall temperature using the outer LES wall temperature and specified wall heat flux as a 

boundary condition. The temperature profile obtained from solving Equation (3.30) in the inner 

layer is used to calculate the wall temperature as follows 

 2
RePr

1
Re Pr

wall i

t t

dθ θ ∆= +
 

+ 
 

 (3.33) 

where, θ&�	is the temperature at the first off wall inner layer nodal point, ∆� is the non-

dimensional distance from the wall, and q”  is the non-dimensional heat flux at the wall.  

3.5 Turbulent Inlet Boundary Condition 

Another challenge in performing LES is the specification of turbulent inlet boundary 

conditions, to reproduce “real turbulence” matched to experimental measurements. Traditionally, 

in the RANS framework, the description of the inlet flow data is limited to a priori knowledge of 

statistical quantities like mean mass flow rate or a mean velocity and turbulent kinetic energy. 

Instead in unsteady LES computations, it is required that the inlet data have time and space 
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dependent velocity signals representative of the inflow turbulence. It is also desired that the 

inflow boundaries in spatially evolving flows be placed as close to regions of interest as possible 

to reduce the computational effort. This makes accurate specification of inflow data even more 

critical as downstream predictions depend on it. 

The most accurate method for specifying the instantaneous velocity fluctuation for LES 

or DNS is to run a precursor simulation. These precursor simulations can use periodic boundary 

conditions in the streamwise direction. The time-dependent flow-field is then scaled to satisfy the 

requirements of the actual simulation. Kaltenbach et al. [56] and Friedrich and Arnal [57] used 

the velocity profiles extracted from planes in a precursor periodic channel flow to generate 

inflow data for a LES of a plane diffuser and a backward-facing step, respectively. This method 

requires significant amount of computational resources and storage space and leads to the 

introduction of artificial modes caused by recycling a finite number of frames [58]. Hence, there 

is a need to develop a generic method to simulate inlet turbulence synthetically without resorting 

to additional precursor simulations.  

Lund et al. [59] proposed a rescaling/recycling method for generating inlet conditions for 

a zero pressure gradient boundary layer. This method uses the velocity in a plane several 

boundary layer thicknesses downstream of the inlet (the rescaling station) to calculate the 

velocity signal at the inlet plane. At the rescaling station, the velocity field is decomposed into a 

mean and fluctuating part. Then the rescaled velocity is taken as a boundary condition at the 

inlet. Lund et al. [59] have shown that this procedure results in a spatially evolving boundary 

layer simulation that generates its own inflow data. Planes of velocity data can be saved from 



 

54 

 

precursor simulations using this procedure and then used as an inflow boundary condition for the 

main simulation. Aider and Danet [60] used this procedure to generate inlet conditions for 

turbulent flow over a backward-facing step. Wang and Moin [61] generated inlet conditions for a 

hydrofoil upstream of the trailing edge using the same procedure. Sagaut et al. [62] extended this 

procedure to compressible flows. This new proposed procedure uses rescaling and recycling of 

the pressure and temperature fluctuations in addition to the usual operations performed in the 

original method. 

Spectral methods for synthetic turbulence generation use Fourier decomposition of the 

velocity field to increase the energy in the lowest modes of the inlet signal. Batten et al. [63] and 

Smirnov et al. [64] suggested the use of a limited number of random Fourier modes drawn from 

a random distribution whose frequencies can be rescaled by the local turbulent length and time 

scales. These fluctuations are rescaled in order to produce a synthetic signal with the target 

Reynolds stresses. Davidson [65] proposed a method where isotropic synthetic fluctuations are 

generated at each time step using Fourier modes. These fluctuations are then correlated in time 

using a time filter.  

In summary, a number of methods have been used in the literature to generate inlet 

boundary conditions. There is a need for a simple, general, computationally inexpensive method 

for generating inlet turbulent boundary conditions accurately. In many flows, inlet turbulence has 

a much larger impact on the accuracy of predictions than the LES model itself and hence it is 

critical that any developments in wall models be done in conjunction with the accurate 

representation of inflow turbulence. The method used for simulating the inlet turbulence in the 
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current study is based on the work of Jarrin et al. [66] which is based on generating coherent 

structures in the inlet plane of the computational domain defined by a kernel shape function 

based on the integral length scale. 

3.5.1 Synthetic Eddy Method Formulation 

The synthetic eddy method uses randomly distributed eddies in an eddy box around the 

inlet plane with a velocity shape function associated with each eddy [66]. The eddies behave 

much like real eddies in that they convect in the eddy box based on the mean velocity of the 

flow. Inlet turbulence is generated by taking the collective effect of all the eddies on the velocity 

nodes in the inlet plane, conditioned by the target turbulent statistics. The net result is the 

generation of instantaneous turbulence which is spatially and temporally correlated based on the 

target integral length scales and the mean velocity profile input into the method.  

An eddy box is formed around the inlet plane using the known length scales (&,) of each 

velocity component i, in each direction j with bounds defined by following two equations. 

 ( )maxj j ijx x l+ = +  (3.34) 

 ( )minj j ijx x l− = −  (3.35) 

The instantaneous velocity signal at each nodal point in the inlet plane is expressed as the 

cumulative effect of local velocity fluctuations from each eddy around it.  
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The shape function * here is represented as  
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 where	 cvol  is the total volume of the eddy box, N is the number of eddies, +&, is the 

intensity of each eddy, and -&. represents the position of each coherent structure (eddy). Initial 

placement of the coherent structures is taken from a uniform distribution over the eddy box 

volume. Intensities of the coherent structures are given as  

 S S
i ij jr cε =  (3.38) 

where �&) is the Cholesky decomposition of the target Reynolds stress tensor �&) [67] and /),are 

independent random variables taken from a distribution with zero mean and variance of unity. In 

the current study, the shape function * which characterizes the decay of perturbations created by 

each eddy around its center is represented as  
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The eddies are convected through the inflow plane with the bulk mean velocity Ub to ensure that 

the synthetically generated signal is correlated in time. 

 ( ) ( ) ,
S S
i i b ix t dt x t U dt+ = +  (3.40) 

Once the coherent structure is convected outside the eddy box, it is regenerated upstream and its 

intensities are calculated again.  



 

57 

 

 For the effective and accurate implementation of this method, data regarding the 

turbulent stress tensor and turbulent integral length scales is required at the inlet plane. 

 

3.6 Figures 

 

 

 

 

 

Figure 3.1 Virtual grid for wall model, embedded in LES grid (W represent wall node, and 

P the off wall outer LES node) 
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Chapter 4 

Validation of Wall Model and Synthetic Eddy Method 

The objective of this chapter is to carry out a detailed validation of the two-layer wall 

model (TLM) and the synthetic eddy method (SEM) in attached as well in flows involving 

separation. Three different problems are considered, fully developed turbulent channel flow up to 

a Reynolds number of 2x106, developing channel flow, and flow over a backward facing step at 

Re=40,000. A detailed validation of the wall modeling and synthetic eddy formulation is carried 

out in a fully developed and developing turbulent channel flow, respectively. Both of these 

approaches are then applied to the backward facing step geometry of Driver and Seegmiller [68] 

at a Reynolds number of 40,000. It is the first LES, wall modeled or otherwise, of this geometry 

at the high Reynolds number of 40,000. Previous LES studies [69-73] have mostly focused on 

the geometry of Jovic and Driver [74] and Kasagi and Matsunaga [75] at Reynolds number 

(based on step height) up to 5000. In all cases presented in this chapter, detailed predictions of 

mean and turbulent quantities are compared to available DNS and experimental data. 

4.1 Fully Developed Turbulent Channel Flow 

 The wall modeled LES (WMLES) formulation is tested and validated in a turbulent 

channel flow for Reynolds number (Reτ, based on shear velocity and channel half width) range 

of 395-20,000. The computational domain spans 2πδ x 2δ x πδ  in physical x, y, and z direction 

respectively, where δ=1  is the channel half width. The grid sizes range from (32	 × 16	 × 32) 

for Reτ=395 to (160	 × 96	 × 160) for Reτ=20000. A calculation summary is provided in Table 
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4.1. For Reτ=395 and Reτ=590, DNS data [76] is available, while for Reτ=2000, wall layer 

resolved LES data [77] is available for comparison. The number of virtual nodes in the inner 

layer were varied from 32 for Reτ=395 to 96 for Reτ=20,000.  

 It was observed that for all calculations, the skin friction was predicted within two 

percent of the Halleen and Johnston [78] correlation for fully developed turbulent channel flow. 

Furthermore, for Reτ=2000, the location of the first off wall LES nodal point was varied from 

89 = 15 to 89 = 70 to see its effect on the skin friction prediction. It was observed that the 

predicted skin friction as well as mean velocity profile is not sensitive to the position of the first 

off-wall nodal point. Figure 4.1and 4.2 compares the mean streamwise velocity and Reynolds 

stress profiles along the channel height with DNS [76] and resolved LES results [77] for 

Reτ=590, and Reτ=2000, respectively. The mean streamwise velocity was predicted in exact 

agreement with the data, while turbulent stresses showed a maximum error of 15%. Heat transfer 

wall model along with the velocity wall model is also validated at Reτ=590. Figure 4.3 compares 

predictions from WMLES with wall resolved temperature profile. Details of wall resolved 

calculation are available in Appendix B. Prediction of mean temperature profile from WMLES is 

in good agreement with resolved LES profile. WMLES predicts the Nusselt number to be 108.5 

which is in close agreement with resolved LES value of 106 and value of 105.6 obtained from 

Dittus-Boelter correlation for fully developed turbulent pipe flows. WMLES calculation without 

heat transfer wall model results in 25% underprediction of Nusselt number compared with 

Resolved LES. This represents that it is essential to use both velocity and temperature wall 

model for accurate predictions of heat transfer on coarse near wall meshes. Comparing the 
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spatio-temporal resolution for wall resolved LES versus the wall modeled LES for Reτ=590, the 

computational complexity was reduced by a factor of 285 by using the wall modeled LES. 

 For higher Reynolds numbers, there is no validation data available and hence only the 

mean streamwise velocity profile and skin friction are compared with the log law and the friction 

correlation, respectively. The profile of the mean streamwise velocity shown in Figure 4.4 for 

Reτ=20,000 follows the logarithmic law of the wall. For all Reynolds number investigated, the 

inner layer calculations take less than 7% of the outer LES calculation time. 

 It is important to note that the LES calculations without a wall model on the coarse 

meshes used in this study result in a large underprediction of skin friction and result in highly 

erroneous predictions of mean flow even at relatively low Reynolds numbers. LES calculations 

without the wall model on the coarse mesh at very high Reynolds number do not converge 

towards a stable solution.   

4.2 Developing Turbulent Channel Flow 

           The synthetic eddy method is validated in the LES of a developing turbulent channel flow 

calculation. DNS simulation results [76] for the Reynolds number (�"<)	based on shear velocity 

of 395 are used to generate the synthetic eddies and inlet turbulence at the inlet section of the 

computational domain. The computational domain size is 12=> × 2> × =>	with a grid of 

768 × 96 × 128 computational cells in the streamwise(x), wall normal (y), and spanwise (z) 

directions, respectively. Turbulent fluctuations obtained from the Reynolds stresses, and length 

scales calculated from the turbulent kinetic energy and dissipation rate specified by the DNS 

simulations were used to construct 1000 randomly placed eddies in the inlet box around the inlet 
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plane. The dynamic Smagorinsky model is used to capture the effects of subgrid scales. Using 

the SEM procedure described in the previous section, inlet conditions are generated at each time 

step. A mass conserving outflow boundary condition is used at the outlet of the domain. Periodic 

conditions are applied in the spanwise (z) direction. 

            Figure 4.5 shows that the time mean and turbulent profiles at the inlet plane are 

reproduced accurately by the synthetic eddy method. As the flow moves into the channel the 

turbulent profiles maintain their shape and form with minimal changes (see Figure 4.6), unlike 

inlet boundary conditions constructed using white noise or uncorrelated turbulence which would 

quickly dissipate. Figure 4.7 shows the evolution of the friction coefficient which drops initially 

by about 3% but maintains the correct value after about 10 channel half widths into the channel. 

These results validate that the SEM formulation presented in Chapter 3 not only generates a 

spatio-temporal correlated signal but also maintains the turbulence throughout the channel. 

4.3 Flow over a Backward Facing Step 

The backward facing step geometry has been used extensively to validate turbulence 

modeling capability for separating flows. Though it is one of the simplest reattaching flows, the 

flow-field is still very complex [79]. Simpson [79] has discussed various complex features of this 

flow. These kinds of flows occur in various practical industrial applications like diffusers and 

combustion chambers [56].  Figure 4.8 shows the geometry of Driver and Seegmiller [68] used 

for computations of the flows in backward facing step geometry. The computational domain 

starts 4H upstream of the step, where H is the step height. The grid resolution used was 280 ×

180	 × 96 in the computational domain shown in Figure 4.8 which extends from x/H=0 to 
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x/H=25 in the streamwise direction, y/H=0 to y/H=9 in the wall normal direction, and z/H=0 to 

z/H=3 in the spanwise direction. The flow Reynolds number investigated was 40,000 based on 

the step height and bulk mean velocity in upstream channel. The resolution used in the current 

investigation is at least one order of magnitude smaller than the anticipated resolution for a wall 

layer resolved calculation. The synthetic eddy method is used to generate inlet turbulence based 

on the mean velocity and Reynolds stress profiles specified by the experimental LDV data at the 

inlet plane of the computational domain (x/H=-4). Driver and Seegmiller [68] reported that the 

flow at the inflow plane of the computational domain is fully developed. Hence a wall modeled 

LES of fully developed channel flow at a matching Reynolds number in the larger upstream 

channel was performed to obtain good estimates of the eddy length scales. These combined with 

the experimental turbulent stresses were used to generate the inlet turbulence. The two layer wall 

model was used to model the near wall turbulence. To the best of our knowledge, this is the first 

LES study presented on this geometry at a Reynolds number of 40,000.  

 Figure 4.9 and 4.10 shows the mean representations of the inlet boundary condition 

compared to the measured profiles at x/H=-4. There are some minor differences in the rms and 

stress profiles, but overall the SEM reproduces the same turbulent statistics as the experiments. It 

is important to note that the correct replication of the inlet boundary conditions is essential to 

give good predictions downstream. Figure 4.9 compares WMLES predictions of the mean 

streamwise velocity (averaged in time and spanwise z direction) at 14 different axial locations 

with experimental LDV data. Excellent agreement between the predictions and the experiments 

is found at most of the stations.  Only near reattachment, a slight underprediction is observed 
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compared to experiments.  Figure 4.10 compares LES predictions of the Reynolds normal 

stresses and shear stress at 5 representative axial locations in the computational domain. These 

locations are at the inlet (x/H=-4), in the recirculation region (x/H=3), near reattachment 

(x/H=6), and in the recovery/attached region (x/H=10, x/H=14). At x/H=3, the maximum value 

occurs in the separated shear layer from the step, which shifts towards the wall in the 

reattachment region. Downstream of reattachment, the Reynolds normal stresses and hence the 

turbulent kinetic energy as well as the Reynolds shear stresses decay at fast rate for several step 

heights. Other than the slight underprediction of wall normal stresses near reattachment, most 

predictions are in close agreement with LDV measurements. The same quality of predictions is 

evident for all of the 21 streamwise measurement locations at which mean and turbulent stresses 

are available.  

 Figure 4.11 shows the predicted wall shear stress downstream of the step. Wall shear 

predictions are in close agreement with the experimental measurements though it is slightly 

overpredicted in the recirculation region. Cabot and Moin [52] observed similar trends with a 

zonal wall model investigation of a similar flow with slightly different configuration and at a 

comparatively low Reynolds number of 14,000. Yoder and Geogiadis [80] investigated various 

RANS based models in the same geometry. All the k-ε RANS models were not able to predict 

even the trends in wall shear correctly. Only WIND-SST model was able to predict the wall 

shear in fairly good agreement with the data.  The friction factor predicted by WMLES reaches a 

value of zero at a location around 6.3 steps downstream of the separation point comparing 

extremely well the measured reattachment length of 6.2 by Driver and Seegmiller [68]. Yoder 
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and Geogiadis [80] reported that all k-ε RANS models underpredict the reattachment length by a 

large amount. Figure 4.12 shows the mean flow streamlines in the computational domain. Major 

flow features like, the flow separation, recirculation region, corner vortex rotating in opposite 

direction, reattachment, flow recovery and their extents are reproduced well.  
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4.4 Summary and Conclusions 

 To overcome the limitations of simulating high Reynolds number flows using LES, the 

current study combines wall modeled LES with the generation of accurate turbulent inlet 

conditions. A generalized two-layer wall modeling approach for modeling near wall turbulence 

is used with a synthetic eddy method at the inlet plane to generate the required turbulent 

fluctuations. While wall modeling reduces the grid requirements in the near wall region, the 

synthetic eddy method allows the specification of inlet boundary conditions near regions of 

interest.  The two methods are first validated in fully-developed and developing channel flow 

and then applied to a backward facing step geometry at Re=40,000. Comparisons of mean and 

turbulent quantities with experiments and DNS results, validates the accuracy of both methods in 

predicting high Reynolds number separated flow with at least an order of magnitude reduction in 

computational cost. 
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4.5 Tables 

 

 

 

Table 4.1 Turbulent channel flow calculation summary 

 

Reτ ReDH Y
+ 

ΔX
+ 

ΔZ
+ % error in cf 

prediction 

395 28,164 30 78 39 0.28 

590 45,448 40 79 39 0.32 

2000 177,070 50 120 80 0.4 

10000 1,014,364 100 300 200 1.5 

20000 2,310,675 150 780 400 1.62 
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4.6 Figures 

 

 

 

 

(a)                            (b) 

Figure 4.1 Turbulent channel flow results with two layer wall model for Reτ=590 (a) mean 

velocity predictions (b) turbulence statistics  

(Red-urms, Green- vrms, Blue- wrms, Black- u’v’) 
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(a)                                        (b) 

Figure 4.2 Turbulent channel flow results with two layer wall model for Reτ=2000 (a) mean 

velocity predictions (b) turbulence statistics 

(red-urms, Green- vrms, Blue- wrms, Black- u’v’) 
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Figure 4.3 Mean non-dimensional temperature prediction with two layer wall model for 

Reτ=590 

 

Figure 4.4 Mean velocity prediction with two layer wall model for Reτ=20,000 
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                                (a)                    (b) 

Figure 4.5 Profiles of (a) mean streamwise velocity, and (b) Reynolds stresses at the inlet 

plane 

 (@′@′AAAAAA,	B′B′AAAAAA,	C′C′AAAAA, and 	@′C′AAAAA in decreasing peak value magnitude order)  

(Symbols represent the DNS values, while solid lines represent reproduced values by LES with 

SEM. □-D′D′AAAAA,		◊-E′E′AAAAAA,	  ∆-F′F′AAAAA,  ○- D′F′AAAAA) 

 

 

 

 

 



 

72 

 

  

        (x/δ=2)     (x/δ=4) 

  

        (x/δ=8)     (x/δ=12) 

 

Figure 4.6 Evolution of Reynolds stresses in streamwise direction 

(Symbols represent the DNS values, while solid lines represent reproduced values by LES with 

SEM at inlet. □-D′D′AAAAA,		◊-E′E′AAAAAA,	  ∆-F′F′AAAAA,  ○- D′F′AAAAA) 
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Figure 4.7 Evolution of wall shear stress along the streamwise direction on the channel wall 
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Figure 4.8 Backward facing step geometry of Driver and Seegmiller [68] 

 

 

Figure 4.9 Prediction of mean streamwise velocity at various axial locations 
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(a)  

(b)  

(c)  

Figure 4.10 Predictions of Reynolds stresses (a) urms  (scale 1:30) (b) vrms (scale 1:30) (c) 

Reynolds shear stress (scale 1:500) 

(Plots at x/H=-4,3,6,10,14 from left to right) 
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Figure 4.11 Skin friction predictions downstream of the step expansion 

 

 

Figure 4.12 Mean flow streamlines in the computational domain 
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Chapter 5 

Large Eddy Simulations of Swirling Flows in Gas Turbine Combustors 

The current chapter combines wall layer modeling and the synthetic eddy method 

(formulated and extensively validated in previous chapters) for performing large-eddy 

simulations of high Reynolds number turbulent swirling flows. Moderate to highly swirl 

dominated flow-field in an experimental swirl combustor and an industrial scale can combustor 

configuration is investigated in the Reynolds number range of 20,000 to 80,000 and 

corresponding characteristic Swirl number range of 0.43 to 0.7. Flow predictions in the 

experimental swirl combustor are validated against the detailed experimental measurement data 

of Wang et al. [81] at twelve axial locations throughout the computational domain. The heat 

transfer coefficient predictions on an industrial scale can combustor liner wall are validated with 

the heat transfer experimental data from Patil et al. [82].  

Section one gives the background and importance of swirling flows in 

industrial/engineering applications with relevant literature which deals with their experimental 

and numerical investigation. Wall resolved and wall modeled calculations at Reynolds number of 

20,000 and Swirl number of 0.43 in the experimental swirl combustor geometry of Wang et al. 

[81] is presented in the second section. Section 3 describes the hybrid RANS-LES simulation 

performed in an industrial scale can combustor. RANS simulations presented in Chapter 2 are 

used as precursor simulations to provide the upstream flow information to the LES simulations 

embedded in the region of interest (can combustor). It is shown that wall modeling and SEM 

helps in reducing the computational resources and complexity significantly. 
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5.1 Introduction  

Confined swirling flows are important and have wide industrial applications in internal 

combustion engines, aircraft engines and land based gas turbine combustors, boilers, and 

industrial burners. Swirling motion in the flow can be developed using a swirler with stationary 

guide vanes or a tangential flow injection [83]. Strong swirling flows induces an internal 

recirculation zone which facilitates the fuel-air mixing process, promoting better combustion.  

Swirl induced internal recirculation zones can also hold the combustion products and radicals in 

lean premixed combustion to enhance the flame anchoring to the recirculation zone which helps 

preventing lean blow-off and thermal acoustic instability [81]. Different swirl strengths and 

combustor geometries result in different recirculation patterns and vortex breakdown regimes. 

Swirling flows help in reducing the flame length because of higher entrainment and mixing in 

the shear layer which also improves flame stability and reduces emissions and hence minimizes 

the burner size [84, 85]. In depth understanding of swirl flow and it’s interaction with the 

combustor liner wall heat transfer is also important in industrial gas turbines to develop better 

combustor liner cooling schemes [82].   

Measurements using hot wire anemometry, Particle Image Velocimetry (PIV) and Laser 

Doppler Velocimetry (LDV) have been reported on confined swirl flows [81, 86-90]. 

Experiments can only provide limited data in such a flow-field due to practical limitations but 

accurate numerical calculations can provide a deeper characterization of many three dimensional 

complex flow features. But turbulent swirling flows, which are characterized by high strain rates 

and highly anisotropic turbulence, are difficult to simulate numerically. Several researchers [82, 
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88, 91-94] have reported Reynolds-averaged Navier-Stokes (RANS) studies on wall bounded 

swirling flows. RANS models using the Boussinesq hypothesis based on the assumption of 

isotropic turbulence are inadequate to simulate swirling flows [88]. Other approaches such as 

large-eddy simulations (LES) have the potential of providing a more physical basis for 

simulations. 

A limited number of studies have been reported in the literature on LES of swirling 

flows. Grinstein and Fureby [25] presented LES of non-reacting as well as reacting flow in a lean 

premixed low NOx model gas turbine combustor and obtained reasonable agreement with 

experiments. Wang et al. [95] explored various aspects of swirling flow development such as, the 

central recirculating flow, the precessing vortex core, and the Kelvin-Helmholtz instability in a 

gas turbine injector. Pierce and Moin [96] investigated a low Swirl number case and obtained 

promising agreement with experiments, while Kim et al. [97] performed a reactive flow 

calculation for a high Swirl number case. Garcia-Villalba and Frohlich [98] performed LES of 

unconfined swirling jets. Most of these studies are at low Reynolds number (Re~104) or 

unconfined flows though recently, Paik and Sotiropoulus [26] performed detached eddy 

simulations of moderately high Reynolds numbers turbulent swirl flows through an abrupt 

expansion. 

In recent years, industries are showing growing interest in LES. This interest is not to 

substitute the existing RANS practice but to obtain details of the turbulent flow-field, e.g. 

aeroacoustic noise generation by vehicles or airfoils in the automotive and aeronautical 

industries, respectively. Only a small region of interest such as trailing edge of an airfoil or a rear 
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view mirror of a car needs to be computed by LES. For the embedded LES, upstream conditions 

can be obtained by performing RANS simulation in the whole geometry at comparatively low 

computational cost. The major challenge is to generate unsteady inflow data for LES from steady 

RANS solution. Various methods for developing turbulent inflow conditions are discussed in 

Chapter 3.  The synthetic eddy method (SEM) has the potential to provide a cost effective 

approach in such situations where it is necessary to limit the size of the embedded LES as close 

to the region of interest as possible and provide time accurate inflow conditions with available 

reduced RANS data.  

5.2 Experimental Swirl Combustor 

This section evaluates the ability of the SEM to represent the inlet turbulence for swirling 

flows. Time averaged LDV measurement data at approximately two step heights upstream of the 

combustor is used as input to SEM. The importance of inlet turbulence in swirling flows is 

investigated by comparing wall resolved LES predictions with a laminar inflow profile versus a 

SEM generated turbulent inflow profile applied at the inlet plane of the computational domain. 

The ability of the zonal wall model to represent the near wall region in swirling flows is also 

evaluated by performing wall modeled LES calculations on relatively coarser meshes as 

compared to wall resolved calculations. Predictions are compared with the experimental data at 

various axial locations throughout the computational domain. 
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5.2.1 Computational Domain 

 Figure 5.1 describes the computational domain. The computational domain is chosen in 

the LDV measurement range of the experimental geometry of Wang et al. [81]. The swirl 

generator is not simulated in the present study. The inflow section of the computational domain 

is chosen downstream of the swirler and starts at 2.1H upstream of the sudden expansion, where 

H is the expansion step height. Measured mean velocity and turbulent stress profiles at the inlet 

section are used to simulate the inflow conditions in LES. The computational domain extends till 

12H downstream of the sudden expansion. Figure 5.1(b) gives the frontal view of the 3D 

computational mesh while Figure 5.1(c) gives the side view of the mesh. A mass conserving 

outflow boundary condition is used at the exit of the computational domain. Similar outflow 

condition in confined swirling flows was used by Wang et al. [81], and Akselvoll and Moin [21] 

and was found to be appropriate.  All the walls are treated as no slip boundaries.  

 Table 5.1 summarizes the calculations performed. Reynolds number based on inflow 

section diameter and bulk mean inflow velocity of 20,000 was investigated with wall resolved 

LES and wall modeled LES (WMLES) at a characteristic Swirl number (S) of 0.43. The Swirl 

number is calculated following Equation (5.1) which is the ratio of the axial flux of 

circumferential momentum to the axial flux of axial momentum times the reference inflow 

section radius. In Equation (5.1), G and G� are the mean axial and tangential velocity, 

respectively. The magnitude of Swirl number is found to be maximum immediately downstream 

of the sudden expansion. 

   = � HHIJKLJ
M
N
OP � HKJLJM

N
              (5.1) 
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5.2.2 Inlet Flow Profiles 

 Figure 5.2 shows the measured time mean averaged velocity and Reynolds stress 

profiles at the inlet section of the computational domain for a Reynolds number of 20,000 and 

corresponding characteristic Swirl number of 0.43. Mean velocities are normalized by the bulk 

flow velocity (Ub) and the Reynolds stresses are normalized by the square of the bulk flow 

velocity. In this case because of the swirl dominated flow, five Reynolds stresses and three mean 

velocity components are used to construct the inlet turbulent boundary conditions. These profiles 

were used in the synthetic eddy method to generate instantaneous velocity profiles at the inflow 

plane of the computational domain. The reproduced synthetic time averaged mean velocities and 

Reynolds stresses using wall resolved LES are compared with the respective measured quantities 

in Figure 5.2. It is observed that the mean velocities and their variances are reproduced very 

well. Similar observations were noted for the wall modeled LES calculations. It is important to 

note that all the turbulence quantities predicted downstream of the inflow but before step 

expansion (at x/H=-1.05) are in very close agreement with the experiments. This suggests that 

the correlations developed by the SEM procedure at the inlet plane are maintained in space and 

time and do no deteriorate downstream of the inflow plane. SEM is not only able to represent the 

turbulence at the inlet plane but maintains it in the inflow channel which is crucial in predicting 

the flow downstream of the sudden expansion.    

5.2.3 Grid Resolution 

 Grid sensitivity studies were performed for the Reynolds number of 20,000 and 

corresponding characteristic Swirl number of 0.43. Three different grids were tested for resolved 
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LES calculations with the dynamic Smagorinsky sub-grid scale model. The two high resolution 

grids had higher near-wall resolution while the third grid is the one used for the WMLES. The 

WMLES was also tested with two different grids. Table 5.1 gives the summary of different mesh 

resolutions in the region after the sudden expansion (0 ≤ x/H ≤ 12) used for this grid sensitivity 

study. Grid 1 (corresponding to Run 1) is the finest grid for wall resolved LES calculations with 

9.8 million cells while grid 2 (corresponding to Run 2) is relatively coarse with a total 4.4 

million cells. LES calculations on both grid 1 and 2 resulted in predictions without any 

significant difference. Further coarsening of grid 2 uniformly in all directions results in a 

deviation from LDV data and hence grid 2 was used for the wall resolved LES calculations.  

 Grid 3 (corresponding to Run 3) was designed for performing WMLES calculations. It 

was further refined in the streamwise and circumferential direction to estimate the sensitivity on 

the predictions. Grid 3 and grid 4 (corresponding to Run 4) resulted in predictions without any 

significant differences. Further coarsening of grid 4 in all directions uniformly resulted in 

significant differences with LDV data and hence grid 4 was used in wall modeled LES 

calculations. Furthermore, LES calculations without any wall model were performed on grid 4 to 

assess the performance benefits of using the two layer wall model on the coarse grid.  

 Figure 5.3 presents results of the grid sensitivity study on swirl (tangential) velocity 

prediction at a representative streamwise location of x/H=2.1. Predictions from grids 1 and 2 as 

well as grids 4 and 5 overlap. The benefit of using the wall model becomes evident in a case 

where, the LES calculations without wall model on grid 3 produces results which deviate from 

the experimental results significantly. Use of the no-slip condition on a coarse near-wall mesh 
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results in erroneous predictions of velocity and Reynolds stresses. Figure 5.3 plots the 

representative result showing the under prediction of the near wall circumferential velocity. In 

contrast, use of the two layer wall model helps in predicting all the velocity components and 

turbulence statistics by providing an accurate representation of wall shear stresses. 

 Comparing the spatial resolution for wall resolved LES for Run 2 in Table 5.1, and a 

time step of 41 10−× , Run 4 reduces the computational complexity of the calculation by a factor of 

9. 

5.2.4 Effect of Inflow Boundary Conditions 

 As mentioned in Chapter 3, accurate specification of inflow boundary condition is 

important in performing large-eddy simulations of turbulent flows. This subsection compares the 

prediction accuracy when turbulent profiles generated by the SEM are used versus the 

specification of mean profiles without any turbulent fluctuations.  

 Figure 5.4 compares the predictions from the two different approaches for specifying the 

inflow conditions at the inlet plane of the computational domain with the LDV data at a 

representative axial location (x/H=2.1). Wall resolved LES calculations were carried out with no-

slip boundary condition at the wall on the same grid (Grid 2). Time averaged axial and swirl 

velocity components and their variances from predictions are compared with the experimental 

data. It is noted that the use of laminar inflow conditions results in a significant increase in the 

extent of the recirculation region. This results in predictions of mean flow substantially different 

than that reported by experiments. 
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 Applying SEM on the other hand, simulates the exact experimental conditions at the 

inlet plane of the computational domain. All major flow features are reproduced and values of 

mean velocities and turbulence quantities are in good agreement with the experimental data 

throughout the computational domain including the representative location shown in Figure 5.4.  

5.2.5 Flow Predictions 

 Swirl flows involve many complex features. The shear layer issuing from the upstream 

guide pipe separates at the lower edge of the step expansion. This leads to the creation of a 

corner recirculation zone, which extends from the step expansion to a region where the shear 

layer impinges on the combustor liner wall. A vortex breakdown process occurs downstream of 

the expansion which results in an internal recirculation region. The spatial extent of the vortex 

breakdown process depends on the swirl strength of the issuing shear layer. In this section, 

through the usage of mean flow-field and turbulence statistics, and flow streamlines, it is 

demonstrated that the wall resolved and wall modeled LES calculation with synthetic inlet 

turbulence reproduce these complex swirl flow features. Predictions from these two LES 

calculations are compared with LDV measurement data at twelve different axial locations in the 

computational domain. Two of these locations are in the upstream guide pipe while the other ten 

locations are in the can combustor section. At each axial location, circumferential averaging of 

the mean flow and turbulent quantities is carried out and their distribution along the radial (wall 

normal) direction is plotted from the combustor axis to the confining wall. A detailed 

comparison of all three predicted velocity components and five turbulent Reynolds stresses is 

presented in Appendix D. For brevity and clarity, predictions only at three representative axial 
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locations are presented in this chapter. These three locations are chosen to be immediately 

downstream of the combustor, in the vortex breakdown region, and a location where the 

turbulent swirl flow starts decaying. Circles represent the LDV measurement data of Wang et al. 

[81], solid lines, and dashed lines represent predictions from wall resolved and wall modeled 

LES, respectively. 

      Time averaged mean velocity profiles are plotted in Figure 5.5. Resolved as well as wall 

modeled LES calculation were able to predict all three velocity components in close agreement 

with the LDV data at all stations. The flow impingement or reattachment length is also predicted 

well. Both methods are able to predict the characteristics of typical weak to moderate swirl flow. 

Figure 5.5 shows a significant swirl velocity component in the near axis as well as in the shear 

layer region. LES was able to predict the steep gradients in the swirl velocity accurately in the 

shear layer as observed in the experiments. It is notable that the wall modeled LES calculation is 

able to reproduce near wall velocities in all regions of the combustor immediately after the 

expansion as well as further downstream of it in good agreement with the experiments.  

 LES calculations are able to predict the variances of all three velocity components at all 

twelve stations in good agreement with the LDV data. At the first two locations shown in Figure 

5.5, the wall modeled LES slightly underpredict the variances compared with the resolved LES. 

This underprediction is not significant and does not affect predictions further downstream. It is 

important to note that each variance has significantly different values than the other two 

indicating strong anisotropies in the flow-field. Figure 5.5 represents that the LES calculations 

are able to simulate anisotropic turbulence in the flow-field accurately. Also, they predict the 
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turbulent kinetic energy distribution in the shear layer as well as near the axis of the combustor 

accurately. Higher magnitude of variances of streamwise and circumferential velocity at the 

beginning of combustor section, which is one of the characteristics of the swirling flows are 

captured well by the computations. Reynolds shear stresses are also predicted accurately with 

LES. Both LES calculations were able to predict the turbulence production in the shear layer as 

well as in the core region where the vortex breakdown process occurs. Predictions were able to 

capture the trend, especially the peaks in the Reynolds stress profile in good agreement with the 

data.  

 Also, downstream of this internal recirculation zone, the swirl along with turbulence 

starts decaying. This decay rate is significant and is consistent with the observation reported in 

the literature [82, 87, 89, 90]. The fast decay in confined flows is due to both the swirling motion 

and wall friction. Both LES calculations capture these effects accurately. 

 Figure 5.6 represents instantaneous streamlines from the wall modeled LES calculation. 

These streamlines shows characteristics of moderate swirl flow. A vortex breakdown process 

starts near the region of x/H=1. An internal recirculation zone is created as a result of this vortex 

breakdown process. This internal recirculation zone is not axisymmetric and has a bubble shape. 

The time accurate LES calculations revealed that the shape and position of this internal 

recirculation zone changes with time.  Figure 5.6b represents highly swirling flow in the 

upstream region of combustor section at x/H=1. The center of the large swirling flow is off the 

axis. At the axis the components of radial and swirl velocities are not zero. The oscillatory 

motion of the bubble shaped structure with time in the region downstream of the expansion 
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represents the presence of the precessing vortex core. The swirl strength reduces further 

downstream. Figure 5.6c represents a decayed swirl flow region at x/H=5 downstream of the 

sudden expansion.  

 It is notable that the flow developed by the SEM at the inlet plane reproduces the 

important flow features of swirling turbulent flow, which are significantly different than the non-

swirling turbulent flows. Figure 5.5 shows that the values of axial velocities at the center of the 

combustor axis are quite small compared to the much higher values observed in typical non-

swirling flows [82]. The shear layer predicted from LES calculations represents high gradients of 

the swirl velocity which is also one of the prominent distinguishing feature of swirl flows 

compared with non-swirling flows. Also, the values of the azimuthal velocities are higher 

between the axis and shear layer region. 

 Close agreement of the predictions of mean axial and swirl velocity and their variances 

with the experimental data in the region downstream of the expansion validate that the vortex 

breakdown process is predicted accurately by the LES calculations with SEM at the inlet. This is 

important as the specification of a laminar flow profile a short distance upstream of the 

expansion is not able to predict the vortex breakdown process and results in a strong jet flow 

downstream of the expansion which results in distorting the axial velocity and turbulence 

intensities as reported by Paik and Sotiropoulos [26].  This observation reinforces the argument 

that it is important to accurately reproduce the inlet turbulence when short development lengths 

are needed for computational expediency. This is particularly important for practical industrial 

geometries where there is a need of shorter inlet flow section for various components. 
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5.3 Hybrid RANS-LES Simulation of an Industrial Scale Gas Turbine Combustor 

 The major challenges in performing large-eddy simulations on  industrial scale gas 

turbine combustor geometries presented in Chapter 2 were the computational complexities posed 

by the swirler geometry with unknown upstream inlet turbulence data, and a large overall mesh 

required to resolve the near wall layer to accurately characterize the liner wall heat transfer. In 

this section, use of wall layer modeling to mitigate near wall grid resolution requirements and 

use of the synthetic eddy method to reduce the computational complexity and cost of LES 

simulations is presented. The major focus of the study presented here is to accurately 

characterize the liner wall heat transfer using an integrated near wall velocity and temperature 

zonal model with SEM used to specify the upstream flow conditions to the LES domain 

embedded in the region of interest (can combustor). 

5.3.1 Computational Domain 

Figure 5.7 shows the sketch of the experimental and computational geometry. Two 

computational domains are identified – one which was used by Patil et al. [82] for RANS 

calculations (red box), which included the swirler in the computational geometry, and the other 

shorter domain (blue box) which is used in the current LES simulations. The details of the RANS 

simulations can be found in Patil et al. [82] (also presented in Chapter 2). In order to reduce the 

computational complexity and cost, the LES domain is selected in the region of interest, which 

includes the can combustor and a section 0.5H upstream of it as shown in Figure 5.7. At the inlet 

plane of the LES domain, data is extracted from the RANS solution and interpolated onto the 

LES grid and used for synthetically generating the inlet turbulence.  
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 Figure 5.8 shows the frontal and side view of a three dimensional mesh inside the LES 

computational domain. A block structured mesh with hexahedral cells is formed using 

GRIDGEN software tool. The Reynolds number of 50,000 and 80,000 based on the diameter of 

the can combustor and bulk mean velocity inside it, are investigated. The characteristic Swirl 

number defined by equation (5.2) has a value of 0.7 at the inlet of the LES domain for the 

simulations performed. 

   =
� HHIJKLJ
MQ
MR
OQ � HKJLJMQ

MR
             (5.2) 

where �& and �S are outer and inner radii of the swirl nozzle. The computational mesh consists 

of 240 × 138 × 160 grid points in the axial, radial, and circumferential directions, respectively. 

The values of Y+ on the combustor liner wall were observed to be in the range of 30-60 for the 

calculations performed. A convective outflow boundary condition is used at the exit of the can 

combustor which is 20 step heights downstream of the expansion into the can combustor. All the 

walls were treated as no-slip boundaries. A constant heat flux thermal boundary condition is 

specified at the combustor liner wall while all other walls are treated as adiabatic with zero heat 

flux.  

5.3.2 Inlet Flow Profiles 

Three components of mean velocity and Reynolds stresses are extracted from the RANS 

solution of Patil et al. [82]. Reduced data is available from the RANS data of Patil et al. [82] in 

the form of mean velocity, turbulent kinetic energy and its dissipation rate. Figure 5.9 shows the 

profiles of the three velocity components and turbulent kinetic energy. Mean velocities are 
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normalized by the bulk mean flow velocity (Ub) and the turbulent kinetic energy is normalized 

by the square of the bulk mean flow velocity in the combustor. Reynolds normal stresses are 

extracted from the RANS solution using the following Equation (5.3) 

�&& = DUV�AAAA = �
W X        (5.3)  

where i=1,2,3. The length scales of coherent structures at the inlet plane are calculated using 

Equation (5.4). 

      ( = /Y Z[/K
\          (5.4) 

where X is the turbulent kinetic energy and + is the dissipation rate of the turbulent kinetic energy 

and value of constant /Y = 0.0845. The near wall length scale was limited by the local grid size 

of the LES, as the length scale calculation based on Equation (5.4) might go to zero at the near 

wall cell. This limiting criterion also guaranteed that the synthetic coherent structures can be 

discretized by the LES grid. 

5.3.3 Reynolds number 50,000 

Flow-field Characteristics 

 A detailed flow-field analysis is carried out to study various characteristics of the swirl 

dominated flow inside the combustor and its interaction with the liner wall. Figure 5.10 shows 

the distribution of the mean axial velocity normalized by the bulk mean combustor velocity in 

the azimuthal plane (z=0).  The figure expresses many important mean flow features of the swirl 

dominated field in the combustor discussed in the previous section. A vortex breakdown process 

occurs immediately after the step expansion resulting in a swirl induced internal recirculation 
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region. The separated shear layer from the step attaches on the liner walls about a step height 

after the expansion. This reattachment length is much shorter than the one observed in non-

swirling flows (typical value of reattachment length for non-swirling flows is around 6 step 

heights) and weak or moderate swirling flows and is a direct consequence of the high swirl in the 

shear layer. The reattachment length normalized by the step expansion height in this flow is less 

than half compared to the moderate swirling flow studied in the previous section. Higher swirl 

strength results in higher spread angle of the shear layer coming out of the swirl nozzle and 

expanding into the combustor.   

 To further quantify and analyze the flow-field in the combustor, variation of all three 

components of the velocity and Reynolds stresses averaged in the circumferential direction was 

studied throughout the combustor at several axial locations. Figure 5.11 represents the variation 

of mean axial and swirl velocity, variances of axial velocity and swirl velocity, Reynolds shear 

stress and turbulent kinetic energy along the radial direction at three representative streamwise 

locations. These locations are chosen as immediately after the expansion (x/D=0.1), near the 

impingement location (x/D=0.4), and further downstream in the region (x/D=2) of decaying 

turbulent swirling flow. 

 Figure 5.11(a) represents the mean velocity and Reynolds stresses immediately after the 

step expansion. Mean axial as well as circumferential velocity show significantly higher values 

in the range of r/D of 0.15 to 0.22 expressing the presence of the shear layer. The mean axial 

velocity reaches significantly high negative values in the corner circulation bubble near the 

combustor liner (r/D=0.5). It also has slight negative values in the region of r/D=0 to r/D=0.15 
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which represents the swirl induced recirculation bubble shown in Figure 5.10(a). The variances 

of all three velocity components differ considerably from each other. This was observed to a 

greater extent up to at least four step heights after the expansion. This indicates high turbulence 

anisotropy in the flow-field. The values of variances of swirl velocity and radial velocity were 

observed to be significantly high near the step expansion. This is another differentiating feature 

between swirling and non-swirling flows. This also reflects in the significantly higher values of 

turbulent kinetic energy seen in Figure 5.11. 

 Figure 5.11(b) shows that the axial velocity has a very high magnitude near the region of 

shear layer impingement at the liner wall. The value of swirl velocity is also significantly higher 

at this location. It is also important to note that the variances of axial and swirl velocity are very 

high in this region. The turbulent kinetic energy shown in Figure 5.11(b) also exhibits a very 

high value near r/D=0.5 (liner wall).   

 After the flow impingement location, the turbulent swirling flow was observed to decay 

at a very fast rate. Figure 5.12(c) represents the mean velocity and Reynolds stresses further 

downstream. The peak values of axial and swirl velocity are reduced significantly at this 

location. More importantly, the variances of the mean velocity and swirl velocity have 

significantly lower values. This indicates the faster decay of the turbulent swirling flow. This 

observation is consistent with previous observations in the literature [82, 87, 89, 90] and also 

observed in the moderate swirling flow studied in the previous section.  

Liner Wall Heat Transfer  
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Figure 5.12 compares the predictions from WMLES calculation for Reynolds number of 

50,000 with the heat transfer experimental data from Patil et al. [82]. The heat transfer 

coefficient at the liner wall is characterized by the Nusselt number augmentation ratio, where the 

baseline Nusselt number is obtained from the Dittus-Boelter correlation for fully-developed pipe 

flow with heated walls as expressed in Equation (5.5).  

 0.8 0.4
0 0.023 Re PrNu = × ×  (5.5) 

Circumferentially averaged values of Nusselt augmentation are plotted versus the axial distance 

normalized by the diameter of the can combustor. It can be observed from Figure 5.12 that the 

predictions of the heat transfer coefficients are in very good agreement with the experimental 

data. The heat transfer augmentation increases from the beginning of the combustor 

(immediately after step expansion), reaches a maximum value and then decays at a fast rate. The 

wall modeled LES predictions follow the trend of heat transfer coefficients measured by the 

experiment. More importantly, the value of peak heat transfer augmentation predicted by the 

WMLES is in very close agreement with the experiment. It is also important to note that the 

location of peak heat transfer predicted by WMLES is in exact agreement with the experimental 

findings and occurs in the region of shear layer impingement which results in large velocity 

gradients at the liner wall and high turbulent intensities.  The close agreement between 

experiments and predictions validate all the major components used in the simulations, i.e., 

accurate reconstruction of instantaneous velocities at the inlet to the computational domain by 

the SEM using data from a precursor RANS simulation, and accurate modeling of the inner layer 

velocity and temperature field by the wall model.  
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5.3.4 Reynolds number 80,000 

Flow-field Characteristics 

 Figure 5.13(a) represents the mean flow streamlines for Reynolds number of 80,000 in 

azimuthal plane (z=0). The streamline pattern is very similar to the one observed for Reynolds 

number of 50,000. Major flow features exhibit similar behavior for both the Reynolds numbers. 

A vortex breakdown process occurs immediately downstream of the step expansion resulting in 

an internal recirculation region. The extent of this internal recirculation region is the same as for 

the low Reynolds number (Re=50,000). More importantly, the size of the corner recirculation 

zone remains exactly the same for this higher Reynolds number. The spread angle of the highly 

energetic shear layer issuing from the swirl nozzle is also the same for both the Reynolds 

numbers. This results in the impingement location of the shear layer on the liner wall to be 

exactly the same for both Reynolds numbers.  Figure 5.13(b) represents the contours of the time 

averaged mean axial velocity normalized by the bulk mean combustor velocity in the azimuthal 

plane (z=0). The distribution of the normalized axial velocity also behaves the same as for 

Reynolds number of 50,000. These flow features point out that for the Reynolds number range 

investigated, the major flow features in the combustor are held fixed by the Swirl number which 

is constant at a value of 0.7. This observation is consistent with the findings of Patil et al. [82] 

who noted that even an order of magnitude further increase in Reynolds number does not change 

the location of shear layer impingement. 

 Figure 5.14 represent the variation of mean velocity components and Reynolds stresses at 

three representative streamwise locations. Mean velocity components were normalized by the 
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bulk mean combustor velocity while the Reynolds stresses are normalized by the square of bulk 

mean combustor velocity. These quantities are circumferentially averaged and plotted against the 

radial co-ordinate normalized by the combustor diameter. The variation of mean velocity and 

their variances follow trends similar to that observed for a Reynolds number of 50,000. This is 

consistent with the observation previously made that the major flow structures are not dependent 

on the Reynolds number.  

 The values of normalized Reynolds stresses are nearly the same as for the lower 

Reynolds number. This indicates that even though the turbulence production increases with 

Reynolds number, the normalized values of Reynolds stresses do not increase. The values of 

turbulent intensities are high near the impingement location which leads to the peak in heat 

transfer. Figure 5.15 represent the normalized Reynolds normal stresses and axial velocity near 

the peak location. It is observed that the values of normalized wall normal and azimuthal 

turbulence intensities near the peak heat transfer location are a little lower for Reynolds number 

of 80,000. This is also associated with the slightly lower magnitudes of normalized axial 

velocity.  

 The turbulent swirling flow starts decaying after the impingement location.  The decay 

rate is fast as observed for the lower Reynolds numbers. From Figure 5.14(c), we can observe 

that the values of turbulence intensities are very low representing the decayed turbulent swirl 

flow.  

Liner Wall Heat Transfer 
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Figure 5.16 shows the distribution of Nusselt number augmentation on the combustor 

liner wall. The heat transfer coefficient distribution correlates with the flow patterns observed. 

The trends in Nusselt augmentation are similar to Reynolds number 50,000 case. LES is able to 

predict the trends and magnitudes of heat transfer coefficient in close agreement with the 

experimental data. It is important to note that the peak Nusselt augmentation has reduced from a 

value 10.2 to approximately 8. As observed in the flow-field analysis, the normalized turbulence 

intensities in the wall normal and azimuthal direction are lower for Reynolds number of 80,000. 

This is also associated with the lower normalized axial velocity in the shear layer near the peak 

location.  These are the major reasons for the drop in the peak heat transfer augmentation with 

the increase in Reynolds number. The location of peak heat transfer on the other hand remains 

the same for both Reynolds number. This can be correlated with the observation made in the 

flow-field analyses that the size of the corner recirculation zone, shear layer spread angle and 

flow impingement location on the liner wall remains same for both Reynolds number. This is 

because for the Reynolds number range investigated, the same Swirl number holds the flow 

features in the combustor constant. Good agreement of the heat transfer coefficient value on the 

combustor liner wall with the experiments shows that the near wall treatment both for velocity 

and temperature presented in Chapter 3 is able to accurately represent the inner wall layer in 

complex turbulent swirling flows at high Reynolds numbers.  
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5.4 Summary and Conclusions 

 Wall resolved as well as wall modeled LES calculations are carried out in an 

experimental swirl combustor at Reynolds numbers of 20,000 and characteristic Swirl number 

0.43. Experimental profiles of the time averaged mean velocity and Reynolds stresses are used as 

input to the synthetic eddy method procedure for generation of inlet conditions. Good agreement 

of the predictions with the experiments validates that the LES with synthetic turbulence at the 

inlet can simulate the anisotropic complex swirling flow accurately. It is also shown that 

specifying the laminar inflow profile in such flows results in erroneous predictions of mean flow 

and turbulent quantities. The SEM formulation in the current study reproduces all the major 

swirling flow features. Wall modeled LES calculations were able to predict the profiles of mean 

velocity, its variances and Reynolds shear stresses in good agreement with the measured data. 

The use of wall resolved calculation with the same inflow turbulence generation method and 

subgrid scale model helps in isolating and quantifying the effect of the wall model. It was 

observed that LES calculation on a grid used with the wall model, but with a no-slip boundary 

condition resulted in erroneous predictions of the flow profiles. 

 A hybrid RANS-LES simulation was performed in an industrial scale gas turbine can 

combustor. Wall modeled LES calculations are performed in the can combustor with SEM used 

to generate upstream inflow data from a precursor RANS solution. It is observed that the flow-

field in the combustor is characterized by a highly energetic shear layer, swirl induced central 

recirculation zone, corner recirculation zones and fast decay of swirl and turbulence downstream 

of shear layer impingement on the liner wall. An impinging shear layer, resulting in a steep 
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velocity gradient and high turbulent intensities, is responsible for very high values of heat 

transfer augmentation at the peak location. It is observed that at higher Reynolds number the 

values of normalized turbulence intensities in the wall normal and spanwise direction are lower. 

This, together with a lower normalized axial velocity in the shear layer near the peak location 

causes a drop in Nusselt augmentation with the increase in Reynolds number. The major flow 

structures are held constant by a fixed Swirl number for both Reynolds numbers. This results in 

very similar flow structure in the combustor with no change in the peak heat transfer location. 

This successful RANS-LES study demonstrates that the wall modeling and synthetic eddy 

method helps in reducing the computational complexity and resource requirements in complex 

flows at high Reynolds numbers. 
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5.5 Tables 

 

 

Table 5.1 Calculation summary for experimental swirl combustor 

Case Swirl number 
Reynolds 

Number 

Grid 

Resolution 
Model Y

+ 

Run 1 0.43 20,000 240×180×228 LES 1-3 

Run 2 0.43 20,000 192×120×192 LES 1-5 

Run 3 0.43 20,000 148×80×164 WMLES  20-40 

Run 4 0.43 20,000 128×80×144 WMLES 20-40 

Run 5 0.43 20,000 128×80×144 LES 20-40 
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5.6 Figures 

(a)  

(b)  

(c)  

Figure 5.1 Computational domain for experimental swirl combustor (a) sketch with 

dimensions (R1 is the reference length scale, R2=1.94R1, H=0.94R1) (b) frontal view, and (c) 

side view of the mesh in 3D computational mesh 
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Figure 5.2 Measured and predicted mean velocity and turbulent stress profiles at inlet of 

the computational domain (x/H=-2.1)  

(Re=20,000, S=0.43) 
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Figure 5.3 Grid sensitivity study : Time averaged mean swirl velocity at streamwise 

location x/H=2.1  (Re=20,000 S=0.43) 
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Figure 5.4 Effect of inlet turbulence : Time averaged profiles of axial velocity (scale 1:1), 

swirl velocity (scale 1:1), variance of axial velocity (scale 1:4), and variance of swirl velocity 

(scale 1:10) at representative axial location (x/H=2.1)  

(Circles represent LDV data, solid lines represent LES predictions with SEM at inlet, and dashed 

lines represent LES predictions with laminar velocity profile at inlet) 

 (Re=20,000 S=0.43) 
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 (a)  

(b)  

(c)  

Figure 5.5 Time averaged profiles of (from left to right) axial velocity ( / )bu U< > , swirl 

velocity ( / )bu Uθ< > , variance of axial velocity 2( ' ' / )bu u U< > , variance of swirl velocity 
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' ' 2( / )bu u Uθ θ< > , Reynolds shear stress  ' ' 2( / )r bu u U< > for Re=20,000 and S=0.43 at (a)x/H=0.17, 

(b) x/H=2.1, and (c) x/H=6.3 

(Reynolds stresses are scales up by a factor of 10) 

 

 

 

 

   

                               (a)                 (b)                 (c)  

Figure 5.6 Instantaneous streamlines in (a) azimuthal plane (z/H=0), (b) x/H=1, and (c) 

x/H=5  

 

(Re=20,000 S=0.43) 
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Figure 5.7 Schematics of experimental setup of Patil et al. [82]. From left to right: swirler, 

nozzle extension channel, can combustor 

(RANS domain is shown in red. LES domain is shown in blue and the interface between RANS 

and LES is shown by green line. (D=203 mm, H=0.3D, R1=0.2D) (Swirl nozzle: Ri=0.11D, 

Ro=0.2)) 

 

 

(a)           (b)  

Figure 5.8 3D computational domain for LES of an industrial can combustor (a) frontal 

view, and (b) side view of the 3D mesh 
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Figure 5.9 Profiles of mean velocity (normalized by bulk mean velocity in combustor) and 

turbulent kinetic energy (normalized by square of bulk mean velocity in combustor) at the 

inlet plane of the LES computational domain (x/H=-0.5)  

(Re=50,000, S=0.7) 
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(a) 

 

(b) 

Figure 5.10 (a) Mean flow streamlines in the azimuthal plane (z=0) (b) contours of axial 

velocity (normalized by bulk mean combustor velocity) in azimuthal plane (z=0) 

(Re = 50,000, S = 0.7) 
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(a)  

(b)  

(c)  

Figure 5.11 Variation of normalized mean velocity components and Reynolds stresses at 

(a)x/D=0.1 (b)x/D=0.45 (c)x/D=2  (scale 6:1)  
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(Re = 50,000, S = 0.7) 

(All quantities are circumferentially averaged and plotted along the radial direction. Mean 

velocities are normalized by the bulk mean combustor velocity while the Reynolds stresses are 

normalized by the square of the bulk mean combustor velocity. Values are plotted at stations 

located at x-axis value of 0,1,2,3,5, and 6.) 

 

 

 

 

Figure 5.12 Heat transfer augmentation ratio (Nu/Nu0) along the liner wall  

(Re = 50,000, S=0.7) 

(x/D = 0 represent the start of the combustor at the step expansion. Base Nusselt number (Nu0) is 

calculated using Dittus-Boelter correlation in Equation (5.5) for fully developed pipe flows) 
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(a) 

 

(b) 

Figure 5.13 (a) Mean flow streamlines in the azimuthal plane (z=0) (b) contours of axial 

velocity (normalized by bulk mean combustor velocity) in azimuthal plane (z=0) 

(Re = 80,000, S = 0.7) 
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(a)  

(b)  

(c)  

Figure 5.14 Variation of mean velocity components and Reynolds stresses at (a)x/D=0.1 

(b)x/D=0.45 (c)x/D=2  (scale 6:1) 
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(All quantities are circumferentially averaged and plotted along the radial direction. Mean 

velocities are normalized by the bulk mean combustor velocity while the Reynolds stresses are 

normalized by the square of the bulk mean combustor velocity. Values are plotted at stations 

located at x-axis value of 0,1,2,3,5, and 6.) 

(Re = 80,000 S = 0.7) 

 

 

Figure 5.15 Normalized Reynolds normal stresses and axial velocity in the shear layer near 

the peak heat transfer location 

(Empty symbols are for Re=50,000 and filled symbols are for Re=80,000. Axial location = 

(x/D=0.45). Radial location = (r/D=0.45)) 

 

 

 



 

115 

 

 

Figure 5.16 Heat transfer augmentation ratio (Nu/Nu0) along the liner wall  

(Re = 80,000 S = 0.7) 

(x/D = 0 represent the start of the combustor at the step expansion. Base Nusselt number (Nu0) is 

calculated using Dittus-Boelter correlation in Equation (5.5) for fully developed pipe flows) 
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Chapter 6 

Large Eddy Simulation with Zonal near Wall Treatment of Rib Roughened 

Ducts and Channels 

This chapter presents wall modeled LES in a ribbed duct geometry used in internal 

cooling passages of gas turbine blades. Two different configurations are studied with rib height 

to hydraulic diameter of 0.1 and 0.05 and rib pitch to rib height ratio of 10 and 20 respectively. 

Reynolds numbers based on the hydraulic diameter of the duct and bulk mean velocity were 

20,000 and 60,000 respectively for these two configurations. Predictions with the wall modeled 

LES calculations are compared with the available experimental data Rau et al. [99], and Han et 

al. [100], and wall resolved LES data of Tafti [101] for Reynolds number of 20,000. This is a 

first study where an integrated zonal velocity and temperature wall model is used to study a 

complex statistically three dimensional flow. It is shown that zonal wall model provides at least 

an order of magnitude savings in computational resources without any significant loss of 

accuracy.  

The wall model is then extended to the simulation of rough surfaces. A computational 

methodology to account for the effects of roughness in the two-layer zonal model LES 

framework is presented. Simulations of rod roughened channels at high Reynolds numbers are 

performed with the roughness modified wall modeled LES. Good predictions of mean velocity 

and turbulent statistics compared with the experimental data of Bakken et al. [102] illustrates that 

the proposed modification in two layer model can account for roughness effects in high Reynolds 
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numbers flows. This is the first study which has integrated roughness modeling with a LES zonal 

wall model. 

6.1 Internal Cooling Rib Ducts 

6.1.1 Introduction 

Ribbed internal cooling duct configurations are being used in modern powerful and fuel 

efficient gas turbines. Ribs or turbulators act as roughness elements enhancing the heat transfer 

coefficient and cooling capacity.  Flow in these ribbed ducts involves many complex features 

like flow separation, curved shear layer, primary and secondary recirculation, reattachment of the 

boundary layer and recovery. Rotation of turbine blades introduces Coriolis forces while high 

thermal gradients introduce centrifugal buoyancy. In the past three decades, several experimental 

studies have been performed to characterize the heat transfer in rib roughened passages. Several 

researchers at Texas A&M (Han [103, 104], Chandra et al. [105], Lau et al. [106], Han and 

Zhang [107], Han et al. [108], Ekkad and Han [110]) have studied the effects of different rib 

angles, different sections, different rib orientations, full and discrete ribs, different rib 

height/hydraulic diameter ratios, different rib pitch/height ratios, different aspect ratio channels, 

and variable temperature and flux boundary condition in a Reynolds number range from 10,000 

to 100,000. Taslim et al. [111], Korotky and Taslim [112], Taslim and Lengknong [113], Taslim 

and Korotky [114] have performed similar studies.   

Many researchers have reported computational studies on the internal cooling channels. 

Many of these studies relied heavily on RANS approach for modeling turbulence. Saidi and 
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Sunden [115], Jia et al. [116], Iacovides et al. [117], Ooi et al. [118], and Prakash and Zerkle 

[119] have performed three dimensional RANS calculations on stationary duct while Jang et al. 

[120], Chen et al. [121], and Iacovides [122] carried out RANS studies on rotating ducts. Due to 

the anisotropic nature of the turbulent flow in these ribbed internal cooling passage, the 

investigated RANS model have had varying degree of success. The models based on eddy-

viscosity [119] which assume flow isotropy do not perform well, while more complex models 

which solve for Reynolds stresses [116, 120, 123] have been found to perform reasonably well. 

RANS based models also suffer from lack of repeatability and low level of accuracy in 

predicting complex flow features in ribbed internal cooling ducts. Though computational 

expense has limited most of the studies to RANS approach, in recent years, a significant numbers 

of researchers have reported large-eddy simulations in internal cooling passages. Murata and 

Mochizuki [124] reported a LES calculation of a stationary duct for a low Reynolds number 

without any experimental validation. Excellent comparisons between LES calculations and 

experiments have been shown in fully developed stationary ducts by Tafti [101], in fully 

developed rotating ducts by Abdel-Wahab and Tafti [125], in fully developed stationary ducts 

with 45o ribs by Abdel-Wahab and Tafti [126], and in developing flow in stationary and rotating 

ducts by Sewall and Tafti [127]. Vishwanathan and Tafti [48] carried out DES of fully developed 

flow and heat transfer in internal cooling ribbed duct geometry.  

Though many LES calculations have been reported in the literature, most of them are 

limited to either fully developed assumption or to a low Reynolds number, while most of the gas 

turbine applications have high operating Reynolds numbers. Also, most of the applications of 
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wall layer modeling in the LES framework have been applied to fluid flow problems without 

heat transfer.  In the current study, the integrated zonal two layer model for velocity and 

temperature is used to represent the near wall flow and heat transfer on relatively coarse meshes. 

It is shown that this integrated zonal wall model results in at least order of magnitude savings in 

computational resources as well as time without any significant loss in accuracy as compared 

with wall resolved calculations. 

6.1.2 Computational Domain 

 Figure 6.1 describes the computational domain for two different Reynolds number used 

for the current investigation. Geometries investigated for both the Reynolds number had a square 

cross section and ribs normal to flow direction. Ratio of rib height to the hydraulic diameter of 

the duct ("/]^) was 0.1 and 0.05 while ratio of rib pitch to height was 10 and 20 for Reynolds 

number of 20,000 and 60,000 respectively. The computational methodology discussed in Chapter 

3 assumes the flow and heat transfer to be fully developed for the current study. Hence the 

computational domain length in streamwise (x) direction is taken to be a periodic segment 

between the two adjacent ribs in actual experimental geometry of Rau et al. [99] and Han et al. 

[100]. All the walls of the duct including ribs were treated as no-slip boundaries with constant 

heat flux. 

6.1.3 Grid resolution 

 Table 6.1summarizes the calculations performed. Two different Reynolds numbers were 

investigated with wall modeled LES (WMLES) and LES without wall model. The Reynolds 
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number is based on the duct hydraulic diameter and the bulk mean velocity inside it. Grid 

sensitivity study is reported for Reynolds number of 20,000. All the grids were designed to 

perform the wall modeled LES calculations; but a calculation without wall model was performed 

on the same grid to evaluate the benefit of using the wall model in predicting the skin friction 

and surface heat transfer coefficient on a coarse mesh. LES calculations with zonal near wall 

treatment on grid 1 and 2 resulted in similar predictions without any significant difference. 

Further coarsening of grid 2 uniformly in all directions resulted in prediction of Nusselt number 

significantly different from experimental values.  

 Table 6.2 summarizes the results for Reynolds number of 20,000 for different grids. 

Grids for case 1 and 2 resulted in similar predictions. It’s clear from Table 6.2 that the zonal two-

layer formulation presented in Chapter 3 is able to predict the surface heat transfer coefficient in 

very close agreement with the experimental data and wall resolved LES calculations of Tafti 

[101] which utilized 1283 grid. The predictions of the skin friction is also in close agreement with 

data and wall resolved calculation of Tafti [101] indicating that the zonal two-layer formulation 

presented in Chapter 3 works well in modeling the near wall region.  

 The benefit of using the wall model becomes evident in case 3 in which LES 

calculations with wall model are performed on a coarse mesh. It is clear that using a coarse mesh 

for LES calculations without wall model results in significant under prediction of skin friction. 

Also, the LES calculation without heat transfer wall model results in large under predictions of 

the surface heat transfer coefficient. This indicates that the use of constant heat flux (Neumann) 

boundary condition in the current study is inappropriate for coarser near wall mesh and results in 
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inaccurate wall temperature. The same argument can be made for constant wall temperature 

(Diritchlet) boundary condition, in which case the use of the wall temperature as boundary 

condition for outer LES may result in inaccurate near wall temperature profile which will further 

result in inaccurate calculation of surface heat transfer coefficient. In contrast, use of the heat 

transfer wall model helps in predicting the near wall temperature profile or wall heat flux 

accurately resulting in better prediction of surface heat transfer coefficient. 

6.1.4 Computational Details 

 All the calculations for the bulk Reynolds number of 20,000 and 60,000 were performed 

at �"< = 6667 (based on friction velocity) and 12355, respectively with a non-dimensional mean 

pressure gradient of unity applied in the flow direction. The non-dimensional time step in these 

calculations was set to 5	 ×	10_`which is order of magnitude higher than the one used by Tafti 

[101] for his wall resolved calculation on the same geometry and Reynolds number. The viscous 

terms are treated implicitly. The average ab residual norm of global mass balance is converged to 

1	 ×	10_c, while the momentum and energy equations in the implicit treatment are converged to 

1	 ×	10_d.	 Calculations were initialized assuming an initial mass flow rate and integrated in 

time until the flow rate adjusts to the balance between internal losses and specified mean 

pressure gradient. After this point when the flow rate reaches an asymptotic value, data sampling 

was initiated to extract the mean flow and turbulent statistics. Total sampling interval was 10 

non-dimensional time units. The local Nusselt number is calculated as 

 1
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where �. is the surface temperature and �Jef is the reference temperature defined as 
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The surface-averaged Nusselt number is obtained by averaging the local Nusselt number as 
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where s denotes the surface under consideration. Based on the non-dimensional mean pressure 

gradient of unity, the Fanning friction factor is calculated as 
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All calculations were performed on four Apple Xserve G5 compute nodes with 2.3 GHz 

PowerPC 970FX processor. For integrating over one non-dimensional time unit, about two hours 

of wall clock time is required for Case 1 in Table 6.1, while about one hour of wall clock time is 

required is required for Case 2 and Case 3. Inner layer calculations require less than 10% of the 

outer LES calculation time. Comparing the spatial resolution (1283) for wall resolved LES of 

Tafti [101] and a time step of 55 10−× , Case 1 reduces the computational complexity by a factor 

of 63, whereas Case 2 reduce the complexity of the computation by a factor of 140. 

6.1.5 Ribbed Duct Flow at ReDH=20,000 

 Figure 6.2 shows the mean streamline pattern at the center of the duct (g = 0.5) for case 

1. All three cases for bulk Reynolds number of 20,000 showed the presence of  the leading edge 
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vortex at the rib-wall junction , the counter-rotating vortex in the wake region of the rib and the 

recirculation region downstream of the rib. For case 1 and case 2 the reattachment length is 

found to be 4.1 rib heights downstream of the rib, which is in exact agreement with the wall 

resolved calculation of Tafti [101]. Rau et al. [99] also reported this value to be in the range of 

4.0 to 4.2 rib heights. On the other hand, the reattachment length for case 3 of LES without wall 

model was over predicted to be around 4.7 rib heights.  

 Figure 6.3 represents the spanwise velocity distribution in the vicinity of side smooth 

wall for case 1. The flow predicted by the WMLES has three dimensional behavior near smooth 

wall with mean spanwise (Eh) velocity reaching up to 25% of the mean streamwise velocity 

(DhAAA). The localized phenomenon of strong spanwise velocity moving toward and impinging on 

the smooth wall within the confines of the shear layer at the leading edge of the rib is a result of 

unsteady vorticity which is produced and transported at the junction of the rib with the smooth 

wall. This phenomenon is captured well with the WMLES calculation, whereas many RANS 

models fail to capture this secondary flow.  

 Figure 6.4 shows contours of time averaged Reynolds normal stresses 

(DJ�.,		FJ�.,	EJ�.) and Reynolds shear stress (D′F′AAAAA) at the center plane of the duct (g = 0.5). 

Reynolds normal stresses are normalized by the bulk mean velocity while the Reynolds shear 

stresses are normalized by the square of the bulk mean velocity in the duct for comparisons with 

the experimental data. The time averaged variance of the streamwise velocity (DJ�.) in Figure 

6.4(a) has maximum values in the separated shear layer at the leading edge of the rib, with values 

between 40% and 50%. They are lowest in the stagnating flow at the rib and in the recirculation 
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immediately behind the rib as observed by Tafti [101]. Figure 6.4(e) represents the distribution 

of variance of streamwise velocity (DJ�.) between the two ribs (
�i
e = 4.5). This location is in the 

recovery region downstream of the reattachment point. The maximum values of DJ�. in the 

shear layer behind the ribs and at the duct center (8 = 0.5) were predicted to be around 38% and 

15% respectively, which are in close agreement with the experimental values of 35% and 14% 

respectively in the shear layer and center, reported by Rau et al. [99].  

 The time averaged variance of transverse velocity (FJ�.) at the center plane of the duct 

(g = 0.5) is plotted in Figure 6.4(b). The maximum value of FJ�. in the separated shear layer 

downstream of the rib and at center of the duct (8 = 0.5) are predicted to be 24% and 11%, 

respectively. These values compare in exact agreement with the experimental values of Rau et al. 

[99].  Figure 6.4(c) presents the time averaged variance of spanwise velocity (EJ�.) at the center 

plane of the duct (g = 0.5). EJ�. has a maximum value of about 38% at the top leading edge of 

the rib. High spanwise intensities are observed because of the impingement of eddies at the 

leading edge of the rib. This phenomenon is further explained in detail by Tafti [101]. The 

spanwise fluctuation are also high in the shear layer downstream of the rib with a maximum 

value of about 30% as shown in Figure 6.4(e). 

 Figure 6.4(d) shows the distribution of the time averaged Reynolds shear stress (D′F′AAAAA) in 

the center plane of the duct (g = 0.5). Distribution of -D′F′AAAAA is shown in Figure 6.4(e) in the wall 

normal direction. The Reynolds shear stress reaches a maximum value of about -5% in the 

separated shear layer downstream of the rib. Rib shear layer dominance can be observed in 
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Figure 6.4(e). Similar to cross-stream fluctuations, the Reynolds shear stress distribution does 

not show a near wall maximum feature of typical boundary layer flow. 

 Figure 6.5 shows the distribution of the time averaged turbulent kinetic energy (tke) at 

the center of the duct. The augmentation in tke because of the ribs compared with the plane 

channel flows is predicted well in WMLES calculations. Also, the maximum value (14%) of tke 

in the shear layer is predicted well as compared to the LES of Tafti [101].   

 Figure 6.6 shows the Nusselt augmentation distribution for the WMLES calculation. The 

augmentation ratio is calculated in terms of the Dittus-Boelter correlation. Heat transfer is 

maximum on the front of the wall as a result of the highly unsteady energetic secondary eddies 

formed in that region. These eddies result in enhanced mixing which further results in an 

increase in the surface heat transfer coefficient. As inferred by the distribution of the turbulence 

intensities plotted in Figure 6.4, the momentum in the flow downstream of the recirculation 

region of the rib reduces significantly, resulting in lower heat transfer augmentation values. 

Further downstream, the heat transfer augmentation increases and reaches a maximum value near 

the reattachment point. The augmentation decreases as the smooth wall is approached with 

values close to unity at the corners. On the smooth wall, higher heat transfer augmentation 

occurs in the vicinity of the rib junction. This is a result of lateral flow impingement on the wall 

as shown in Figure 6.3. Maximum heat transfer occurs on the leading edge of the ribs with 

values as high as 5.2. This can be attributed to strong flow acceleration in this region. 

 Figure 6.7 compares the predicted heat transfer augmentation by WMLES calculations 

with the experimental data of Rau et al. [99] at the center of the ribbed wall (g = 0.5) and at a 
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location 0.5" upstream of the rib along the smooth wall. The predictions match in close 

agreement with the data. Both the trends and the values of heat transfer augmentation predicted 

by WMLES agrees with the experimental data. The experimental traverse stops at 8 = 0.4 and 

does not go to the center. The surface averaged values are tabulated in Table 6.2 for the ribbed 

and smooth walls. WMLES calculations predict the heat transfer augmentation within the 

experimental uncertainty. The trends in the prediction accuracy of the Nusselt number are 

consistent with observation of Tafti [101]. The same consistent trends are observed in friction 

coefficient, which is predicted to within 10% of the experimental data. On the other hand, the 

LES calculation without wall model on a coarse mesh under predicts both the friction coefficient 

and Nusselt augmentation significantly.  This is consistent with the observation made with the 

validation case. It is clear that the LES without zonal near wall treatment fails to predict the wall 

temperature correctly which further results in inaccurate prediction of the Nusselt number 

augmentation. Under prediction of friction factor using LES on a coarse mesh is also reported in 

previous studies [128].   

6.1.6 Ribbed Duct Flow at ReDH=60,000 

 A grid of 88×88×88 was used in the computational domain with Y+ values in the range 

of 20-40. Predictions with WMLES calculations are compared with the limited experimental data 

of Han et al. [100]. Experimental data for flow measurement is not provided but the overall 

friction factor is reported. Measured distribution of Nusselt number on the ribbed wall along the 

centerline (g = 0.5) and on smooth wall is reported.  
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 Figure 6.8 represents the mean streamline structure at the center plane (g = 0.5) of the 

duct. The major flow structures are similar to that for Re=20,000. The reattachment length is 

found to be about three times the rib height. Figure 6.9 and Figure 6.10 represent the turbulent 

intensities and the mean turbulent kinetic energy variation along the duct height. Comparing the 

values with Re=20,000 case, it can be observed that the values of these turbulence quantities are 

significantly lower. This indicates that the configuration of Re=60,000 case with lower values of 

ratio of rib height to the hydraulic diameter of the duct and higher ratio of pitch to height results 

in producing less amount of turbulence compared with Re=20,000 case.  

 Figure 6.11 compares the predictions of Nusselt augmentation ratio at the center line of 

duct (g = 0.5) on the ribbed wall with measured values from Han et al. [100]. WMLES captures 

the trends in the heat transfer augmentation as well as the values of Nusselt augmentation in 

close agreement with the experimental data of Han et al. [100] Distribution of Nusselt 

augmentation on the smooth wall, rib, and ribbed wall is shown in Figure 6.12. The trends in the 

surface heat transfer coefficient distribution on the ribbed and smooth walls are similar to the one 

observed for Re=20,000 case. The maximum value of the Nusselt augmentation occurs at the 

leading edge of the rib facing the flow. Highly energetic unsteady eddies upstream of the rib are 

responsible for the flow acceleration and hence higher magnitudes of the heat transfer 

augmentation. In the region immediately downstream of the rib, the flow is weak resulting in 

very low values of the heat transfer augmentation approaching a value of unity.  The Nusselt 

augmentation value slowly recovers and peaks near the flow reattachment length after which it 

drops slightly leading up to the next rib. It is also important to note that the values of the Nusselt 
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augmentation are significantly lower compared to the Re=20,000 case. This can be attributed to 

the lower turbulent intensities observed in Figure 6.10 and discussed previously. The lower 

production of turbulence results in less mixing and hence results in significantly lower values of 

surface heat transfer coefficient on the duct walls.  

 Han et al. [100] also reported values of heat transfer augmentation distribution on the 

centerline (y= 0.5) on the smooth wall along the length of the duct. They reported these values 

in the range of 1.35 to 1.45. Predictions from the WMLES calculation also agree with this 

observation with values in the range 1.4 to 1.55. The average value of the Nusselt augmentation 

on smooth walls predicted by WMLES is 1.5 which is slightly higher than the value of 1.4 

reported by Han et al. [100]. The average value of Nusselt augmentation on the ribbed wall was 

predicted to be 2.15 by WMLES. This value is slightly overpredicted compared to the reported 

value of 2.0 by Han et al. [100]. The overall friction factor augmentation is predicted to be 4.1 by 

the WMLES calculations, which matches in exact agreement with the value reported by Han et 

al. [100]. The base friction factor (*jk) was calculated using  

  *jk = 0.079 × �"_�.�$            

 It is important to mention that the LES calculation without any wall model on the same 

grid for Re=60,000 results in significantly different predictions than experiments and hence are 

not reported for brevity. The under prediction of the friction factor was significant resulting in 

major differences with experimental observation of flow patterns and Nusselt augmentation.  
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6.2 Two Layer Wall Model for Large Eddy Simulations of Flow over Rough surfaces 

 The following section investigates various approaches for modeling the effects of 

roughness, followed by a methodology proposed to modify the two layer wall model presented in 

Chapter 3 to account for wall roughness. Predictions with roughness modified wall modeled LES 

at high Reynolds number in a rod roughened channel are presented at the end. 

6.2.1 Background and Introduction 

Many practical industrial flows involve flow over rough walls. Roughness influences the 

mean velocity profile in the inner layer near the wall by shifting it in comparison to the smooth 

wall. This shift can be characterized by a roughness function which depends on the roughness 

frontal area, height, and the nature of the roughness. Similar to smooth wall flows, the total mean 

shearing stress with roughness is constant near the wall as convective terms are small in the 

mean momentum equation. Hence the mean flow sufficiently distant from the roughness 

elements can be represented as  

G9 = b
l ln(8

9) + Β − ΔG9        (6.1) 

where U is the mean streamwise velocity, y is the distance from the surface, and constants  Β and 

% continue to hold the value for the logarithmic law of the wall for smooth surfaces. The 

superscript + represents normalization by shear velocity D< = rst/u, where st 	is the wall shear 

stress and u is the density. ΔG9 is the roughness function representing a shift in the mean 

velocity and can be correlated to the roughness length scale X, which represents the roughness 

geometry. A convenient and more popular alternative to X is the use of an equivalent sand grain 
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roughness, which is a modified length scale producing the same roughness function ΔG9 as if the 

surface was covered by sieved sand. The relationship between the roughness function and 

equivalent sand grain roughness reads as, 

ΔG9 = b
l ln(X.

9) + Β − v        (6.2) 

where v is a constant which reflects the wall boundary condition and hence depends on the 

roughness geometry (its value is found to be 8.5 for sand-grain roughness) and X and X.are 

related using Equation (6.3) [129].  

Zw
Z = xyz	[l|}H~_�9��

Z~          (6.3) 

Roughness effects on the outer layer can be modeled by changing the effective position 

of the wall and hence artificially increasing the shear stress near the wall. Rotta [130] 

demonstrated that the roughness effects can be achieved by increasing the Prandtl mixing length 

near the wall. The shift in mean velocity described by the roughness function can be obtained by 

modifying the mixing length as  

(9 = %(89 + Δ89)�1 − "-�[−(89 + Δ89)/�9��                 (6.4) 

where Δ8 is the required shift in the wall location and can be directly related to the roughness 

length scale. The rightmost term in Equation (6.4) is the van Driest damping function in which 

�9 = 26.  Rotta [130] provided a generic expression which can correlate this shift in the wall 

location with the roughness geometry details. Cebeci and Chang [131] proposed the following 

generic expression, correlating the shift in wall location to roughness Reynolds number in terms 

of equivalent sand grain roughness. 
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∆8 = 0.9 � �
��
� �rX.9 − X.9 exp �− Zw~

� ��       (6.5) 

Equation (6.5) is valid in a wide range (4.5 < X.9 < 2000) of sand grain roughness covering 

hydraulically smooth surfaces, transitional, and fully rough regimes. The correlations which link 

the shift in wall position (∆8)to equivalent sand grain roughness also need to have a relationship 

between the roughness geometry and the equivalent sand grain roughness. Schlichting [132] has 

experimentally determined the values for equivalent sand grain roughness for a large number of 

roughnesses arranged in a regular fashion. Dvorak [133] has established a correlation between 

the velocity shift and roughness density for two dimensional rectangular rough elements from 

which the equivalent sand grain roughness can be determined. Simpson [134] proposed a more 

generalized form of the Betterman and Dovark correlation for roughness density effects on the 

turbulent boundary layer. For the roughness elements other than those investigated by 

Schilichting [132] and Dvorak [133], the equivalent sand grain roughness needs to be determined 

from experimental or empirical methods. 

 Other mixing length models [135] have been proposed where the effects of roughness are 

modeled by reducing the van Driest damping as X9 increases. All these models are based on the 

fact that flows with the same effective X9, and hence the same shift in velocity profile, should 

have similar mixing properties. This fact is based on the Townsend’s [136] hypothesis stating 

that the turbulent flow in the region outside the roughness sub layer is independent of the wall 

roughness at sufficiently high Reynolds numbers. Several different experiments [137-140] 

performed on different kinds of rough geometries support this hypothesis. Hence Townsend’s 

hypothesis can be used to successfully model the effects of roughness in a simplistic way. 
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 Another way to account for the effect of roughness is known as the discrete element 

method in which form drag term is added to the governing momentum equations to account for 

blockage effect of the roughness elements on flow near the wall. Christoph and Pletcher [141] 

added a sink term in the momentum equation for the form drag and employed a mixing-length 

model including the roughness effect. Taylor et al. [142] modified both mass conservation and 

momentum equation to account for blockage effects of the roughness and added a form drag 

term to the momentum equation and employed a smooth wall van Driest mixing length model. 

Gilkson and Aupoix [143] proposed similar modifications for RANS based X − + and X − � 

models. These discrete element models attempt to connect roughness geometry to roughness 

effects rather than depending on a single roughness length scale, though, these models are 

developed for only regular array of elements like cones and spheres. Also, these models are not 

applicable to sand grain or similar random roughness.  

There have been very few studies reported with LES or DNS of rough wall flows at high 

Reynolds numbers. As the mesh size needs to be much smaller than the roughness height k, LES 

of such flows needs very dense grids and has been limited to comparatively low Reynolds 

numbers. Leonardi et al. [144] performed the DNS and LES of a turbulent channel flow with 

transverse square bars on one wall at a Reynolds number of 6900. They used both, Van Driest 

damping, and the dynamic subgrid model, and obtained good agreement between the two 

simulations for pressure and skin friction on the wall. Cui et al. [145] investigated turbulent 

channel flow with transverse rib roughness on one wall using LES. They varied the spacing of 

the roughness elements to reproduce d-type and k-type roughness defined by Perry et al. [146]. 



 

133 

 

Their LES results were in good agreement with laboratory data and provide more insights into 

the effect of roughness on the mean flow as well as turbulent structures.  Juneja and Brasseur 

[147] characterized subgrid-resolved-scale dynamics for atmospheric boundary layers. Cui et al. 

[148] proposed a force field model to simulate turbulent flow over a surface with arbitrary 

roughness. They decomposed roughness into a resolved and subgrid-scale roughness similar to 

the flow decomposition in LES. 

Wall modeled LES of turbulent flows over rough surfaces has not seen used in 

engineering applications while some work has been done in working with atmospheric boundary 

layers.  Thomas and Williams [149] developed a synthetic rough wall boundary condition based 

on the Schumann [36] wall model. They treated the instantaneous stress as a linear combination 

of the mean and fluctuating components, where the fluctuating part responds less to the 

roughness and consequently contributes less to the local shear stress compared with the original 

Schumann [36] wall model. Moeng [150] reported a wall boundary condition by specifying the 

SGS vertical fluxes at the wall. This condition took in to account more fluctuations compared to 

the Schumann model. Mason and Gallen’s [151] rough wall model also manages to take into 

account more fluctuations. Xie et al. [152] proposed a family of wall models which exhibit better 

performance than its predecessor models for LES. At present, no LES wall model exists which 

possesses the capability to simulate different kinds of complex engineering flows on rough walls 

at high Reynolds number.  

Here a new roughness modified two-layer LES wall model for modeling the near wall 

region in flow over rough surfaces is proposed. Equivalent sand grain roughness is used to 
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correlate the amplification in wall shear stress with the roughness geometry. Calculations are 

performed in a rod roughened channel geometry of Bakken et al. [102] at high Reynolds number 

in the range of 6000 to 56000 in the fully rough regime. The roughness wall model predicts the 

skin friction coefficient accurately and predicts the mean velocity profile and turbulent statistics 

in good agreement with the experiments.  

6.2.2 Roughness Modification to Two Layer Wall Model 

The two layer wall model presented in Chapter 3 is modified to account for surface 

roughness effects. Roughness effects on the outer layer are modeled by changing the effective 

position of the wall and hence artificially increasing the shear stress near the wall. The turbulent 

viscosity, (1/�"�) in Equation (3.20) is modeled based on Rotta’s [130] approach of changing 

the effective position of the wall as follows 

      1/�"� = %/�"|�+ + Δ�+��1 − "-��−|�+ +Δ�+�/�+!�2       (6.6) 

where, κ is von-Karman constant, � is normal distance from the wall,  �9 = 26  and, 

                                                          �9 = ��L
�                                              (6.7) 

                                                                    
ρ

τ
τ

wu =     (6.8)  

                                                             st = � b
Oe +

b
Oe�

� �(��)
�� |wall                   (6.9) 

For sufficiently high Reynolds number in the fully rough regime, the wall displacement Δ� can 

be related to equivalent sand grain roughness (X.)	as [130]  

                                                                  Δ� = 0.035X. (6.10)                                
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If the roughness Reynolds number doesn’t fall in the fully rough regime, Cebeci and Chang’s 

[131] expression presented in Equation (6.5) is used. 

6.2.3 Computational Details 

All simulations are performed in the fully developed region of the experimental geometry 

of Bakken et al. [102] which is shown in Figure 6.13. As shown in Figure 6.13, both the top and 

bottom walls of the channel are covered by square rods extending in the spanwise direction. 

Ratio of roughness height (k) to channel half width (ℎ) is 0.034 and ratio of roughness height to 

roughness pitch (center to center rod spacing, λ) is 0.125. Bakken et al. [102] calculated the 

equivalent sand grain roughness using Equation (6.3) with the experimentally calculated value of 

the roughness function through comparison of mean velocity distribution with the logarithmic 

law of the wall for smooth flows. The ratio of equivalent sand grain roughness to roughness 

element height was experimentally found to be about 7.8 for Reynolds numbers (based on shear 

velocity and half channel width) of 600 to 6000.  

The computational domain is chosen to be 2=ℎ × 2ℎ × =ℎ in streamwise, wall normal, 

and spanwise direction respectively, where ℎ is half width of the rod roughened channel. 

Periodic flow conditions are used in streamwise (x) and spanwise (z) direction. Table 6.3 

summarizes the calculations performed. The calculations are performed in the bulk flow 

Reynolds number range of 6000 to 56000 with roughness falling in the fully rough regime. The 

grid was taken to be uniform in streamwise and spanwise direction. Table 6.3 represents the grid 

spacing in wall co-ordinates. The first grid point in the wall normal direction was taken at least 
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two roughness heights away from the wall. (The y+ value in Table 6.3 represents the distance of 

the first grid node from the wall in wall coordinates).  

6.2.4 Mean Flow Velocity Prediction 

 Mean velocity predictions are compared with experimental measurements in Figure 6.14 

to Figure 6.17 for Reynolds number range of Reτ=600 to 6000. For all Reynolds numbers the 

predictions of mean velocity profile is in close agreement with the experiments except for 

Reτ=6000 for which the prediction error is slightly higher. The rough-wall profiles also show the 

downward shift in mean velocity (∆G9) as seen in Figure 6.14.  This shift is observed to follow 

the logarithmic dependency with roughness height in wall co-ordinates with change in Reynolds 

number. This behavior is consistent with k-type roughness behavior. Variation of skin friction 

coefficient is shown in Figure 6.18. These values are a very weak function of Reynolds number, 

indicative of a fully rough regime. In comparison, Dean’s empirical correlation [153] is plotted 

for smooth walls, the value of which decreases with Reynolds number. The predicted values 

match the experimental measurements in close agreement. 

6.2.5 Reynolds Stress Prediction  

 Bakken et al. [102] experimentally observed some important differences in Reynolds 

stress distribution between rough and smooth wall flows. The peak value of streamwise 

Reynolds normal stress for rough wall flows was found to be attenuated (up to 50%) and to move 

away from the wall compared with the smooth wall flow. The peak position shifted outward 

approximately by the corresponding value of k+. In rough wall flows, there is dominance of 
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pressure forces near the wall in contrast to strong viscous forces for smooth wall flows, which 

are expected to be negligible in the fully rough regime [154]. Bakken et al. [102] also observed 

that the integral length scale in the streamwise direction to be shorter than for smooth wall flows 

indicating the break-up of the near wall streamwise vortices over the rough wall. This seems to 

be the main mechanism responsible for the significant attenuation of streamwise Reynolds 

normal stress for rough walls. Bakken et al. [102] also observed that the Reynolds normal 

stresses in the spanwise and wall normal direction also get attenuated but this attenuation is not 

significant compared with Reynolds normal stress in the streamwise direction. They also 

reported that shear stress measurement above the rough surface reaches a reduced peak level 

compared to smooth wall flow. 

    The predicted Reynolds normal stresses and Reynolds shear stress are plotted in Figure 

6.19 through 6.21 for Reynolds number (based on shear velocity) Reτ=600 to 6000.  All the 

Reynolds stresses are predicted with reasonable accuracy considering the large savings in 

computational cost afforded by this procedure as compared to a wall resolved LES in which the 

roughness elements would have to be resolved. The streamwise Reynolds normal stress (DV�AAAA) is 

significantly overpredicted at the lowest Reynolds number, Reτ=600, in contrast to the 

experiments which indicate a larger attenuation over a smooth wall distribution. A DNS of a 

similar geometry at this Reynolds number [129] also showed this discrepancy. DNS predictions 

were also not able to capture the large attenuation shown by experiments.  

 Predictions slightly underpredict the value of transverse near wall Reynolds normal stress 

for all Reynolds numbers. Still, the levels of (FV�AAAA) in the outer layer tend to follow the Reynolds 
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number rather than the boundary condition for both the experiments and predictions. This 

indicates that the flow over smooth as well as rough walls have similar transport mechanisms for 

wall normal Reynolds normal stresses. 

 The experiments involved significant (>10%) uncertainty in spanwise Reynolds normal 

stress (EV�AAAAA), measurements, which are not available for all Reynolds numbers. Predictions show 

similar trends and are within the experimental uncertainty for Reynolds numbers where the 

measurement data is available. Reynolds shear stress is predicted in close agreement with 

experiments for all Reynolds numbers. The peak values in Reynolds shear stress are found to be 

slightly lower than smooth wall flows for the same Reynolds numbers.  

 

 

 

 

 

 

 

 

 

 

 

 

 



 

139 

 

6.3 Conclusions 

 WMLES calculations are conducted in a ribbed duct at Re=20,000 and 60,000 for two 

different rib geometries. The calculations predict the friction factor and Nusselt number 

augmentation in close agreement with the experimental data for both Reynolds numbers 

investigated. The major flow features corresponding to the unsteady energetic eddy near the rib 

wall, the recirculation zone behind the rib and corner eddy, reattachment location are predicted in 

close agreement with the experimental observations and wall resolved LES predictions. Trends 

in the surface heat transfer coefficient distribution as well as values of Nusselt augmentation 

were predicted well within the experimental uncertainty for both the Reynolds numbers. It was 

also observed that these LES calculations without any wall model under predict the friction 

factor and Nusselt augmentation significantly.  

 The advantage of using the wall model both for flow and heat transfer becomes 

prominent at higher Reynolds number. It is noteworthy to mention that the time step used in the 

current calculations is an order of magnitude higher than the time step required for a wall 

resolved LES. This, in conjunction with the coarser grid, results in significant savings in overall 

computational cost. These savings are critical especially for developing flow calculations which 

involve several ribs in serpentine channels.  

The two-layer wall model is extended to simulate flow over rough surfaces. The 

approximate boundary condition provided by the wall model in terms of shear stress is modified 

by shifting the position of the wall to account for roughness. Shift in the wall position is linked to 

the roughness geometry through the equivalent sand grain roughness. Calculations are performed 
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in a rod roughened channel geometry at high flow Reynolds number in the range of 6000 to 

56000 in the fully rough regime. The roughness wall model predicts the skin friction coefficient 

accurately and predicts the mean velocity profile and turbulent statistics in good agreement with 

the experiments. The proposed roughness modified two-layer wall model can be applied to any 

complex flow geometry with rough walls and can provide a cost effective way for numerical 

investigation at practical Reynolds numbers. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

141 

 

6.4 Tables 

 

 

 

 

 

 

 

Table 6.1 Ribbed duct calculation summary 

 

Case �"<  �"h   grid resolution �9 
near wall 

treatment 

1 6667 20000 72×72×64 15-30 Zonal 

2 6667 20000 56×56×48 20-30 Zonal 

3 6667 22200 56×56×48 20-30 No-slip 

4 12533 60000 88×88×88 20-40 Zonal 
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Table 6.2 Heat transfer and friction data comparison with Rau et al. [99] (Re=20,000) 

 

                              LES calculations, 
e
k�

= 0.1, 
�
e = 10                                             Experimental

 

 case1 case 2 case 3 Tafti [101] Rau et al. [99] 

�"<  6667 6667 6667 6667 - 

�"h   20,000 20,000 22,200 20,000 30,000 

% form loss 90 90 95 91 85 

Reattachment 

length (-J/") 
4.2 4.2 4.5 4.1 4.0-4.25 

〈 D〉/ D�  ( D� = 0.023. �"h�.c. ¢��.`) 

Rib 2.49 2.46 1.96 2.89 - 

Ribbed Wall 2.20(7.9%) 2.21 (7.9%) 1.82 (24%) 2.4 2.40 

Smooth Wall 1.91 (6 %) 1.92 (6%) 1.48 (28%) 1.89 2.05 

Overall with rib 2.13 2.14 1.76 2.23 - 

Overall w/o rib 2.05 (6.8%) 2.06 (6.9%) 1.69 (23%) 2.14 2.21 

*/*�		(*� 	= 0.046	. �"h_�.�	) 

Overall 8.5 (10%) 8.5 (10%) 7.25 (24%) 8.6 9.5 

 

Experimental uncertainty is ±5% 
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Table 6.3 Calculation and grid resolution summary for flow in rod roughened channel 

 

Reτ Reb ∆�9 89 ∆¥9 Cf Cf,expt ks 

600 5927 117 60 60 0.0205 0.02 0.2241 

1200 11494 157 120 80 0.0212 0.0218 0.2689 

3200 30650 314 300 160 0.0218 0.02276 0.2689 

6000 57869 600 600 320 0.0215 0.02296 0.2689 
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6.5 Figures 

 

 

 

 

Figure 6.1 Computational domain for ribbed duct  

(Re=20,000) 
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Figure 6.2 Mean flow streamline distribution in the z-symmetry (z=0.5) plane  

(Re=20,000) 

 

 

Figure 6.3 Contours of mean spanwise flow velocity near smooth wall (z=0.05) 

 (Re=20,000) 
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            (a) DJ�.                                                              (b) FJ�. 

  

            (c)EJ�.                                                               (d) D′F′ 

  

(f) Reynolds stresses (x’/e=4.5) 

Figure 6.4 Reynolds stresses at center plane (z=0.5) (Re=20,000) 
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(b)  

Figure 6.5 Turbulent kinetic energy at center plane (� = �. �, x’/e=4.5)  

(Re=20,000) 
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(a) 

  

(b) 

Figure 6.6 Contours of Nusselt augmentation on (a) smooth wall, and ribbed wall, and (b) 

ribs  

(Re=20,000) 
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(a) 

 

(b) 

Figure 6.7 Comparison of Nusselt augmentation with experimental data of Rau at al. [99] 

on (a) ribbed wall at center plane, y=0, z=0.5 (b) smooth wall at e/2 upstream of the rib, 

z=0, x=0.4   

(Re=20,000) 
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Figure 6.8 Mean flow streamline distribution in the z-symmetry plane (z=0.5) 

 (Re=60,000) 

 

Figure 6.9 Reynolds stresses at center plane of the duct (� = �. �, �V/
 � �. �	)  

(Re=60,000) 
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Figure 6.10 Turbulent kinetic energy at center plane of the duct (� = �. �, x’/e=8.5) 

 (Re=60,000) 

 

Figure 6.11 Comparison of Nusselt augmentation with experimental data of Han at al. 

[100] at center plane of the duct (z=0.5, y=0) 

(Re=60,000) 
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Figure 6.12 Contours of Nusselt augmentation on smooth wall, rib, and ribbed wall  

(Ribbed bottom wall is shown from smooth wall till z symmetry plane) 

(Re=60,000) 

 

 

 

 

Figure 6.13 Experimental rod roughened geometry of Bakken et al. [102] 
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Figure 6.14 Comparison of predicted mean flow velocity from WMLES with experimental 

data of Bakken et al. [102] and smooth log law  (Reτ=600)  

 

Figure 6.15 Comparison of predicted mean flow velocity from WMLES with experimental 

data of Bakken et al. [102] (Reτ=1200) 
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Figure 6.16 Comparison of predicted mean flow velocity from WMLES with experimental 

data of Bakken et al. [102] (Reτ=3200) 

 

Figure 6.17 Comparison of predicted mean flow velocity from WMLES with experimental 

data of Bakken et al. [4] (Reτ=6000) 



 

155 

 

 

Figure 6.18 Skin friction coefficient variation with Reynolds number 

(Circles represent WMLES predictions, squares – experimental data of Bakken et al [102], and 

straight line represent Dean’s correlation for smooth channels) 

 

Figure 6.19 Reynolds normal stress and shear stress distribution (Reτ=600) 
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(All variables are normalized by square of shear velocity uτ) 

 

 

Figure 6.20 Reynolds normal stress and shear stress distribution (Reτ=1200) 

 

Figure 6.21 Reynolds normal stress and shear stress distribution (Reτ=3200) 
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Figure 6.22Reynolds normal stress and shear stress distribution (Reτ=6000) 
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Chapter 7 

Summary and Conclusions 

The research presented in this thesis was motivated by the desire to use LES in complex 

high Reynolds number flows. There were two major challenges identified in performing large 

eddy simulations of these complex flows. First, the very high near wall mesh resolution required 

at high Reynolds numbers, and second, the need for an accurate and computationally simple 

method to generate inlet turbulent boundary conditions for developing flows. These challenges 

led to the development of the wall modeling and inlet turbulence generation capability in the in-

house LES code GenIDLEST.  

Large eddy simulations of complex high Reynolds number flows are carried out with the 

near wall region modeled with a zonal two layer model in this dissertation. A novel formulation 

for solving the turbulent boundary layer equation for the effective tangential velocity in a 

generalized co-ordinate system is presented and applied in the near wall zonal treatment. This 

formulation reduces the computational time in the inner layer significantly compared to the 

conventional two layer formulations present in the literature and is most suitable for complex 

geometries involving body fitted structured and unstructured meshes.  

The synthetic eddy method, which is a stochastic procedure based on the classical view of 

turbulence as a superposition of coherent structures is implemented to generate the turbulence at 

the inlet plane of the computational domain of developing flow problems. This method is 

designed to develop instantaneous velocity signals based on experimental, reduced RANS, or 

any precursor simulation input data.  
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The zonal two layer wall model and the synthetic eddy method are validated individually 

in turbulent channel flows and together in flow over a backward facing step at very high 

Reynolds numbers.  The effectiveness of combining these two techniques is systematically 

shown in an experimental swirl combustor and an industrial scale gas turbine can combustor in 

the Reynolds number range of 20,000 to 80,000 with corresponding Swirl number in the range of 

0.43 to 0.7. The synthetic eddy method reduces the computational complexity and provides 

accurate inlet turbulent specification, while the zonal wall model represents the near wall region 

accurately on a relatively coarse mesh in the complex swirling flows. Furthermore, the synthetic 

eddy method was used in a hybrid RANS-LES simulation in a dry low emission can combustor 

by using the upstream flow conditions from RANS to generate inlet turbulence for the embedded 

LES domain in the region of interest.  

The integrated zonal near wall approach for velocity and temperature is then successfully 

used to investigate complex three dimensional flow and heat transfer in a ribbed duct passage for 

internal turbine blade cooling.  The zonal wall model is further modified to take in to account the 

effects of surface roughness. The roughness modified two layer wall model was able to predict 

the mean flow and turbulent quantities in a rod roughened channel in good agreement with 

experimental data at high Reynolds numbers. 

 The wall model approach results in significant savings in computational resources by 

virtue of the coarser grids that can be used in wall bounded flows. This also enables the use of 

larger time steps, both of which together lead to at least an order of magnitude savings in 

computational cost. The synthetic eddy method provides a cost effective and robust approach to 
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accurately specify inlet turbulence data for complex flows and helps in reducing the size of the 

computational domain by limiting it to the immediate domain of interest.  This thesis establishes 

that the synthetic eddy method and wall modeled LES provide a powerful avenue for 

investigating complex engineering flows at high Reynolds numbers. 
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Appendix A 

Nomenclature 

ia
�

 Contravariant basis vector 

v� Specific heat 

]^ Hydraulic diameter 

" Rib height 

* Fanning friction factor 

ijg  Contravariant metric tensor 

g  Jacobian of the transformation 

j
Ug  Contravariant flux vector 

X Thermal conductivity 

a� Domain length in streamwise (x) direction 

¦§̈  Surface normal vector  

 D Nusselt number 

P Rib pitch or total pressure 

� Fluctuating pressure 

¢� Prandtl number 

©" Heat flux  

«� Flow rate in x direction 

Re         Reynolds number 
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�"h Reynolds number based on bulk velocity(= ��¬k�
� ) 

�"< Reynolds number based on shear velocity(= ��k�
� ) 

Ret Inverse of turbulent viscosity 

S    Swirl number 

 Temperature 

D§̈  Cartesian velocity vector 

-′ Distance from downstream of the rib 

x
�

 Physical space coordinate 

ξ
�
 Computational space coordinate 

ν Kinematic viscosity 

ρ Density 

τ Shear stress 

® Mean pressure gradient 

¯ Mean temperature gradient 

� Fluctuating, modified or homogenized temperature 

Ω Total heat transfer surface area 

Subscripts 

 Surface 

± Bulk mean time averaged velocity 

0 Smooth duct or channel 
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�²³ Root mean square 
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Appendix B 

Large Eddy Simulation of in Fully Developed Turbulent Channel Flow with 

Heat Transfer at Reτ=590 

In this section, a wall resolved LES is carried out in a fully developed turbulent channel 

flow at Reτ=590 (Reynolds number based on shear velocity and channel half width). A grid 

resolution of 196 × 196 × 196 is used in the computational domain spanning in 2=> × 2> × => 

in streamwise (x), wall normal (y), and spanwise (z) directions respectively, where >	is half 

channel width. The grid spacing in streamwise and spanwise direction is taken to be uniform 

resulting in ∆-9 = 19 and ∆g9 = 9.5. (superscript + denotes wall coordinates, i.e. normalization 

by shear velocity D<). Y+ of the first off wall grid point was taken to be 0.8 and then grid was 

stretched in wall normal direction resulting in total 196 grid points. Dynamics Smagorinski 

model is used to model the effects of eddies smaller than the grid size. Periodic boundary 

conditions were applied in streamwise and spanwise directions, while channel walls were treated 

as no-slip boundaries with constant heat flux.   

Flow predictions with the LES are compared with the reference DNS of Kim et al. [76]. 

Figure B.1 shows comparison of time averaged mean streamwise velocity with the DNS [76]. It 

is observed that the mean velocity is predicted in exact agreement with DNS. Figure B.2 

represents that the predicted Reynolds normal stresses and Reynolds shear stresses are in very 

good agreement with DNS. The maximum error in Reynolds stress prediction is 7% compared 

with the DNS.  

The Nusselt number predicted from the LES calculation comes out to be 106.0. This 

values matches in close agreement with the value of 105.6 from Dittus-Boelter correlation for 
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fully developed pipe flows. With this detailed flow and heat transfer validation, the temperature 

profile predicted from wall resolved LES simulation is used for validation of heat transfer wall 

model in Chapter 4. 

 

Figure B.1 Comparison of predicted mean velocity with DNS [76] 

 

 

Figure B.2 Comparison of predicted Reynolds stresses with DNS [76] 
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Appendix C 

Large Eddy Simulations of Confined Weakly Swirling flows with Synthetic 

Inlet Turbulence 

This section presents the results from wall resolved as well as wall modeled LES on 

confined weakly swirling flows at Reynolds number of 10,000 and characteristic Swirl number 

of 0.33. Computational details are given in Chapter 5 including the geometry, computational 

domain, grid resolution, and boundary conditions. Numerical procedure described for Re=20,000 

and S=0.43 described in Chapter 5 is followed for performing LES simulations in this section. 

Figure C.1compares input experimental mean flow and turbulent stresses and reproduced profiles 

of these quantities from LES with SEM used at the inlet plane of the computational domain. 

C.1 Flow predictions  

 Time averaged mean velocity profiles at various streamwise locations in the 

computational domain are plotted in Figure C.2. LES calculations were able to predict the higher 

swirl velocity near the axis as well as steep gradients in the swirl velocity in the shear layer as 

observed in experiments accurately. It is important to note that the LES calculation with the wall 

model is able to reproduce near wall velocities in all regions of the combustor immediately after 

expansion as well as further downstream of it in good agreement with the experiments.  

 Wall resolved as well as wall modeled LES calculations were able to predict the 

variances of all three velocity components at all twelve stations in good agreement with the LDV 

data. It is important to note that each variance has significantly different values than the other 
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two indicating strong anisotropies in the flow-field. Figure C.2 represents that the LES 

calculations are able to simulate anisotropic turbulence in the flow-field accurately. Also, they 

predict the turbulent kinetic energy distribution in the shear layer as well as near the axis of the 

combustor accurately. Higher magnitude of variances of streamwise and circumferential velocity 

at the beginning of combustor section, which is one of the characteristics of the swirling flows 

are captured well by the computations. Reynolds shear stresses are also predicted accurately with 

LES. Both LES calculations were able to predict the turbulence production in the shear layer as 

well in core region where the vortex breakdown process occurs. Predictions were able to capture 

the trends especially the peaks in the Reynolds stress profile in fairly good agreement with the 

data.  

 Figure C.3 represents instantaneous streamlines from wall modeled LES calculation. 

These streamlines shows the typical characteristics of weak to moderate swirl flows. The 

streamlines exhibit curvature in the inflow section as against to straight flow in non-swirling 

flow. A vortex breakdown can be observed in the region of 2.5<x/H<3.3 in Figure C.3.a where 

streamlines show flow reversal. An internal recirculation zone is created as a result of this 

breakdown process.  This internal recirculation zone is not axisymmetric and has bubble shape. 

The streamlines shown in the Figure C.3.b and C.3.c represent some more important features of 

swirling flows. Figure C.3.b represents highly swirling flow in the upstream region of the 

combustor at a streamwise section at x/H=1. The streamlines at this section represent a large 

swirling flow structure. As it can be noticed from this figure that the center of this swirling flow 

is off the combustor axis. This further results in nonzero swirl and radial velocity components in 
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this region. The oscillatory motion of the coherent structures near the combustor axis represents 

the presence of the precessing vortex core. The swirl strength reduces in the downstream region 

of the combustor section. Figure C.3.c represent decayed swirl flow region at a streamwise 

location x/H=5 downstream of the sudden expansion. The streamline structure at this section also 

shows the presence of the several smaller coherent structures. 
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Figure C.1 Measured and predicted mean velocity and turbulent stress profiles normalized 

by bulk mean velocity at inlet of the computational domain (x/H=-2.1) at Re=10,000, S=0.33 
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(a)  

(b)  
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(c)  

Figure C.2 Time averaged profiles of (from left to right) axial velocity (<@>/´µ), swirl 

velocity(<@θθθθ>/ ́ µ), variance of axial velocity (<@V@V>/´¶
·), variance of swirl velocity 

(<@θθθθV@θθθθV>/ ´¶
·), Reynolds shear stress  (<@V@V̧>/´¶

·)  for Re=10,000 and S=0.33 at (a) 

�
¹ = �. º», (b) 

�

¹
� ·. º, and (c) 

�

¹
� ¼. ½ 

(Reynolds stresses are scales up by a factor of 10) 

 

 

 

                                          (a)                                                         (b)                                    (c) 

Figure C.3 Instantaneous streamlines (Re=10,000 S=0.33) in, (a) azimuthal plane (z/H=0), 
(b) x/H=1, and (c) x/H=5 
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Appendix D 

Detailed Flow Predictions in Experimental Swirl Combustor 

(a)  

(b)  

(c)  

Figure D.1 Time averaged normalized mean velocity profiles at various streamwise 

locations (Re=10,000 S=0.33), (a) axial velocity <@ >/́ µ), (b) radial velocity (<@¾>/ ́ µ), (c) 

circumferential velocity (<@θθθθ>/ ́ µ) 
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(a)  

(b)  

(c)  

Figure D.2 Time averaged normalized profiles of variances of velocity components at 

various streamwise locations (Re=10,000 S=0.33) (a) <@V@V>/´¶
·, (b) <@V̧@V̧>/´¶

· ,(c) <@θθθθV@θθθθV>/ 

´¶
· , (scale=1:8)  
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(a)  

 

(b)  

Figure D.3 Time averaged Reynolds shear stress profiles at various streamwise locations 

(Re=10,000 S=0.33), (a) <@V@V̧>/´¶
·, (b) <@′@θθθθV>/ ́ ¶

·, (scale=1:10)  
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(a)  

(b)  

(c)  

Figure D.4 Time averaged normalized mean velocity profiles at various streamwise 

locations (Re=20,000 S=0.43) , (a) axial velocity <@ >/́ µ), (b) radial velocity (<@¾>/ ´µ), (c) 

circumferential velocity (<@θθθθ>/ ́ µ) 
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(a)  

 

(b)  

(c)  

Figure D.5 Time averaged normalized profiles of variances of velocity components at 

various streamwise locations (Re=20,000 S=0.43) (a) <@V@V>/´¶
· (b) <@V̧@V̧>/´¶

· (c) <@θθθθV@θθθθV>/ 

´¶
· (scale=1:8)  
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(a)  

(b)  

 

Figure D.6 Time averaged Reynolds shear stress profiles at various streamwise locations 

(Re=20,000 S=0.43) (a) <@V@V̧>/´¶
· (b) <@′@θθθθV>/ ́ ¶

· (scale=1:10)  
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Appendix E 

Additional Flow Predictions in Backward Facing Step 

 

 

     (a)                                                                  (b) 

 

 

     (c)                                                                  (d) 
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     (e)                                                                  (f) 

 

  

     (g)                                                                  (h) 
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(i) 

 

Figure E.1 Time averaged normalized profiles of variances of velocity components at 

various streamwise locations (a) x/H=0 (b) x/H=1 (c) x/H=2 (d) x/H=4 (e) x/H=5 (f) x/H=7 

(g) x/H=8 (h) x/H=12 (i) x/H=16 

(From left to right DJ�.	(³/¿("	1: 305, FJ�.	0³/¿("	1: 305, DVF0³/¿("	1: 5005′ ) 
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Appendix F 

Simulation Code GenIDLEST 

The code GenIDLEST (Generalized Incompressible Direct and Large Eddy Simulation of 

Turbulent flows) has been applied and validated in a number of turbulent flows ranging from 

canonical geometries to complex configurations. Some examples calculations are: turbulent 

channel flow, separating and reattaching flows, DNS of transitional vorticity dynamics in 

complex fin configurations in compact heat exchangers, LES of high Reynolds number turbine 

blade internal cooling applications and LES of leading edge film cooling. Some important 

elements of the software are summarized below.  

• Hybrid structured mesh with unstructured block topology. Capability to handle non-

matching block interfaces, which allow local refinement in blocks and zonal embedding 

of grids in critical regions.  

• Can be used for RANS, URANS, LES, DNS and hybrid LES-URANS or DES. 

• Moving dynamic meshes with spring analogy and trans-finite interpolation (TFI) for 

mesh redistribution under large displacements.  

• Structural membrane model coupled to the fluid solver 

• Dispersed Phase modeling capability. 

• Conjugate Heat Transfer modeling capability. 

• Discretizations range from second-order central difference, to third-order upwind biased 

or QUICK which can be used with or without limiters. 
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• Dynamic Smagorinsky Model for subgrid stress modeling in LES calculations  

• RANS models based on the k-ω model and Menter’s  baseline and shear stress transport 

models are implemented.  

• LES wall models for calculations of high Reynolds number wall bounded flows. 

• Synthetic Eddy Method for specifying inlet turbulence boundary condition. 

• Range of boundary conditions: periodic, walls with blowing or suction, constant 

temperature or flux boundary conditions, inlet, outflow, symmetry, and pressure 

boundary conditions.  

• Modified equations for fully-developed flow and heat transfer assumptions.  

• Solid blockages with no-slip, blowing, suction, constant temperature or flux boundary 

conditions can be interspersed in the computational domain.  

• Scalable linear systems solver based on Krylov Methods, CG for symmetric systems and 

BiCGSTAB and GMRES(m) for non-symmetric. Multi-level additive/multiplicative 

Schwarz preconditioners are available with Jacobi, SSOR, and Stones strongly Implicit 

method (similar to ILU(0)) relaxers in each cache block.  

• Tools for extracting mean and turbulent statistics; vortex extraction and identification 

techniques based on the u
�∇  and λ2 method are also available.  

• Highly parallelizable and scalable to 100’s of processors for quick turnaround times on 

high fidelity computations. 
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