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Introduction
Extracting figures* from scanned 
electronic theses and dissertations.

- Vast majority of published 
research is in PDF.

- Downstream tasks rely on 
accurate figure extraction

*Refers to both figure and table extraction in the rest 
of the presentation.

Figure 
extraction*

Publish

Scientific 
search and 
information 
extraction

Image sources:
[1] https://pxhere.com/en/photo/1451109
[2] https://pixabay.com/illustrations/pdf-logo-adobe-filetype-mime-type-3383632/
[3] https://commons.wikimedia.org/wiki/File:Exclamation_Circle_Red.svg
[4] https://commons.wikimedia.org/wiki/File:Data_types_-_en.svg
[5] https://pxhere.com/en/photo/1565521
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Introduction
Extracting figures from scanned 
electronic theses and dissertations.

Image sources:
[1] Simon Barthelmé, Hans Trukenbrod, Ralf Engbert, and Felix Wichmann.2012. Modelling fixation locations using spatial point processes. (2012). arXiv:stat.AP/1207.2370 http://arxiv.org/abs/1207.23701 (Page no. 7)
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Introduction
Extracting figures from scanned 
electronic theses and dissertations.

Born digital PDF files:
Contain the complete description to 
render its elements (text, fonts, vector 
graphics, raster images, etc.)

Scanned PDF files:
Originally handwritten or typed using a 
typewriter.
Later digitized using scanning devices.

Image sources:
[1] Simon Barthelmé, Hans Trukenbrod, Ralf Engbert, and Felix Wichmann.2012. Modelling fixation locations using spatial point processes. (2012). arXiv:stat.AP/1207.2370 http://arxiv.org/abs/1207.23701 
(Page no. 7)
[2] Walter Douglas Chiles. 1935. Effect of service on automobile crankcase oils. Ph.D. Dissertation. Virginia Agricultural and Mechanical College and Polytechnic Institute. http://hdl.handle.net/10919/56159
[3] https://www.123rf.com/photo_78921823_modern-desktop-pc-computer-isolated-.html
[4] https://www.brandeps.com/logo/M/Microsoft-Word-01
[5] https://i.stack.imgur.com/zHFFO.png
[6] https://www.vectorstock.com/royalty-free-vector/the-old-portable-typewriter-vector-22613165
[7] https://images.techhive.com/images/article/2016/01/flatbed-scanner-stock-100636615-large.jpg
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Introduction
Extracting figures from scanned 
electronic theses and dissertations.

This work focuses on ETDs, which are 
longer, book-length documents.

But can possibly be extended to other 
scientific documents.

ETD=Electronic Theses and Dissertations 6
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Research questions
RQ1: How well can existing methods perform figure extraction from scanned 
ETDs?

RQ2: Can this performance be improved by using simple data augmentation 
techniques and weight initialization from the original pre-trained model?

RQ3: Can this performance be improved by training on manually labelled data?

RQ4: Can this performance be improved by using transfer learning techniques?
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Related work - Deepfigures

Download LaTeX files from arXiv 
dataset - from 900K documents.

Physics

Quantitative biology

Computer science

others...

Noah Siegel, Nicholas Lourie, Russell Power, and Waleed Ammar. 2018. Extracting Scientific Figures with Distantly Supervised Neural Networks. CoRR abs/1804.02445 
(2018). arXiv:1804.02445 Retrieved October 9, 2019 from http://arxiv.org/abs/1804.02445
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Image sources:
[1] Noah Siegel, Nicholas Lourie, Russell Power, and Waleed Ammar. 2018. Extracting Scientific Figures with Distantly Supervised Neural Networks. CoRR abs/1804.02445 (2018). arXiv:1804.02445 Retrieved October 
9, 2019 from http://arxiv.org/abs/1804.02445
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Related work - Deepfigures

4-connectivity 8-connectivity

[1] https://en.wikipedia.org/wiki/Connected-component_labeling
[2] https://www.cse.unr.edu/~bebis/CS791E/Notes/ConnectedComponents.pdf

Connected Component Labelling Algorithm: Assume that 
region pixels have the value 0 (black) and that background pixels 
have the value 255 (white).

1. Scan the image to find an unlabeled 0 (pixel and assign it a 
new label L.

2. Recursively assign a label L to all of its 0 neighbors.
3. Stop if there are no more unlabeled 0 pixels.
4. Go to step 1.
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Related work - Deepfigures

The input page of the PDF 
(converted to an image 640x480)

The Resnet-101 model

[1] Noah Siegel, Nicholas Lourie, Russell Power, and Waleed Ammar. 2018. Extracting Scientific Figures with Distantly Supervised Neural Networks. CoRR abs/1804.02445 
(2018). arXiv:1804.02445 Retrieved October 9, 2019 from http://arxiv.org/abs/1804.02445

Model CS-Large PubMed

Deepfigures 0.849 0.806

F1-scores of Deepfigures on manually labelled datasets[1] of 
born-digital documents.
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Feature distributions (Born-digital vs. scanned)
Features: 
Font, line spacing, content 
layout, scanner noise, etc.

Goal:
To make the first document 
look like the second.

Image sources:
[1] Simon Barthelmé, Hans Trukenbrod, Ralf Engbert, and Felix Wichmann.2012. Modelling fixation locations using spatial point processes. (2012). arXiv:stat.AP/1207.2370 http://arxiv.org/abs/1207.23701 
(Page no. 7)
[2] Walter Douglas Chiles. 1935. Effect of service on automobile crankcase oils. Ph.D. Dissertation. Virginia Agricultural and Mechanical College and Polytechnic Institute. http://hdl.handle.net/10919/56159
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Data augmentation
The overall pipeline along with the data 
augmentation steps.

16



Data augmentation
Image-based data augmentations

1. Random affine rotation (limited to +/- 5 degrees)
2. Additive Gaussian noise
3. Salt-and-pepper noise
4. Gaussian blur
5. Linear contrast
6. Perspective transform
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Data augmentation
LaTeX-based data augmentations

1. Following line was replaced:
\documentclass[sigconf]{acmart}
\documentclass[sigconf,12pt]{acmart}

2. Following code added at the beginning:
\renewcommand\ttdefault{cmvtt}
\renewcommand{\familydefault}{\ttdefault}
\linespread{1.5}
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Data augmentation

Image sources:
[1] Simon Barthelmé, Hans Trukenbrod, Ralf Engbert, and Felix Wichmann.2012. Modelling fixation locations using spatial point processes. (2012). arXiv:stat.AP/1207.2370 http://arxiv.org/abs/1207.23701 
(Page no. 7)
[2] Walter Douglas Chiles. 1935. Effect of service on automobile crankcase oils. Ph.D. Dissertation. Virginia Agricultural and Mechanical College and Polytechnic Institute. http://hdl.handle.net/10919/56159
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Training at scale
We primarily use the arXiv dataset:

- Compressed size on disk: 1.3 TB.
- Divided into 2600 files of 500MB each.
- Each 500MB-file contains several hundred scientific documents along with 

their LaTeX source code.

Training deep learning models on a huge dataset is logistically challenging:

- Not feasible to unzip and compile all LaTeX into PDFs before training.
- Computationally expensive to do using a single thread.

20
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Gold standard dataset
1. Since the labels of the arXiv dataset are self-generated, labels of the 

augmented dataset cannot be considered as ground-truth.
2. Thus, an evaluation set labelled manually needs to be created.

Val set (50%)
(used for selecting the best model out of all the 

model checkpoints)

Gold standard
(70 ETDs, 10.1K pages, manually labelled, 3.3K figures)

Test set (50%)
(used for reporting the performance of the 

chosen best model)
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Gold standard dataset
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Gold standard dataset
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Gold standard dataset
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Exp1: Proof of concept
1. Experimental setup

a. Model: Deepfigures
b. Weight initialization: Pre-trained weights from Deepfigures
c. Data: About 2% of the original arXiv data with all transformations applied. Evaluated on an old 

scanned ETD from VTechWorks [1].
d. Duration: About 100K training steps.
e. Batch size: 1

[1] Walter Douglas Chiles. Effect of service on automobile crankcase oils. PhD thesis, Virginia Agricultural and Mechanical College and 
Polytechnic Institute, 1935. URL http://hdl.handle.net/10919/56159. 27
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Exp1: Proof of concept

Observations:

1. Our models have a higher F1-score.
2. More augmentations result in a higher F1-score.

However:

1. This evaluation is only on a single ETD.
2. The TPs, FPs, FNs were manually calculated. We need better metrics.

TP=True Positive, FP=False Positive, FN=False Negative

29



Exp1: Proof of concept

ETD source: Walter Douglas Chiles. 1935. Effect of service on automobile crankcase oils. Ph.D. Dissertation. 
Virginia Agricultural and Mechanical College and Polytechnic Institute. http://hdl.handle.net/10919/56159
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Exp2: Evaluate Deepfigures on gold standard
Better metric for TPs, FPs and FNs.

True Positive: IOU >= 0.8

False Positive: IOU < 0.8

False Negative: Ground truth exists 
but prediction is missing.

Image sources:
[1] https://www.pyimagesearch.com/wp-content/uploads/2016/09/iou_equation.png

IOU=Intersection Over Union

31



Image sources:
[1] https://dspace.mit.edu/handle/1721.1/15568
[2] https://dspace.mit.edu/handle/1721.1/97289

A page from a scanned ETD[1] showing the predictions, ground truth 
and box correspondences.

Another page from a scanned ETD[2] showing the predictions, ground 
truth and box correspondences.
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Exp2: Evaluate Deepfigures on gold standard
1. Experimental setup:

a. Model: Deepfigures.
b. Weight initialization: Pre-trained weights from Deepfigures.
c. Data: Gold standard dataset. Used for evaluation.
d. IOU thresh: 0.8.
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Exp2: Evaluate Deepfigures on gold standard

1. Results:
a. F1-score of 0.459.
b. This is the true performance of Deepfigures on scanned ETDs for figure extraction.
c. RQ1 answered: Existing methods for figure extraction from scanned ETDs perform with an 

F1-score of 0.459.
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Exp3: Ablation studies
1. 2^n combinations are possible for n transformations. (Enabled or disabled)
2. Leave-one-out ablation study:

a. train n separate models, where, for the n-th model, the n-th 
transformation is disabled.

3. Doesn’t guarantee an optimal combination.
4. Could give a general idea.

Model 1 Model 2 Model 3 Model n

Image sources:
[1] https://www.kdnuggets.com/2019/02/neural-networks-intuition.html
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Exp3: Ablation studies
1. Experimental setup

a. Model: Deepfigures.
b. Weight initialization: Pre-trained weights from Deepfigures
c. Data: Trained on the entire arXiv dataset with n-th transformation disabled. Evaluated on 

the gold standard (val split for choosing the best model, test split for reporting performance).
d. Duration: 24-hours. 16K steps.
e. Batch size: 1
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Exp2: Ablation studies
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Exp2: Ablation studies
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Exp3: Ablation studies
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Exp3: Ablation studies
1. Results:

a. F1-scores of almost all our models are higher than the original Deepfigures model. This 
supports to answer RQ2 positively.

b. Our model with Gaussian Blur disabled has F1-score close to the original Deepfigures model. 
Indicates that Gaussian Blur could be the most `helpful’ transform.

2. However:
a. Since this is only a single set of observation, we conduct the next experiment to investigate 

further.
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Exp4: Ablation studies - longer training
1. Experimental setup

a. Model: Deepfigures.
b. Weight initialization: Pre-trained weights from Deepfigures
c. Data: Trained on the entire arXiv dataset with n-th transformation disabled. Evaluated on the 

gold standard (val split for choosing the best model, test split for reporting performance).
d. Duration: 72-hours.
e. Batch size: 1

41



Exp4: Ablation studies - longer training
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Exp5: Training Deepfigures on the gold standard
1. Experimental setup

a. Model: Deepfigures.
b. Weight initialization: Pre-trained weights from Deepfigures
c. Data: Gold standard dataset. 80-20 random train-test split.
d. Duration: 2 hours
e. Batch size: 1
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Exp6: Training Deepfigures on the 
gold standard (some layers training)
1. Experimental setup

a. Model: Deepfigures.
b. Weight initialization: Pre-trained weights from Deepfigures
c. Data: Gold standard dataset. 80-20 random train-test split.
d. Duration: 2 hours
e. Batch size: 1
f. Method: Freeze the weights of the ResNet backbone. Train 

only the last FC layers.

Image sources:
[1] Noah Siegel, Nicholas Lourie, Russell Power, and Waleed Ammar. 2018. Extracting Scientific Figures with Distantly Supervised Neural Networks. CoRR abs/1804.02445 
(2018). arXiv:1804.02445 Retrieved October 9, 2019 from http://arxiv.org/abs/1804.02445
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Exp6: Training Deepfigures on the 
gold standard (some layers training)
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Exp7: Training YOLOv5 on the gold standard
1. Experimental setup

a. Model: YOLOv5.
i. You Only Look Once. A popular objector detection model.
ii. Released May 2020
iii. Outperforms all previous YOLO versions.

b. Weight initialization: Random.
c. Data: Gold standard dataset. K-fold cross validation (K=8).
d. Duration: ~30 hours. 100 epochs.
e. Batch size: 8
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Exp7: Training YOLOv5 on the gold standard
Fold ID Mean IOU TP FP FN Prec Recall F1

0 0.6282731795 298 100 45 0.7487437186 0.8688046647 0.8043184885

1 0.6511308301 262 39 57 0.8704318937 0.8213166144 0.8451612903

2 0.5854548651 381 127 170 0.75 0.6914700544 0.7195467422

3 0.8130208492 282 22 8 0.9276315789 0.9724137931 0.9494949495

4 0.7886945932 358 46 24 0.8861386139 0.9371727749 0.9109414758

5 0.7838215799 457 58 32 0.8873786408 0.9345603272 0.9103585657

6 0.7312581412 209 51 26 0.8038461538 0.8893617021 0.8444444444

7 0.6920578815 261 43 19 0.8585526316 0.9321428571 0.8938356164

Mean 0.70921399 313.5 60.75 47.625 0.8415904039 0.8809053485 0.8597626966

Std. dev. 0.0833932069 79.90172535 34.92747588 51.72713435 0.0665879393 0.08999876353 0.07326514907
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Answers to research questions
RQ1: How well can existing methods perform figure extraction from scanned ETDs?
Ans: Deepfigures is able to extract figures from scanned ETDs with an F1-score of 0.459.

RQ2: Can this performance be improved by using simple data augmentation techniques and weight initialization from the 
original pre-trained model?
Ans: Yes. In general, the Deepfigures model trained on born-digital ETDs performs better when further trained on 
augmented born-digital ETDs.

RQ3: Can this performance be improved by training on manually labelled data?
Ans: Using the Deepfigures model architecture and weight initialization, we did not see an improvement. However, by 
training YOLOv5 with random weight initialization on manually labelled data (gold standard), the performance improved to 
an F1-score of 0.859 (std. dev. 0.07).

RQ4: Can this performance be improved by using transfer learning techniques?
Ans: Using transfer learning techniques on the pre-trained Deepfigures model, we did not see any improvement.
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Conclusions
1. In this thesis, we focus on extracting figures from scanned ETDs.
2. We describe the research problem, formulate RQs, and review related work.
3. We propose LaTeX and image-based transformations.
4. We describe our system to apply these transformations at scale.
5. We curate a gold standard dataset for evaluation.
6. Finally, we describe the various experiments we conducted.
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Future work
1. Hyper-parameter tuning.
2. Visual similarity metric for choosing transformations.
3. More ablation studies.
4. Pre-training for unsupervised visual representation learning, and then 

fine-tuning using these visual representations.
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Thank you.
Questions are welcome.

Email: sampanna@vt.edu
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