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Threat Detection in Program Execution and
Data Movement: Theory and Practice

Xiaokui Shu

(ABSTRACT)

Program attacks are one of the oldest and fundamental cyber threats. They compromise
the confidentiality of data, the integrity of program logic, and the availability of services.
This threat becomes even severer when followed by other malicious activities such as data
exfiltration. The integration of primitive attacks constructs comprehensive attack vectors
and forms advanced persistent threats.

Along with the rapid development of defense mechanisms, program attacks and data leak
threats survive and evolve. Stealthy program attacks can hide in long execution paths to
avoid being detected. Sensitive data transformations weaken existing leak detection mecha-
nisms. New adversaries, e.g., semi-honest service provider, emerge and form threats.

This thesis presents theoretical analysis and practical detection mechanisms against stealthy
program attacks and data leaks. The thesis presents a unified framework for understanding
different branches of program anomaly detection and sheds light on possible future program
anomaly detection directions. The thesis investigates modern stealthy program attacks
hidden in long program executions and develops a program anomaly detection approach
with data mining techniques to reveal the attacks. The thesis advances network-based data
leak detection mechanisms by relaxing strong requirements in existing methods. The thesis
presents practical solutions to outsource data leak detection procedures to semi-honest third
parties and identify noisy or transformed data leaks in network traffic.

This work has been supported by grants ONR N00014-13-1-0016 and ARO YIP W911NF-
14-1-0535 as well as Security and Software Engineering Research Center (S2ERC).
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Chapter 1

Introduction

1.1 Cyber Threats Against Programs and Data

Security problems in program executions, caused by program bugs, inappropriate program
logics, or/and improper system designs, are first perceived by the Air Force, the Advanced
Research Projects Agency (ARPA), and IBM in the early 1970s. Malicious user threat was
then conceived and described by Anderson in 1972 [7], and it achieved major recognition as a
real-world threat in the 1990s with the emergence of practical attacking techniques including
buffer overflow [143], return-into-libc [141], denial of service [153], etc. Defenses have been
proposed and adopted on hardware (e.g., NX bit), operating system (e.g., address space
layout randomization), compiler (e.g., canaries) and software architecture (e.g., sandbox).
On one hand, the defenses set barriers to exploiting a program. On the other hand, they
motivate attackers to develop stealthy attacks, using subtle control flow manipulation tactics
to exploit a program, or utilizing cunning usage patterns to conduct service abuse attacks.
As a result, many modern attacks circumvent existing defenses and set up new challenges
for attack detection and prevention solutions.

Many of the modern program attacks are deliberately planned and developed for profit. They
compromise the confidentiality of sensitive data (e.g., data leak), the integrity of program
logic (e.g., authentication bypass), the availability of services (e.g., denial of service), and
even the financial interests directly (click fraud). Widely deployed defense mechanisms,
such as anti-virus and Network Intrusion Detection Systems (NIDS), are mostly signature-
based and not sufficiently effective against many modern attacks, especially general or newly
developed attacks. Zero-day attacks, which take advantage of the gap between the discovery
of vulnerabilities and the deployment of specific countermeasures, pose severe threats with
respect to the aforementioned attack objectives. For instance, the OpenSSL Heartbleed bug
was publicly disclosed on April 7, 2014 with the patched library released [82]. However,
attackers have made use of this vulnerability before every affected server was patched around

1



Xiaokui Shu Chapter 1. Introduction 2

the globe. The Community Health Systems in the U.S. was breached and 4.5 million social
security numbers and addresses were leaked [64]. Canada Revenue Agency also reported the
leak of 900 social insurance numbers [52].

Data exfiltration – one of the most profitable cyber attack objectives – is becoming a signif-
icant and severe threat from 2010. Reports show that the number of leaked sensitive data
records has grown 10 times in the last 4 years, and it reached a record high of 1.1 billion
in 2014 [157]. A significant portion of the data leak incidents are due to human errors,
for example, a lost or stolen laptop containing unencrypted sensitive files, or transmitting
sensitive data without using end-to-end encryption such as PGP [94]. A recent Kaspersky
Lab survey shows that accidental leak by staff is the leading cause for internal data leaks in
corporates [109], and I focus on the detection of the accidental leaks.

This thesis presents both theoretical and technical advances in program anomaly detection
and data leak detection, the two important defenses against different elements in sophisti-
cated modern attack vectors.

Program anomaly detection models normal program behaviors and detects anomalous ones.
It is not restricted by attack signatures of known program attacks. Therefore, seeking anoma-
lous program behaviors is an effective means of detecting new and unknown program attacks.
Moreover, anomaly detection can reveal early phases of attacks, e.g., heap fengshui [176],
and helps prevent subsequent attack steps from happening. This thesis presents a unified
framework (Chapter 3) for understanding existing and future program anomaly detection
methods [169] and an advanced data mining approach (Chapter 4) for program anomaly de-
tection on long program execution traces [168]. The former serves as a guideline for develop-
ing new program anomaly detection approaches, and the latter validates my systematization
for program anomaly model development towards the theoretical accuracy limit.

Data leak detection is a basic countermeasure against data exfiltration or data loss, and it
serves as a primary step in building sophisticated leak prevention systems. Detecting and
preventing data leaks requires a set of complementary solutions, which may include data-
leak detection [15,92], data confinement [16,140,215], stealthy malware detection [103,106],
and policy enforcement [108]. Among these techniques, network-based data leak detection is
relatively practical and has been adopted by commercial products [76, 180]. Unfortunately,
many common issues in network-based data leak detection have not been systemically studied
in the literature. This thesis studies privacy-preserving data leak detection [166,167] as well
as the detection of transformed data leaks [165, 170–172]. The security model of privacy-
preserving data leak detection is established and the requirements for transformed data leak
detection is discussed. Two detection approaches are presented for privacy-preserving data
leak detection (Chapter 5) and the detection of transformed data leaks (Chapter 6).

In the remaining chapter, I brief the problems and my contributions in program anomaly
detection and network-based data leak detection, which include both theoretical and practical
advances in the fields. These methodology and techniques enable the detection of multiple
elements in complex modern attack vectors with various requirements.
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1.2 Program Anomaly Detection: Theory and Practices

Program attacks are one of the oldest and fundamental cyber threats, which constitute
one of the technical kernels of latest attack vectors and advanced persistent threats (APT).
Standard defenses built upon retrospects of observed and inspected attacks bear time lags
between emerging attacks and deployed countermeasures, while program anomaly detection
analyzes normal program behaviors instead of the threats. The latter discovers aberrant
executions caused by attacks, misconfigurations, program bugs, and unusual usage patterns.
The merit of anomaly detection is its independence from attack signatures, which enables
proactive defenses against new and unknown threats.

This thesis advances the area of program anomaly detection from both theoretical and prag-
matic aspects. In Chapter 3, I present a unified framework to describe the detection capabil-
ity of any program anomaly detection models [168]. My work on program anomaly detection
abstraction systematizes significant knowledge discovered in the last decades and provides a
unified understanding of detection capability across varieties of program anomaly detection
systems, which establishes a field map for program anomaly detection and provides guid-
ance for future model development. Guided by my framework, I present a program anomaly
detection system in Chapter 4 that leverages machine learning techniques to discover event
co-occurrences during program executions and to detect stealthy attacks that do not cause
illegal control flows [169]. I identify and overcome multiple challenges in modeling program
behaviors within extreme long execution trace segments including behavior space explosion,
diverse normal behaviors, long tail cluster distribution, and flexible tracing granularity.

1.2.1 Program Anomaly Detection in a Unified Framework

Problem: Despite the decades of research and development of program anomaly detection
models, the problem of program anomaly detection has not been formalized. Multiple pro-
gram anomaly detection branches have been established. While each of them is advanced
and supported by its theories and practices, it was difficult to compare the effectiveness of
models between branches [192]. In this thesis, I focus on systematizing knowledge of this area
and studying the following critical questions that have not been answered in the literature.

• How to formalize the detection capability of any detection method?

• What is the theoretical accuracy limit of program anomaly detection?

• How far are existing methods from the limit?

• How can existing methods be improved towards the limit?
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Contributions: I present a unified framework for program anomaly detection and answered
all the aforementioned questions in Chapter 3. The framework bridges program anomaly de-
tection and formal language theory [169]. Through my formalization, any program anomaly
detection method can be abstracted into a formal language, the detection capability of which
can be compared via Chomsky hierarchy. Detection capability and scope of the norm are
identified as two properties of a detection method in my formalization, and the framework
unifies deterministic and probabilistic detection approaches through different scopes of the
norm. I prove the theoretical accuracy limit of program anomaly detection with an abstract
machine M̃ . M̃ can distinguish any two execution paths as the program itself, thus it can
capture any anomalous program execution if properly trained. I summarize the evolution of
program anomaly detection using my framework and envision several directions for future
development from accuracy and practicality aspects.

1.2.2 Discovery of Event Correlation in Program Behaviors Against
Execution Anomalies

Problem: Modern stealthy exploits can achieve attack goals without introducing illegal con-
trol flows, e.g., tampering with non-control data and waiting for the modified data to prop-
agate and alter the control flow legally. Attacks can be constructed using normal program
execution trace fragments and buried in extreme long execution paths. Existing program
anomaly detection systems focusing on legal control flow attestation and short call sequence
verification are inadequate to detect such stealthy attacks. In this thesis, I point out the
need to analyze long program execution paths and discover event correlations in large-scale
execution windows among millions of instructions for detecting stealthy program attacks
such as non-control data attacks, and denial of service (DoS) attacks.

Contributions: I present a security model for efficient program behavior analysis through
event correlations in large-scale execution windows in Chapter 4. Guided by my framework
in Chapter 3, I invent a two-stage data mining approach for the recognition of diverse normal
call-correlation patterns as well as the detection of program attacks at both inter- and intra-
cluster levels [168]. This approach enables memorizing and reasoning call events in a large
time window. It extends the modeling capability of pushdown automaton (PDA) methods
by relaxing the memory of the detection system from the provisional stack to the entire
program execution history. I implement a prototype of my approach using Python, Pin,
and SystemTap, and demonstrate its effectiveness against three real-world attacks and four
categories of synthetic anomalies with less than 0.01% false positive rates and 0.1ms to
1.3ms analysis overhead per behavior instance (1k to 50k function or system calls).

The proposed method initializes context-sensitive language level detection approaches, but
it does not match the detection capability of the most precise context-sensitive language
approach, e.g., M̃ , due to the absence of element order reasoning in its abstract language,
Bach. Future improvement can be made to include the reasoning of order information in
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program traces for more precise detection.

1.3 Network-Based Data Leak Detection: Emerging
Paradigms and System Design

Inspecting network traffic and comparing it with tagged sensitive data is a common prac-
tice adopted by commercial network-based data leak detection products to detect inadver-
tent/accidental leaks. The process relies on an effective document deduplication technique,
i.e., shingling (producing n-grams) and fingerprinting (yielding hashes). A sensitivity score
is calculated based on the similarity between the two sets of fingerprints – Jaccard index or
other similarity measures can be used – to indicate whether the sensitive data is leaked.

In this thesis, I relax strong requirements and generalize the standard approach to meet
the settings in various deployment scenarios [165–167,170–172]. In Chapter 5, I remove the
requirement that data leak detection should be processed privately and design a scheme to
make the detection procedure transparent to the operator, which enables data leak detection
outsourcing to semi-honest third parties to leverage their economical computation power and
low system maintenance expenses. In Chapter 6, I generalize similarity measures between
sensitive data and network traffic fingerprint sets to achieve more accurate detection and
meet the high accuracy and performance standards of transformed data leak detection.

1.3.1 Privacy-Preserving Data Leak Detection

Problem: Straightforward detection realizations based on set similarity measures require
precise knowledge of the sensitive data, either in plaintext or fingerprints. However, this
requirement is undesirable, as it may threaten the confidentiality of the sensitive information.
If a detection system is compromised, it may expose the plaintext sensitive data (in memory).
In addition, the data owner may need to outsource the detection to semi-honest providers
without revealing the precise knowledge about the sensitive data.

Contributions: I present a scheme named fuzzy fingerprint to relax the requirement of precise
sensitive data used in the detection procedure in Chapter 5. Fuzzy fingerprints form a special
set of sensitive data digests that are prepared by the data owner and released to the semi-
honest data leak detection provider [166, 167]. The released digests are used to protect
sensitive data from being reversed to genuine fingerprints as well as from being identified
when actual leaks are detected. I describe how a cloud provider can offer their customers
data-leak detection as an add-on service with strong privacy guarantees. The advantage of
my method is that it enables the data owner to safely delegate the detection operation to
a semi-honest provider without revealing the sensitive data to the provider. I implement a
prototype of my privacy-preserving data leak detection protocol using fuzzy fingerprints and
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evaluated both accuracy and performance of the design in various data leak scenarios.

The proposed approach balances the computation of leak detection between the data owner
and the semi-honest service provider. The amount of computation remained at the data
owner fulfills the privacy goal. In other words, my current design does not allow all compu-
tation to be outsourced to the service provider, and it remains an open question to perform
privacy-preserving data leak detection without data owner in a practical manner.

1.3.2 Detection of Transformed Data Leaks

Problem: Transformation of sensitive data in network traffic poses a severe accuracy issue for
network-based data leak detection solutions. Transformations vary from pervasive character
substitution to data truncation (partial data leak). Standard countermeasures in the industry
rely on human effort to list popular transformations and to write mapping rules for improving
detection accuracy. However, this approach is not scalable and cannot be used for partial
leak detection where set similarity test does not apply. I point out the need to develop
a detection approach that can match generic leak transformations automatically. Regular
expression is not feasible, because transformation rules are unknown in the security model.

Contributions: I bring the idea of sequence alignment to data leak detection and create an
approach detecting generic transformed data leak in Chapter 6. My entire solution achieves
detection objectives including accuracy, performance, and utility by pairing a specialized
dynamic programming local alignment algorithm with a uniquely designed sequence sam-
pling algorithm [165,170–172]. This alignment-based design achieves high detection accuracy
against transformed data leaks: 100% detection rate and 0.8% false positive rate vs. 63.8%
detection rate and 8.9% false positive rate yielded by traditional set-based approaches. I
demonstrate the feasibility of performing data leak detection on high-performance coproces-
sors and the scalability of my design through a GPGPU prototype that achieves 400Mbps
detection throughput on one NVIDIA Tesla C2050 GPU.

The proposed approach utilizes alignment to tolerant transformations and sampling to
achieve good performance. The combination is effective for detecting large pieces of sensitive
data, e.g., contents of documents and emails. Alternative methods such as string matching
should be used when dealing with short and regular data, e.g., credit card information, where
transformation is usually not an issue. High-entropy sensitive data transformations such as
encryption are beyond the scope of my design, and host-based data tracking systems could
be combined to detect such threats.



Chapter 2

Literature Review

Defenses against program attacks and data leaks have been visited and studied in the liter-
ature. In this chapter, I review the development of two fields of defenses, namely program
anomaly detection (Section 2.1) and data leak detection (Section 2.2). I point out unresolved
issues in state-of-the-art solutions and discuss the differences between my approaches and
existing detection methods from both academia and industry. Besides existing solutions to
program anomaly detection and data leak detection, I discuss related fields, such as malware
classification, string matching, and privacy-preserving computation. Security models in the
related fields are explained and compared to the problems studied in this thesis.

2.1 Defenses Against Program Attacks

This section first reviews the development of existing program anomaly detection methods,
or host-based intrusion detection systems (Section 2.1.1). Then I discuss related fields such as
malware classification (Section 2.1.2), event correlation analysis (Section 2.1.3), and defenses
developed against specific attacks (Section 2.1.4).

2.1.1 Program Anomaly Detection

Conventional program anomaly detection systems (aka host-based intrusion detection sys-
tems) follow Denning’s intrusion detection vision [46]. They were designed to detect illegal
control flows or anomalous system calls based on two basic paradigms: n-gram-based dynamic
normal program behavior modeling and automaton-based normal program behavior analysis.
The former was pioneered by Forrest [61], and the latter was formally introduced by Sekar
et al. [160] and Wagner and Dean [192]. Other notable approaches include probabilistic
modeling methods pioneered by Lee and Stolfo [122] and dynamically built state machine

7
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first proposed by Kosoresow and Hofmeyr [112]. Later work explored more fine-grained
models [13,72,74] and combined static and dynamic analysis [66].

Each paradigm leads to a fruitful line of models for detecting anomalous calls/returns in
program traces. The n-gram methods are based on an observation that short trace segments
are good indicators of normal program executions, which is true when detecting attacks with
injected anomalous calls, e.g. system() or exec(). However, it is impractical to increase n
for large-scale program trace analysis. The basic n-gram model was further studied in [60,93]
and sophisticated forms were developed, e.g., machine learning model [95, 122]; first-order
Markov model [217], [212]; hidden Markov model [68, 196]; and neural network [71]. Call
arguments were used to precisely define states in [132]. n-gram/lookahead pair frequencies
were studied in [91] and [90]. Beyond program anomaly detection, n-grams are also used
in malware detection [27]. Multithreading handling is discussed in [47]. And pH in [175]
mitigates attacks by delaying anomalous calls.

The other paradigm, i.e., automaton models, aims to model a program not limited to short
system call sequences. It builds an automaton or a pushdown automaton to read the entire
trace at a time. However, reading the entire trace is not equivalent to correlating events
in the transition history. All automaton models in literature are first-order and they only
verify each state transition on its own. Program counter and call stack information were
used by [55, 56, 160] to help precisely define each state (a system call) in an automaton.
Pushdown automaton or its equivalents were employed in many advanced models [55,66,74,
96,131]. Hidden procedure transition information is revealed by inserting flags in particular
procedures [74]. Call arguments are also added in an FSA model [72]. [65] improves FSA
methods by providing an event frequency analysis extension, and it successfully detects DoS
attacks.

Some FSA model develops into pure static analysis and enforcement solutions. One milestone
is control flow integrity (CFI) [1], which statically instruments a program and embeds the
checking for dynamic functions and jumps. It defeats advanced exploits such as return-
oriented programming (ROP) [161] and ROP without returns [34].

In Chapter 3, I show that all anomaly detection paradigms and branches can be unified, as
well as deterministic/probabilistic detection methods. I give a formal definition of program
anomaly detection, and provide a unified framework to explain any program anomaly detec-
tion method. Guided by my framework, I envision a new program anomaly detection branch
and propose a detection method in Chapter 4. The method validates my systematization in
Chapter 3 and detects stealthy program attacks hidden in long program traces not captured
by existing methods.
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2.1.2 Malware Classification

Clustering and classification techniques are widely used in malware classification, e.g., [12,63,
149,150]. However, three unique perspectives distinguish the problem I study from malware
detection: i) normal program behaviors are modeled in my anomaly detection problem
instead of malicious ones; ii) inter-cluster detection seeking montage anomalies is critical
and unique to my anomaly detection problem; and iii) program specific information, e.g.,
procedure symbols and addresses, are useful to precisely define normal program behaviors
in my anomaly detection problem. But it is not general across multiple malware samples.
Instead, system call dependencies [12] and traffic event features [150] were used in malware
classification to define abstract malware behaviors. Advanced machine learning techniques,
e.g., graph mining [63] and episodes mining [107], were used to extract significant malware
behaviors as signatures. They are potentially useful for anomaly detection. However, it is
unclear how they can be tailored to achieve my goal in Chapter 4: capturing infrequent-yet-
important normal call patterns.

2.1.3 Event Correlation Analysis and Reasoning

Correlation analysis has been used in network intrusion detection system (NIDS) and botnet
discovery. Comprehensive classification and clustering techniques were developed by Perdisci
et al. to analyze related bytes in traffic payload [147, 148]. The problem is different from
mine in that there is no control flow semantics in most payloads, so NIDS uses n-gram or
lookahead pair underneath. The co-occurrence of synchronized and repetitive bot activities
was studied by Gu et al. [79]. I analyze the co-occurrence of program events to correlate
traversed control flow segments in program executions.

Causality reasoning on network events advances the relationship discovery procedure and
provides detailed insights into event relations. Hao et al. leveraged machine learning meth-
ods to detect malware activities through network traffic analysis [219, 220] and designed
visualization tools to aid security analysts identifying the threats [218]. This approach an-
alyzes a program as a black box from the network perspective. Therefore, the problem is
different from mine.

An interesting work by Gao [67] measures the distance between trace segments using align-
ment. An alignment compares two entire traces directly, thus event co-occurrence is taken
into account. However, the security models are different between mine and Gao’s. [67] is
built for a replica system or N-variant systems [42]. The replica provides one and the only
one reference of normal program behavior, which is different than detecting anomalies from
all normal behavior instances.
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2.1.4 Defenses Against Specific Categories of Attacks

Defenses have been proposed against categories of attacks from the perspectives of hardware
(e.g., NX bit), operating system (e.g., address space layout randomization), compiler (e.g.,
canaries) and software architecture (e.g., sandbox) [182]. These defense are built upon the
understanding of specific categories of attacks and abstraction of the attacks. They do not
prevent attacks in new categories or program attacks that have not been studied. And they
they lead to an intertwined developments between intrusion and defense mechanisms.

For example, given the aforementioned defenses, program attacks were developed leverag-
ing unattended/uninspected execution elements, such as return-oriented programming [161],
jump-oriented programming [14, 34], and non-control data attacks [36]. These new attacks
were dissected and studied for developing defenses against them, e.g., Control-flow integrity
(CFI) [1], gadget defender [44,77], data integrity [5,216], and data-flow integrity [31]. How-
ever, new generation of non-control data attack, e.g., Control-Flow Bending [29], Data-
Oriented Exploit [86], are developed to circumvent the CFI mechanisms.

Other solutions against specific attacks include: integer overflow [24, 137, 195], DoS at-
tacks [156], and heap spraying was [49]. Swaddler [40] enforces logic sequences of high-level
tasks in web applications, e.g., tax calculation follows total calculation, through training
state-transition diagrams and statistical analysis representing properties of allowed work-
flow. This approach is inappropriate to be applied to program trace analysis, because of the
high complexity caused by large amounts of program events.

2.2 Data Leak Detection

In this section, I first present commercial data leak detection tools (Section 2.2.1) and sensi-
tive data flow enforcement in the literature (Section 2.2.2). String matching (Section 2.2.3),
alignment (Section 2.2.4) and security application parallelization (Section 2.2.5) are then
reviewed as three techniques tightly related to my transformed data leak detection solution.
Next, privacy-preserving needs and techniques are discussed with respect to my privacy-
preserving data leak detection solution (Section 2.2.6 and Section 2.2.7). Anomaly detection
approaches for identifying data leaks are discussed (Section 2.2.8), and problems similar to
leak detection such as remote execution verification are discussed at last (Section 2.2.9).
Data leak issues due to insufficient anonymization [89], query sanitization [37], or side chan-
nels [19] require different techniques and are not further discussed.

2.2.1 Data Leak Detection with the Bag-of-words Model

Network-based data-leak detection (DLD) typically performs deep packet inspection (DPI)
and searches for any occurrences of sensitive data patterns. DPI is a technique to analyze pay-



Xiaokui Shu Chapter 2. Literature Review 11

loads of IP/TCP packets for inspecting application layer data, e.g., HTTP header/content.
Alerts are triggered when the amount of sensitive data found in traffic passes a thresh-
old. The detection system can be deployed on a router or integrated into existing network
intrusion detection systems (NIDS).

Existing commercial tools and services for data leak prevention include Symantec DLP [180],
IdentityFinder [92], GlobalVelocity [75] and GoCloudDLP [76]. GlobalVelocity uses FPGA
to accelerate the system. Their algorithms are likely based on set intersection, or the bag-
of-words model. Set intersection operation is performed on two sets of n-grams, one from
the content and one from sensitive data. The set intersection gives the amount of sensitive
n-grams appearing in the content. The method has been used to detect similar documents
on the web [22, 155], shared malicious traffic patterns [26], malware [100], as well as email
spam [124]. The advantage of n-grams is the extraction of local features of a string, enabling
the comparison to tolerate discrepancies. Some advanced versions of the set intersection
method utilize Bloom filter [20], e.g., [180], which trades accuracy for space complexity and
speed. Bloom filter configured with a small number of hash functions has collisions, which
introduce additional unwanted false positives. IdentityFinder searches file systems for short
patterns of numbers that may be sensitive (e.g., 16-digit numbers that might be credit card
numbers). It does not provide any in-depth leak detection.

2.2.2 Enforcing Sensitive Data Flow to Prevent Leaks

Another category of approaches for data-leak detection is monitoring and enforcing the
sensitive data flows. The approaches include data flow analysis [203], and taint analysis [215],
legal flow marking [43], and file-descriptor sharing enforcement [140]. These approaches
are different from mine because they do not aim to provide a remote service. However, a
pure network-based solution cannot handle encrypted traffic [187], and these methods are
complementary to my approach in detecting different forms (e.g., encrypted) of data leaks.

Several tools are developed for securing sensitive information on mobile platforms [85, 140,
209]. The work in [140] describes an approach to control the sharing of sensitive files among
mobile applications such as Android apps. File descriptors (not the content) are stored,
tracked and managed. The access control on files is realized through policies. In [209], the
authors aim to detect the transmission of sensitive data that are not intended by smart-
phone users. The work analyzes mobile applications using symbolic execution. [85] describes
a visualization method for informing mobile users of information exposure. The potential
information exposure may be caused by improper setting and configuration of access poli-
cies. The visualization is through a novel avatar apparel approach. The security goals and
requirements in all these studies are different from mine, leading to different techniques.
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2.2.3 String Matching and Data Leak Detection

Network intrusion detection systems (NIDS) such as Snort [158] and Bro [146] use regular
expressions to perform string matching [4, 17] in deep packet inspection [45, 127]. Nonde-
terministic finite automaton (NFA) with backtracking requires O(2n) time and O(n) space,
where n is the number of automaton states. Deterministic finite automaton (DFA) has a time
complexity of O(n) and a space complexity of O(2n) when used with quantification. Quan-
tification is for expressing optional characters and multiple occurrences in a pattern. DFA’s
space complexity can be reduced by grouping similar patterns into one automaton [185].
Further studies reduce the number of edges in D2FA [117] and CD2FA [118]. These improve-
ments provide a coefficient level of speedup.

However, neither DFA or NFA is designed to support arbitrary and unpredictable pattern
variations. In comparison, my solution based on sequence alignment covers all possible
pattern variations in long sensitive data without needing to explicitly specify them. Another
drawback of automata is that it provides binary results. In comparison, alignment provides
precise matching scores and allows customized weight functions. The proposed alignment
gives more accurate detection than approximate string matching (e.g., [8, 9]).

String matching techniques lead to straightforward data leak detection solutions such as
keyword search. For instance, iLeak is a system for preventing inadvertent information leaks
on a personal computer [110]. iLeak monitors the file access activities of processes and
searches for system call inputs that involve sensitive data. The sensitive data is matched
using the keyword search functionality provided by the operating system. This method
is easy to implement on a single machine, but it is not applicable to network-wide data
leak detection. It does not capture transformed data leaks as well due to the limitation of
automaton-based string matching methods.

2.2.4 Alignment Algorithms Developed for Security Applications

Alignment algorithms have been widely used in computational biology applications. In secu-
rity literature, NetDialign [104] based on the well-known Dialign algorithms [138] is proposed
for network privacy. It performs differential testing among multiple traffic flows. Kreibich
and Crowcroft presented an alignment algorithm for traffic intrusion detection systems such
as Bro [113]. It is a variant of Jacobson-Vo alignment that calculates the longest common
subsequence with the minimum number of gaps. Data leak detection differs from the above
network privacy and IDS problems, and it has new requirements. The alignment performs
complex inferences needed for aligning sampled sequences, and my solution is also different
from fast non-sample alignments in bioinformatics, e.g., BLAST [6].
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2.2.5 Parallelization of Security Applications

Parallelization of conventional IDS has been explored on multi-core CPU, FPGA [186], and
GPU [99]. The work in [201] describes a multi-core CPU Snort optimization. IDS utilizes a
specialized pattern matching processor is reported in [38]. The work in [11] and [173] points
out the technical advantages of GPU (such as flexibility) over FPGA in network intrusion
detection. Several pattern matching algorithms have been implemented with GPU, e.g.,
Gnort [188] and a GPU version of Wu-Manber pattern matching algorithm [87]. The work
in [189] presents a GPU-based architecture for intrusion detection that can achieve high-
speed I/O performance. I also utilize GPU to parallelize my prototype. With parallel design
inherent in my algorithms, the prototype shows good scalability.

2.2.6 Privacy-preserving Data Leak Detection

There have been several advances in understanding the privacy needs [111] or the privacy
requirement of security applications [206]. In this thesis, I identify the privacy needs in an
outsourced data-leak detection service and tackle the unique data-leak detection problem in
an outsourced setting where the DLD provider is not fully trusted. Such privacy requirement
does not exist in traditional security applications, e.g., the virus signatures are non-sensitive
in the virus-scan paradigm [81].

Bloom filter is a space-saving data structure for set membership test [20], and it is a basic
building block of many network security solutions, e.g., [69], [194]. The fuzzy Bloom filter
introduced in [135] constructs a special Bloom filter that probabilistically sets the corre-
sponding filter bits to 1’s, which, on its own, does not prevent a DLD provider from learning
leaked data in the traffic.

Most of commercial data leak detection tools do not provide the privacy-preserving feature,
thus they cannot be outsourced. One exception is GoCloudDLP [76], which allows the
customers to outsource the detection to a fully honest DLD provider. My fuzzy fingerprint
method differs from these solutions and enables its adopter to provide data-leak detection
as a service without the fully trust in the service provider.

2.2.7 General Privacy-preserving Frameworks

Privacy-preserving keyword search [178] or fuzzy keyword search [123] provide string match-
ing approaches in semi-honest environments, but keywords usually do not cover enough
sensitive data segments for data-leak detection.

Besides my fuzzy fingerprint solution for data-leak detection, there are other privacy-preserving
techniques invented for specific processes, e.g., DNA matching [184], or for general purpose
use, e.g., secure multi-party computation (SMC). Similar to string matching methods dis-
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cussed above, [184] uses anonymous automata to perform the comparison. SMC [210] is
a cryptographic mechanism, which supports a wide range of fundamental arithmetic, set,
and string operations as well as complex functions such as knapsack computation [211],
automated trouble-shooting [88], network event statistics [25, 199], private information re-
trieval [214], genomic computation [102], private database query [213], private join oper-
ations [28], and distributed data mining [97]. The provable privacy guarantees offered by
SMC comes at a cost regarding computational complexity and realization difficulty. The
advantage of my fingerprint filter approach is its concision and efficiency.

2.2.8 Discovering Traces of Data Leaks via Anomalous Traffic De-
tection

Anomaly detection in network traffic can be used to detect data leaks. Borders and Prakash
proposed a solution to detect any substantial amount of new information in the traffic [15],
and Fawcett analyzed entropy to identify anomalous leak patterns [53]. I present a signature-
based model to detect data leaks and focus on the design that can be outsourced. Thus, the
two approaches are different.

2.2.9 Remote Execution Verification

Another work similar to my outsourced data-leak detection is the verification of outsourced
execution. Du et al. proposed a solution testing whether deliberately sent chaff (surrounded
by normal input) is processed or not after harvest [48]. The goal is to verify whether the ser-
vice provider performs the operation, and it is different from the privacy goal in Chapter 5.



Chapter 3

Program Anomaly Detection in a
Unified Framework

3.1 Introduction

In this chapter, I formalize one area of intrusion detection, namely program anomaly detection
or host-based intrusion detection [163]. The area focuses on intrusion detection in the context
of program executions. It was pioneered by Forrest et al., whose work was inspired by the
analogy between intrusion detection for programs and the immune mechanism in biology [59].

Evaluating the detection capability of program anomaly detection methods is always chal-
lenging [192]. Individual attacks do not cover all anomalous cases that a program anomaly
detection system detects. Control-flow based metrics, such as average branching factor, are
developed for evaluating specific groups of program anomaly detection methods [192]. How-
ever, none of the existing metrics is general for evaluating an arbitrary program anomaly
detection system.

Several surveys summarized program anomaly detection methods from different perspectives
and pointed out relations among several methods. Forrest et al. summarized existing meth-
ods from the perspective of system call monitoring [60]. Feng et al. formalized automaton
based methods in [55]. Chandola et al. described program anomaly detection as a sequence
analysis problem [32]. Chandola et al. provided a survey of machine learning approaches
in [33]. The connection between an n-gram method and its automaton representation is first
stated by Wagner [193]. Sharif et al. proved that any system call sequence based method
can be simulated by a control-flow based method [163].

However, several critical questions about program anomaly detection have not been answered
by existing studies and summaries.

1. How to formalize the detection capability of any detection method?

15
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2. What is the theoretical accuracy limit of program anomaly detection?

3. How far are existing methods from the limit?

4. How can existing methods be improved towards the limit?

I answer all these questions in this chapter. I unify any existing or future program anomaly
detection method through its detection capability in a formal framework. I prove the theoret-
ical accuracy limit of program anomaly detection methods and illustrate it in my framework.
Instead of presenting every proposed method in the literature, I select and explain existing
milestone detection methods that indicate the evolution of program anomaly detection. My
analysis helps understand the most critical steps in the evolution and points out the unsolved
challenges and research problems.

The contributions of this chapter are summarized as follows.

1. I formalize the general security model for program anomaly detection. I prove that
the detection capability of a method is determined by the expressiveness of its corre-
sponding language (Section 3.2).

2. I point out two independent properties of program anomaly detection: precision and the
scope of the norm. I explain the relation between precision and deterministic/probabilistic
detection methods (Section 3.2).

3. I present the theoretical accuracy limit of program anomaly detection with an abstract
machine M̃ . I prove that M̃ can characterize traces as precise as the executing program
(Section 3.3).

4. I develop a hierarchal framework unifying any program anomaly detection method
according to its detection capability. I mark the positions of existing methods in
my framework and point out the gap between the state-of-the-art methods and the
theoretical accuracy limit (Section 3.5).

5. I explain the evolution of program anomaly detection solutions. I envision future
program anomaly detection systems with features such as full path sensitivity and
higher-order relation description (Section 3.6).

6. I compare program anomaly detection with control-flow enforcement. I point my their
similarities in techniques/results and explain their different perspectives approaching
program/process security (Section 3.7).
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3.2 Formal Definitions for Program Anomaly Detection

I formally define the problem of program anomaly detection and present the security model
for detection systems. Then I discuss the two independent properties of a program anomaly
detection method: the detection capability and the scope of the norm. Last, I give an
overview of my unified framework.

3.2.1 Security Model

Considering both transactional (terminating after a transaction/computation) and contin-
uous (constantly running) program executions, I define a precise program trace based
on an autonomous portion of a program execution, which is a consistent and relatively in-
dependent execution segment that can be isolated from the remaining execution, e.g., an
routine, an event handling procedure (for event-driven programs), a complete execution of a
program, etc.

Definition 3.2.1. A precise program trace T is the sequence of all instructions executed in
an autonomous execution portion of a program.

T is usually recorded as the sequence of all executed instruction addresses1 and instruction
arguments. In real-world executions, addresses of basic blocks can be used to record T
without loss of generality since instructions within a basic block are executed in a sequence.

I formalize the problem of program anomaly detection in Definition 3.2.2.

Definition 3.2.2. Program anomaly detection is a decision problem whether a precise pro-
gram trace T is accepted by a language L. L presents the set of all normal precise program
traces in either a deterministic means (L = {T | T is normal}) or a probabilistic means
(L = {T | P (T) > η}).

In Definition 3.2.2, η is a probabilistic threshold for selecting normal traces from arbitrary
traces that consist of instruction addresses. Either parametric and non-parametric proba-
bilistic methods can construct probabilistic detection models.

In reality, no program anomaly detection system uses T to describe program executions due
to the significant tracing overhead. Instead, a practical program trace is commonly used
in real-world systems.

Definition 3.2.3. A practical program trace T̈ is a subsequence of a precise program trace T.
The subsequence is formed based on alphabet Σ, a selected/traced subset of all instructions,
e.g., system calls.

1Instruction addresses are unique identifiers of specific instructions.
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I list three categories of commonly used practical traces in real-world program anomaly de-
tection systems. The traces result in black-box, gray-box, and white-box detection approaches
with an increasing level of modeling granularity.

• Black-box level traces: only the communications between the process and the operating
system kernel, i.e., system calls, are monitored. This level of practical traces has the
smallest size of Σ among the three. It is the coarsest trace level while obtaining the
trace incurs the smallest tracing overhead.

• White-box level traces: all (or a part of) kernel-space and user-space activities of a
process are monitored. An extremely precise white-box level trace T̈ is exactly a
precise trace T where all instructions are monitored. However, real-world white-box
level traces usually define Σ as the set of function calls to expose the call stack activity.

• Gray-box level traces: a limited white-box level without the complete static program
analysis information [66], e.g., all control-flow graphs. Σ of a gray-box level trace only
contains symbols (function calls, system calls, etc.) that appear in dynamic traces.

I describe the general security model of a real-world program anomaly detection system in
Definition 3.2.4. The security model derives from Definition 3.2.2 but measures program
executions using T̈ instead of T.

Definition 3.2.4. A real-world program anomaly detection system Λ defines a language LΛ

(a deterministic or probabilistic set of normal practical program traces) and establishes an
attestation procedure GΛ to test whether a practical program trace T̈ is accepted by LΛ.

A program anomaly detection system Λ usually consist of two phases: training and de-
tection. Training is the procedure forming LΛ and building GΛ from known normal traces
{T̈ | T̈ is normal}. Detection is the runtime procedure testing incoming traces against
LΛ using GΛ. Traces that cannot be accepted by LΛ in the detection phase are logged or
aggregated for alarm generation.

3.2.2 Detection Capability

The detection capability of a program anomaly detection method Λ is its ability to detect
attacks or anomalous program behaviors. Detection capability of a detection system Λ is
characterized by the precision of Λ. I define precision of Λ as the ability of Λ to distin-
guish different precise program traces in Definition 3.2.5. This concept is independent of
whether the scope of the norm is deterministically or probabilistically established (discussed
in Section 3.2.3).
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Definition 3.2.5. Given a program anomaly detection method Λ and any practical program
trace T̈ that Λ accepts, the precision of Λ is the average number of precise program traces T
that share an identical subsequence T̈.

My definition of program anomaly detection system precision is a generalization of average
branching factor (using regular grammar to approximate the description of precise program
traces) [192] and average reachability measure (using context-free grammar to approximate
the description of precise program traces) [72]. The generation is achieved through the using
of T, the most precise description of a program execution. average in Definition 3.2.5 can
be replaced by other aggregation function for customized evaluation.

I formalize the relation between the expressive power of LΛ (defined by detection method Λ)
and the detection capability of Λ in Theorem 3.2.1.

Theorem 3.2.1. The detection capability of a program anomaly detection method Λ is de-
termined by the expressive power of the language LΛ corresponding to Λ.

Proof. Consider two detection methods Λ1 (LΛ1) and Λ2 (LΛ2) where Λ1 is more precise than
Λ2, one can always find two precise program traces T1/T2, so that T1/T2 are expressed by
LΛ1 in two different practical traces T̈1Λ1/T̈2Λ1 , but they can only be expressed by LΛ2 as
an identical T̈Λ2 . Because the definition of the norm is subjective to the need of a detection
system, in theory, one can set T1/T2 to be normal/anomalous, respectively. In summary, Λ1

with a more expressive LΛ1 can detect the attack T2 via practical trace T̈2Λ1 , but Λ2 cannot.

Theorem 3.2.1 enables the comparison between detection capabilities of different detection
systems through their corresponding languages. It lays the foundation of my unified frame-
work. The more expressive LΛ describes a normal precise trace T through a practical trace
T̈, the less likely an attacker can construct an attack trace T′ mimicking T without being
detected by Λ.

3.2.3 Scope of the Norm

Not all anomaly detection systems agree on whether a specific program behavior (a precise
program trace T) is normal or not. Even given the set of all practical program traces Σ∗

with respect to a specific alphabet Σ (e.g., all system calls), two detection systems Λ1 and
Λ2 may disagree on whether a specific T̈ ∈ Σ∗ is normal or not. Σ∗ denotes the set of all
possible strings/traces over Σ.

Definition 3.2.6. The scope of the norm SΛ (of a program anomaly detection system Λ) is
the selection of practical traces to be accepted by LΛ.
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While LΛ is the set of all normal practical traces, SΛ emphasizes on the selection process to
build LΛ, but not the expressive power (detection capability) of LΛ. SΛ does not influence
the detection capability of Λ.

For instance, VPStatic [55] (denoted as Λs) utilizes a pushdown automaton (PDA) to describe
practical program traces. Therefore, its precision is determined by the expressiveness of
context-free languages2. SΛs is all legal control flows specified in the binary of the program.
VtPath [56] (denoted as Λv) is another PDA approach, but SΛv is defined based on dynamic
traces. Since dynamic traces commonly forms a subset of all feasible execution paths, there
exists T̈ not in the training set of Λ2. Thus, T̈ will be recognized as anomalous by Λ2 yet
normal by Λ1. Because the precisions of Λ1 and Λ2 are the same, Λ2 can be made to detect
T̈ as normal by including T̈ in its training set (changing SΛv).

There are two types of scopes of the norm:

• Deterministic scope of the norm is achieved through a deterministic language
LΛ = {T̈ | T̈ is normal}. Program anomaly detection systems based on finite state
automata (FSA), PDA, etc. belong to this category.

• Probabilistic scope of the norm is achieved through a stochastic language LΛ =
{T̈ | P (T̈) > η}. Different probability threshold η results in different SΛ and different
LΛ/Λ. Program anomaly detection systems based on hidden Markov model, one-class
SVM, etc. belong to this category.

3.2.4 Overview of My Unified Framework

I develop a unified framework presenting any program anomaly detection method Λ. My
framework unifies Λ by the expressive power of LΛ.

I illustrate my unified framework in Fig. 3.1 showing its hierarchical structure3. In Fig. 3.1,
L-1 to L-4 indicate four major precision levels with decreasing detection capabilities ac-
cording to the expressive power of LΛ. The order of precision levels marks the potential
of approaches within these levels, but not necessarily the practical detection capability of a
specific method4. My design is based on both the well-defined levels in Chomsky hierarchy
and the existing milestones in the evolution of program anomaly detection.

L-1: context-sensitive language level (most powerful level)
2Context-sensitive languages correspond to pushdown automata.
3The hierarchy is reasoned via Chomsky hierarchy [39], which presents the hierarchical relation among

formal grammars/languages.
4For example, one detection approach Λa in L-2 without argument analysis could be less capable of

detecting attacks than an approach Λb in L-3 with argument analysis.
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Figure 3.1: The hierarchy of my program anomaly detection framework. L-1 to L-4 are four
major precision levels with decreasing detection capabilities.

L-2: context-free language level

L-3: regular language level

L-4: restricted regular language level (least powerful level)

The restricted regular language corresponding to L-4 does not enforce specific adjacent el-
ements for any element in a string (program trace). Two optional properties within L-1,
L-2 and L-3 are path sensitivity and flow sensitivity (Section 3.5.2). I prove the theoreti-
cal accuracy limit (the outmost circle in Fig. 3.1) in Section 3.3 with an abstract detection
machine M̃ . I abstract existing methods in Section 3.4 and identify their positions in my
unified framework in Section 3.5. I present details of my framework and point out the con-
nection between levels in my framework and grammars in Chomsky hierarchy in Section 3.5.
I describe the evolution from L-4 methods to L-1 methods in Section 3.6.2.

3.3 Accuracy Limit of Program Anomaly Detection

I describe an abstract detection machine, M̃ , to differentiate between any two precise pro-
gram traces. Thus, M̃ detects any anomalous program traces given a scope of the norm. A
practical program trace T̈ that M̃ consumes is a precise program trace T. I prove that M̃ has
the identical capability of differentiating between traces (execution paths) as the program
itself. Therefore, M̃ is the accuracy limit of program anomaly detection models.
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Table 3.1: Descriptions of symbols in M̃ . All sets are of finite sizes.

Name Description

Q States Set of states
Σ Input alphabet Set of input symbols
Γ Stack alphabet Set of symbols on the stack
A Register addresses Set of addresses of all registers
Ω Register alphabet Set of symbols stored in registers
δ Transition relation Subset of Q× (Σ ∪ {ε})× Γ× Ω∗ ×Q× Γ∗ × Ω∗

s0 Initial state State to start, s0 ∈ Q
Z Initial stack symbol Initial symbol on the stack, Z ⊆ Q

F Final states Set of states where T̈ is accepted, F ⊆ Q

ε denotes an empty string.
Ω∗ or Γ∗ denotes a string over alphabet Ω or Γ, respectively.

3.3.1 The Ultimate Detection Machine

The abstract machine M̃ is a 9-tuple M̃ = (Q,Σ,Γ, A,Ω, δ, s0, Z, F ) where the symbols are
described in Table 3.1. M̃ operates from s0. If an input string/trace T̈ reaches a final state
in F , then T̈ is a normal trace.

M̃ consists of three components: a finite state machine, a stack Π, and a random-access
register Υ. In M̃ , both Π and Υ are of finite sizes. Indirect addressing, i.e., the value
of a register can be dereferenced as an address of another register, is supported by Υ and
A ⊂ Ω. Because a random-access register can simulate a stack, Π can be omitted in M̃
without any computation power loss. I keep Π in M̃ to mimic the execution of a real-
world program. It helps extend M̃ for multi-threading (Section 3.3.3) and unify M̃ in my
framework (Section 3.5.1).

A transition in M̃ is defined by δ, which is a mapping from (Σ ∪ {ε}) × Q × Γ × Ω∗ to
Q×Γ∗×Ω∗. Given an input symbol σ ∈ Σ∪ {ε}, the current state q ∈ Q, the stack symbol
γ ∈ Γ (stack top), and all symbols in the register {ωi | ωi ∈ Ω, 0 ≤ i ≤ |A|}, the rules in δ
chooses a new state q′ ∈ Q, pops γ, pushes zero or more stack symbols γ0γ1γ2 . . . onto the
stack, and update {ωi}.

3.3.2 The Equivalent Abstract Machine of An Executing Program

I state the precision of the abstract detection machine M̃ in Theorem 3.3.1 and interpreter
both sufficiency and necessity aspects of the theorem.

Theorem 3.3.1. M̃ is as precise as the target program; M̃ can detect any anomalous traces
if the scope of the norm is specified and M̃ is constructed.
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Sufficiency: M̃ has the same computation power as any real-world executing program so
that LM̃ can differentiate any two precise program traces.

Necessity: detection machines that are less powerful than M̃ cannot differentiate any two
arbitrary precise program traces of the target program.

Although a Turing machine is commonly used to model a real-world program in execution,
an executing program actually has limited resources (the tape length, the random access
memory size or the address symbol count) different from a Turing machine. This restricted
Turing machine is abstracted as linear bounded automaton [84]. I prove Theorem 3.3.1 by
Lemma 3.3.1 and Lemma 3.3.2.

Lemma 3.3.1. A program that is executing on a real-world machine is equivalent to a linear
bounded automaton (LBA).

Lemma 3.3.2. M̃ is equivalent to a linear bounded automaton.

Proof. I prove that M̃ is equivalent to an abstract machine M̈ and M̈ is equivalent to an
LBA, so M̃ is equivalent to an LBA.

M̈ is an abstract machine similar to M̃ except that Υ (the register) in M̃ is replaced by two
stacks Π0 and Π1. size(Υ) = size(Π0) + size(Π1).

I prove that M̃ and M̈ can simulate each other below.

• One random-access register can simulate one stack with simple access rules (i.e., last
in, first out) enforced. Thus, Υ can be split into two non-overlapping register sections
to simulate Π0 and Π1.

• Π0 and Π1 together can simulate Υ by filling Π0 with initial stack symbol Z to its
maximum height and leaving Π1 empty. All the elements in Π0 are counterparts of
all the units in Υ. The depth of an element in Π0 maps to the address of a unit in
Υ. To access an arbitrary element e in Π0, one pops all elements higher than e in Π0

and pushes them into Π1 until e is retrieved. After the access to e, elements in Π1 are
popped and pushed back into Π0.

M̈ is equivalent to an LBA: M̈ consists of a finite state machine and three stacks, Π
(same as Π in M̃), Π0,Π1 (the two-stack replacement of Υ in M̃). M̈ with three stacks is
equivalent to an abstract machine with two stacks [144]. Two stacks is equivalent to a finite
tape when concatenating them head to head. Thus, M̈ is equivalent to an abstract machine
consisting of a finite state machine and a finite tape, which is a linear bounded automaton.

In summary, M̃ is equivalent to an LBA and Lemma 3.3.2 holds.
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3.3.3 Usage and Discussion

Operation of M̃ : M̃ consists of a random-access register Υ and a stack Π. The design of M̃
follows the abstraction of an executing program. Π simulates the call stack of a process and
Υ simulates the heap. The transition δ in M̃ is determined by the input symbol, symbols in
Υ and the top of Π, which is comparable to a real-world process. Given a precise trace T of
a program, M̃ can be operated by emulating all events (instructions) of T through M̃ .

Multi-threading handling: although M̃ does not model multi-threading program execu-
tions, it can be easily extended to fulfill the job. The basic idea is to model each thread
using an M̃ . Threads creating, forking and joining can be handled by copying the finite
state machine and stack of an M̃ to a new one or merging two M̃s. δ needs to be extended
according to the shared register access among different M̃s as well as the joining operation
between M̃s.

Challenges to realize M̃ in practice: M̃ serves as a theoretical accuracy limit. It cannot
be efficiently realized in the real world because

1. The number of normal precise traces is infinite.

2. The scope of the norm requires a non-polynomial time algorithm to learn.

The first challenge is due to the fact that a trace T̈ of a program can be of any length, e.g., a
continuous (constantly running) program generates traces in arbitrary lengths until it halts.
Most existing approaches do not have the problem because they only model short segments
of traces (e.g., n-grams with a small n [60], first-order automaton transition verification [55]).

Pure dynamic analysis cannot provide a complete scope of the norm. The second challenge
emerges when one performs comprehensive static program analysis to build M̃ . For example,
one well-known exponential complexity task is to discover induction variables and correlate
different control-flow branches.

3.4 Abstractions of Existing Detection Methods

In this section, I analyze existing program anomaly detection models and abstract them
in five categories. I identify their precision (or detection capability) in my framework in
Section 3.5.

Finite state automaton (FSA) methods represent the category of program anomaly
detection methods that explicitly employs an FSA. Kosoresow and Hofmeyr first utilized a
deterministic finite state automaton (DFA) to characterize normal program traces [112] via
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black-box level traces (building a DFA for system call traces). Sekar et al. improved the
FSA method by adopting a limited gray-box view [160]. Sekar’s method retrieves program
counter information for every traced system call. If two system calls and program counters
are the same, the same automaton state is used in the FSA construction procedure.

Abstraction: all FSA methods explicitly build an FSA for modeling normal program traces.
A transition of such an FSA can be described in (3.1). pi is an automaton state that is
mapped to one or a set of program states. Each program state can be identified by a system
call (black-box level traces) or a combination of system call and program counter (gray-box
level traces). s∗ denotes a string of one or more system calls.

pi
s∗−→ pi+1 (3.1)

n-gram methods represent the category of program anomaly detection methods those
utilize sequence fragments to characterize program behaviors. n-grams are n-item-long5

substrings6 of a long trace, and they are usually generated by sliding a window (of length
n) on the trace. The assumption underlying n-gram methods is that short trace fragments
are good features differentiating normal and anomalous long system call traces [61]. A basic
n-gram method tests whether every n-gram is in the known set of normal n-grams [60].

Abstraction: a set of n-gram (of normal program behaviors) is equivalent to an FSA
where each state is an n-gram [193]. A transition of such an FSA can be described in (3.2).
The transition is recognized when there exist two normal n-grams, (s0, s1, . . . , sn−1) and
(s1, . . . , sn−1, sn), in any normal program traces.

(s0, s1, . . . , sn−1)
sn−→ (s1, . . . , sn−1, sn) (3.2)

Since n-gram methods are built on a membership test, various deterministic [134, 197] and
probabilistic [51,196] means are developed to define the scope of the norm (the set of normal
n-grams) and perform the membership test. And system call arguments were added to
describe system calls in more details [27,177,183].

Pushdown automaton (PDA) methods represent the category of program anomaly
detection methods those utilize a PDA or its equivalents to model program behaviors. DPA
methods are more precise than FSA methods because they can simulate user-space call stack
activities [56].

An FSA connects control-flow graphs (CFGs) of all procedures into a monomorphic graph,
which lacks the ability to describe direct or indirect recursive function calls [78,192]. A PDA,
in contrast, keeps CFGs isolated and utilizes a stack to record and verify function calls or
returns [55,56,73]. Thus, it can describe recursions. However, only exposing the stack when

5n can be either a fixed value or a variable [134,198].
6Lookahead pair methods are subsequent variants of n-gram methods [93].
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system calls occur is not enough to construct a deterministic DPA [55]. There could be
multiple potential paths transiting from one observed stack state Γi to the next stack state
Γi+1. Giffin et al. fully exposed all stack activities in Dyck model [74] by embedding loggers
for function calls and returns via binary rewriting.

Abstraction: a typical PDA method consumes white-box level traces [55] or gray-box level
traces [131]. The internal (user-space) activities of the running program between system
calls are simulated by the PDA. Denote a system call as s and a procedure transition as f .
I describe the general PDA transition in (3.3) where Γi/Γi+1 is the stack before/after the
transition, respectively.

pi,Γi
f or s−−−→ pi+1,Γi+1 (3.3)

System call arguments can be added to describe calls in more details like they are used in
previous models. In addition, Bhatkar et al. utilized data-flow analysis to provide complex
system call arguments verification, e.g., unary and binary relations [13]. Giffin et al. extended
system call arguments to environment values, e.g., configurations, and built an environment-
sensitive method [72].

Probabilistic methods differ from deterministic program anomaly detection approaches
that they use stochastic languages to define the scope of the norm (Section 3.2.3). Stochastic
languages are probabilistic counterparts of deterministic languages (e.g., regular languages).
From the automaton perspective, stochastic languages correspond to automata with proba-
bilistic transition edges.

Abstraction: existing probabilistic program anomaly detection methods are probabilistic
counterparts of FSA, because they either use n-grams or FSA with probabilistic transitions
edges. Typical probabilistic detection methods include hidden Markov model (HMM) [196,
205], classification methods [50, 114, 125, 139], artificial neural network [70], data mining
approaches [122], etc. Gu et al. presented a supervised statistical learning model, which
uses control-flow graphs to help the training of its probabilistic model [80].

Probabilistic FSA does not maintain call stack structures7, and it constrains existing prob-
abilistic approaches from modeling recursions precisely. In theory, FSA and probabilistic
FSA only differ in their scopes of the norm; one is deterministic the other is probabilistic.
The precision or detection capability of the two are the same as explained in Section 3.2.3.
Different thresholds in parametric probabilistic models define different scopes of the norm,
but they do not directly impact the precision of a model.

N-variant methods define the scope of the norm with respect to the current execution
path under detection. They are different from the majority of detection methods that define
the scope of the norm as all possible normal execution paths.

7Probabilistic PDA has not been explored by the anomaly detection community.



Xiaokui Shu Chapter 4. Program Anomaly Detection in a Unified Framework 27

Table 3.2: Precision levels in my framework, from the most to the least accurate.

Precision Levels Limitationa Chomsky Level

L-1 methods Program execution equivalent Type-1 grammars
L-2 methods First-order reasoning Type-2 grammars
L-3 methods Cannot pair calls and returns Type-3 grammars
L-4 methods Individual event test Type-3 grammars
a The key feature that distinguishes this level from a level of higher precision.
b The restricted regular language does not enforce specific adjacent events for any event in a program

trace.

In N-variant methods, a program is executed with n replicas [42]. When one of them is
compromised, others – that are executed with different settings or in different environments
– could remain normal.

The anomaly detection problem in N-variant methods is to tell whether one of the concur-
rently running replicas is behaving differently from its peers; N-variant methods calculate
the behavior distance among process replicas. Gao et al. proposed a deterministic alignment
model [67] and probabilistic hidden Markov model [68] to calculate the distances.

Abstraction: existing N-variant models are FSA or probabilistic FSA equivalents. The
precision is limited by their program execution description based on n-grams. This descrip-
tion forms a deterministic/probabilistic FSA model underlying the two existing N-variant
methods.

3.5 Unification Framework

I develop a hierarchical framework to uniformly present any program anomaly detection
method in terms of its detection capability. I identify the detection capabilities of exist-
ing program anomaly detection methods (Section 3.4) and the theoretical accuracy limit
(Section 3.3) in my framework.

3.5.1 Major Precision Levels of Program Anomaly Detection

I abstract any program anomaly detection method Λ through its equivalent abstract machine.
Λ is unified according to the language LΛ corresponding to the abstract machine. I summarize
four major precision levels defined in my unified framework in Table 3.2. I describe them in
detail below in the order of an increasing detection capability.

L-4: restricted regular language level. The most intuitive program anomaly detection
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model, which reasons events individually, e.g., a system call with or without arguments. No
event correlation is recorded or analyzed.

An L-4 method corresponds to a restricted FSA, which accepts a simple type of regular
languages L4 that does not enforce specific adjacent elements for any element in a string
(practical program trace T̈).

L-4 methods are the weakest detection model among the four. It is effective only when
anomalous program executions can be indicated by individual events. For example, sys_open()
with argument “/etc/passwd” indicates an anomaly.

A canonical example of L-4 methods is to analyze individual system events in system logs
and summarize the result through machine learning mechanisms [50].

L-3: regular language level. The intermediate program anomaly detection model, which
records and verifies first-order event transitions (i.e., the relation between a pair of adjacent
events in a trace, which is an extra feature over L-4 methods) using type-3 languages (regular
grammar).

An L-3 method corresponds to an FSA, which naturally describes first-order transitions
between states. Each state can be defined as one or multiple events, e.g., a system call,
n-grams of system calls. One state can be detailed using its arguments, call-sites, etc. The
formal language L3 used to describe normal traces in an L-3 method is a type-3 language.

L-3 methods consume black-box traces. The monitoring is efficient because internal activities
are not exposed. However, L-3 methods cannot take advantage of exposed internal activities
of an executing program. For example, procedure returns cannot be verified by L-3 methods
because L3 (regular grammar) cannot pair arbitrary events in traces; L-3 methods cannot
model recursions well.

Canonical L-3 methods include DFA program anomaly detection [112], n-grams methods [61],
statically built FSA [160], and FSA with call arguments [27].

L-2: context-free language level. The advanced program execution model, which veri-
fies first-order event transitions with full knowledge (aware of any instructions) of program
internal activities in the user space.

An L-2 method corresponds to a PDA, which expands the description of an FSA state with
a stack (last in, first out). Procedure transitions (nested call-sites) can be stored in the
stack so that L-2 methods can verify the return of each function/library/system call. The
formal language L2 used to describe normal traces in an L-2 method is a type-2 (context-free)
language.

Gray-box or white-box traces are required to expose program internal activities (e.g., pro-
cedure transitions) so that the stack can be maintained in L-2 methods. Walking the stack
when a system call occurs is an efficient stack expose technique [56]. However, the stack
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change between system calls is nondeterministic. A more expensive approach exposes every
procedure transition via code instrumentation [74], so that the stack is deterministic.

Canonical L-2 methods include VPStatic [55], VtPath [56], and Dyck [74]. Moreover, Bhatkar
et al. applied argument analysis with data-flow analysis (referred to by us as DFAD) [13], and
Giffin et al. correlated arguments and environmental variables with system calls (referred to
by us as ESD) [72].

L-1: context-sensitive language level. The most accurate program anomaly detection
model in theory, which verifies higher-order event transitions with full knowledge of program
internal activities.

L-1 methods correspond to a higher-order PDA, which extends a PDA with non-adjacent
event correlations, e.g., induction variables.

I develop Theorem 3.5.1 showing that higher-order PDA and M̃ (Section 3.3) are equivalent
in their computation power. The proof of Theorem 3.3.1 points out M̃ and linear bounded
automaton (LBA) are equivalent. Therefore, these three are abstract machines representing
the most accurate program anomaly detection.

The formal language L1 used to describe normal traces in an L-1 method is a type-1 (context-
sensitive) language.

I formally describe an L-1 method, i.e., M̃ , in Section 3.3. Any other LBA or M̃ equivalents
are also L-1 methods.

Theorem 3.5.1. L-1 methods are as precise as the target executing program.

I provide a proof sketch for Theorem 3.5.1. First, M̃ is as precise as the executing program
(Theorem 3.3.1 in Section 3.3). Next, I give the sketch of the proof that the abstract
machine of L-1 methods, i.e., a higher-order PDA, is equivalent to M̃ : a higher-order PDA
characterizes cross-serial dependencies [18], i.e., correlations between non-adjacent events.
Therefore, it accepts context-sensitive languages [164], which is type-1 languages accepted
by M̃ .

Although the general context-sensitive model (higher-order PDA or M̃) has not been realized
in the literature, Shu et al. demonstrated the construction of a constrained context-sensitive
language model (co-oc in Fig. 3.1) [168]. The model quantitatively characterizes the co-
occurrence relation among non-adjacent function calls in a long trace. Its abstraction is the
context-sensitive language Bach [152].

Probabilistic detection methods and my hierarchy are orthogonal. The reason is
that probabilistic models affect the scope of the norm definition, but not the precision of
the detection (explained in Section 3.2.3). For instance, a probabilistic FSA method (e.g.,
HMM [196,205], classification based on n-grams [50,139]) is an L-3 method. It cannot model
recursion well because there is no stack in the model. The precision of a probabilistic FSA
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Table 3.3: Terminology of sensitivity in program anomaly detection.

Calling context Flow Path Environment

Sensitive Objects Call sites Instruction Branch Arguments
order dependency configurations

Precision Levela L-4 L-3 L-2 L-2
Descriptionb RL RL CFL CFL

a The least precise level required to specify the sensitivity.
b The least powerful formal language required for describing the sensitivity.

RL: regular language. CFL: context-free language.

method is the same as the precision of a deterministic FSA method, except that the scope
of the norm is defined probabilistically. A similar analysis holds for N-variant methods. All
existing N-variant methods [67,68] are L-3 methods.

Instruction arguments are part of events in T. However, argument analysis does not
increase the precision level of a detection method, e.g., an n-gram approach with argument
reasoning is still an L-3 approach.

3.5.2 Sensitivity in a Nutshell

I describe optional properties (sensitivities) within L-1 to L-3 in my hierarchical framework
with respect to sensitivity terms introduced from program analysis. I summarize the termi-
nology of sensitivity in Table 3.3 and explain them and their relation to my framework.

Calling context sensitivity concerns the call-site of a call. In other words, it distinguishes
a system/function call through different callers or call-sites. Calling-context-sensitive
methods8 are more precise than non-calling-context-sensitive ones because mimicked
calls from incorrect call-sites are detected.

Flow sensitivity concerns the order of events according to control-flow graphs (CFG).
Only legal control flows according to program binaries can be normal, e.g., [160]. Flow
sensitive methods bring static program analysis to anomaly detection and rule out
illegal control flows from the scope of the norm.

Path sensitivity concerns the branch dependencies among the binary (in a single CFG
or cross multiple CFGs). Infeasible paths (impossibly co-occurring basic blocks or
branches) can be detected by a path-sensitive method. Full path sensitivity requires

8Calling context sensitivity (or context sensitivity in short) in program analysis should be distinguished
from the term context-sensitive in formal languages. The latter characterizes cross-serial dependencies in a
trace, while the former identifies each event (e.g., a system call) in a trace more precisely.
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exponential time to discover. Existing solutions take some path-sensitive measures,
e.g., Giffin et al. correlated less than 20 branches for a program in ESD [72].

Environment sensitivity correlates execution paths with executing environments, e.g.,
arguments, configurations, environmental variables. Several types of infeasible paths
such as an executed path not specified by the corresponding command line argument
can be detected by an environment-sensitive method [72]. Environment sensitivity is
a combination of techniques including data-flow analysis, path-sensitive analysis, etc.

3.6 Attack/Detection Evolution and Open Problems

In this section, I describe the evolution of program anomaly detection systems using the
precision levels in my framework. New solutions aim to achieve better precision and eliminate
mimicry attacks. I point out future research directions from both precision and practicality
perspectives.

3.6.1 Inevitable Mimicry Attacks

Mimicry attacks are stealthy program attacks designed to subvert program anomaly detection
systems by mimicking normal behaviors. A mimicry attack exploits false negatives of a
specific detection system Λ. The attacker constructs a precise trace T′ (achieving the attack
goal) that shares the same practical trace T̈Λ with a normal T to escape the detection.

The first mimicry attack was described by Wagner and Soto [193]. They utilized an FSA
(regular grammar) to exploit the limited detection capability of n-gram methods (L-3 meth-
ods). In contrast, L-2 methods, such as [55, 56, 74], invalidate this type of mimicry attacks
with context-free grammar description of program traces. However, mimicry attacks using
context-free grammars, e.g., [58, 115], are developed to subvert these L-2 methods.

As program anomaly detection methods evolve from L-4 to L-1, the space for mimicry attacks
becomes limited. The functionality of mimicry attacks decreases since the difference between
an attack trace and a normal trace attenuates. However, an attacker can always construct
a mimicry attack against any real-world program anomaly detection system. The reason is
that the theoretical limit of program anomaly detection (L-1 methods) cannot be efficiently
reached, i.e., M̃ described in Section 3.3 requires exponential time to build.

3.6.2 Evolution From L-4 to L-1

A detection system Λ1 rules out mimicry traces from a less precise Λ2 to achieve
a better detection capability. I describe the upgrade of detection systems from a lower
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Figure 3.2: Four approaches for improving a basic L-3 method (FSA).

precision level to a higher precision level. Intuitively, L-3 methods improve on L-4 methods
as L-3 methods analyze the order of events. I summarize four features to upgrade an L-3
method (abstracted as a general FSA) to L-2 and L-1 methods in Fig. 3.2.

1 expanding a state horizontally (with neighbor states)

2 describing details of states (call-sites, arguments, etc.)

3 expanding a state vertically (using a stack)

4 revealing relations among non-adjacent states

The four features are not equally powerful for improving the precision of an anomaly detection
method. 1 and 2 are complementary features, which do not change the major precision
level of a method. 3 introduces a stack and upgrades an L-3 method to an L-2 method. 4
discovers cross-serial dependencies and establishes a context-sensitive language [164], which
results in an L-1 method.

Most of the existing program anomaly detection methods can be explained as a basic L-3
method plus one or more of these features. L-3 with 1 yields an n-gram method [61]. L-3
with 2 was studied in [132]. L-3 with 3 is a basic L-2 method. More than one feature
can be added in one program anomaly detection system. L-3 with 1 and 2 was studied by
Sufatrio and Yap [177] and Gaurav et al. [183]. L-3 with 2 and 3 was studied by Bhatkar
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et al. [13] and Giffin et al. [72]. M̃ (described in Section 3.3) provides 3 and 4 as basic
features. 2 can be added to M̃ to describe each state in more details.

3.6.3 Open Problems

I point out several open problems in program anomaly detection research.

Precision As illustrated in my framework (Fig. 3.1), there is a gap between the theoret-
ical accuracy limit (the best L-1 method) and the state-of-the-art approaches in L-2 (e.g.,
ESD [72]) and constrained L-1 level (e.g., co-oc [168]).

L-2 models: existing detection methods have not reached the limit of L-2 because none of
them analyze the complete path sensitivity. Future solutions can explore a more complete
set of path sensitivity to push the detection capability of a method towards the best L-2
method.

L-1 models: higher-order relations among states can then be discovered to upgrade an L-2
method to L-1. However, heuristics algorithms need to be developed to avoid exponential
modeling complexity. Another choice is to develop constrained L-1 approaches (e.g., co-
oc [168]), which characterize some aspects of higher-order relations (e.g., co-occurrence but
not order).

Probabilistic models: existing probabilistic approaches, i.e., probabilistic FSA equivalents,
are at precision level L-3. Probabilistic PDA and probabilistic LBA can be explored to
establish L-2 and even L-1 level probabilistic models.

Practicality In contrast to the extensive research in academia, the security industry has
not widely adopted program anomaly detection technologies. No products are beyond L-3
level with black-box traces [83]. The main challenges are eliminating tracing overhead and
purifying training dataset.

Tracing overhead issue: L-2 and L-1 methods require the exposure of user-space program
activities, which could result in over 100% tracing overhead on general computing plat-
forms [10]. However, Szekeres et al. found that the industry usually tolerates at most 5%
overhead for a security solution [182].

Polluted training dataset issue: most existing program anomaly detection approaches assume
the training set contains only normal traces. Unless the scope of the norm is defined as legal
control flows, which can be extracted from the binary, the assumption is not very practical
for a real-world product. A polluted training dataset prevents a precise learning of the scope
of the norm for a detection model, which results in false negatives in detection.
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3.7 Control-Flow Enforcement Techniques

Control-flow enforcements, e.g., Control-Flow Integrity (CFI) [1] and Code-Pointer Integrity
(CPI) [119], enforce control-flow transfers and prevent illegal function calls/pointers from
executing. They evolve from the perspective of attack countermeasures [182]. They are
equivalent to one category of program anomaly detection that defines the scope of the norm
as legal control flows [163].

3.7.1 Control-Flow Enforcement

Control-flow enforcement techniques range from the protection of return addresses, the pro-
tection of indirect control-flow transfers (CFI), to the protection of all code pointers (CPI).
They aim to protect against control-flow hijacks, e.g., stack attacks [126]. I list milestones in
the development of control-flow enforcement techniques below (with an increasing protection
capability).

1. Return address protection: Stack Guard [41], Stack Shield [190].

2. Indirect control-flow transfer protection: CFI [1], Modular CFI [142].

3. All code pointer protection: CPI [119].

3.7.2 Legal Control Flows as the Scope of the Norm

In program anomaly detection, one widely adopted definition of the scope of the norm SΛ

is legal control flows (Section 3.2.3); only basic block transitions that obey the control flow
graphs are recognized as normal. The advantage of such definition is that the boundary of
SΛ is clear and can be retrieved from the binary. No labeling is needed to train the detection
system. This definition of SΛ leads to a fruitful study of constructing automata models
through static program analysis9, e.g., FSA method proposed by Sekar et al. [160] and PDA
method proposed by Feng et al. [56].

3.7.3 Comparison of the Two Methods

I discuss the connection and the fundamental difference between control-flow enforcement
and program anomaly detection.

Connection Modern control-flow enforcement prevents a program from executing any illegal
control flow. It has the same effect as the category of program anomaly detection that defines

9Dynamically assigned transitions cannot be precisely pinpointed from static analysis.
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the scope of the norm as legal control flows. From the functionality perspective, control-
flow enforcement even goes one step further; it halts illegal control flows. Program anomaly
detection should be paired with prevention techniques to achieve the same functionality.

Difference A system can either learn from attacks or normal behaviors of a program to
secure the program. Control-flow enforcement evolves from the former perspective while
program anomaly detection evolves from the latter. The specific type of attacks that control-
flow enforcement techniques tackle is control-flow hijacking. In other words, control-flow
enforcement techniques do not prevent attacks those obey legal control flows, e.g., brute force
attacks. Program anomaly detection, in contrast, detects attacks, program bugs, anomalous
usage patterns, user group shifts, etc. Various definitions of the scope of the norm result
in a rich family of program anomaly detection models. One family has the same detection
capability as control-flow enforcement.



Chapter 4

Program Event Correlation Discovery
and Anomaly Detection

4.1 Introduction

In this chapter, I present a program anomaly detection approach for detecting modern ex-
ploits that are developed with subtle control flow manipulation tactics to escape existing
detection mechanisms. One example is the sshd flag variable overwritten attack (an exam-
ple of non-control data attacks [36]). An attacker overwrites a flag variable, which indicates
the authentication result, before the authentication procedure. As a result, the attacker
bypasses critical security control and logs in after a failed authentication.

Besides the aforementioned sshd attack, stealthy attacks can also be constructed based on
existing exploits. Wagner and Soto first diluted a compact exploit (several system calls)
into a long sequence (hundreds of system calls) [193]. Kruegel et al. further advanced
this approach by building an attack into an extremely long execution path [115]. In their
proposed exploit, the attacker accomplishes one element of an attack vector, relinquishes the
control of the target program, and waits for another opportunity (exploited vulnerability) to
construct the next attack element. Therefore, the elements of the attack vector are buried
in an extreme long execution path (millions of instructions). I refer stealthy attacks whose
construction and/or consequence are buried into long execution paths and cannot be revealed
by any small fragment of the entire path as aberrant path attacks.

Existing anomaly detection solutions, e.g., [55, 56, 60, 74] are effective as long as an attack
can be discovered in a small detection window on attack traces, e.g., an invalid n-gram
or an illegal control flow transition (the latter can be accompanied by data-flow analysis).
The aforementioned diluting attack [193] may be detected if it involves illegal control flows.
However, there does not exist effective solutions for detecting general aberrant path attacks,
because these attacks cannot be revealed in a small detection window on traces.

36
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Mining correlations among arbitrary events in a large-scale execution window is the key to
the detection of aberrant path attacks that are buried in long execution paths. The scale of
the window may vary from thousands to millions of instructions. However, straightforward
generalization of existing approaches is inadequate for large-scale execution window analysis
because of two challenges described below.

Training scalability challenge: existing automaton-based methods are first-order and only
verify state transition individually. One needs a linear bounded automaton or a Turing
machine to enforce the relation among arbitrary events. The generalization results in expo-
nential time complexity for training. n-gram based methods (e.g., lookahead pair, practical
hidden Markov model) have a similar exponential convergence complexities in terms of n;
large n (e.g., 40) usually leads to false positives due to insufficient training.

Behavior diversity challenge: real-world programs usually realize various functionalities,
which result in diverse program behaviors within large-scale execution windows. The dis-
tance between a normal program behavior and an anomalous one can be less than the
distance between two normal ones. The diversity of normal behaviors makes traditional
single-threshold probabilistic methods (e.g., hidden Markov model, one-class SVM) difficult
to fine-tune for achieving both a low false positive rate and a high detection rate.

To defend against aberrant path attacks, I propose a detection approach that analyzes pro-
gram behaviors in large-scale execution windows. My approach maps program behavior in-
stances extracted from large-scale execution windows into data points in a high-dimensional
detection space. It then leverages specifically designed machine learning techniques to i) rec-
ognize diverse program behaviors, ii) discover event correlations, and iii) detect anomalous
program behaviors in various subspaces of the detection space.

In addition to the binary representation of event relations in an execution window, my ap-
proach further models quantitative frequency relations among occurred events. Some aberrant
path attacks deliberately or unintentionally result in anomalous event frequency relations,
e.g., Denial of Service (DoS), directory harvest attack. The advantage of modeling frequency
relations over individual event frequencies (used in existing anomaly detection [65]) is the
low false positive rates in case of program/service workload variation.

The contributions of my work are summarized as follows.

• I study the characteristics of aberrant path attacks and identify the need to analyze
program behaviors in large-scale execution windows. I present a security model for
efficient program behavior analysis through event correlations in large-scale execution
windows. The security model covers the detection of two types of anomalous pro-
gram behaviors abstracted from four known categories of aberrant path attacks. The
first type contains events (and their corresponding control-flow segments) that are in-
compatible in a single large-scale execution window, e.g., non-control data attacks.
The second type contains aberrant relations among event occurrence frequencies, e.g.,
service abuse attacks.



Xiaokui Shu Chapter 3. Program Event Correlation Discovery 38

• I design a two-stage detection approach to discover anomalous event correlations in
large-scale execution windows and detect aberrant path attacks. My approach con-
tains a constrained agglomerative clustering algorithm for addressing the behavior di-
versity challenge and dividing the detection problem into subproblems. My approach
addresses the scalability challenge by utilizing fixed-size profiling matrices and by esti-
mating normal behavior patterns from an incomplete training set through probabilistic
methods in each cluster. The unique two-stage design of my approach enables effective
detections of i) legal-but-incompatible control-flow segments and ii) aberrant event
occurrence frequency relations at inter- and intra-cluster levels.

• I implement a prototype of my approach on Linux and evaluate its detection capability,
accuracy, and performance with sshd, libpcre and sendmail. The evaluation contains
over 22,000 normal profiles and over 800 attack traces. My approach successfully
detects all attack attempts with less than 0.01% false positive rates. I demonstrate the
high detection accuracy of my clustering design through the detection of four types of
synthetic anomalies. My prototype takes 0.3ms to 1.3ms to analyze a single program
behavior instance, which contains 1k to 50k function/system call events.

4.2 Security Model

I describe the attack model, explain my security goals, and discuss three basic solutions
toward the goals in this section.

4.2.1 Aberrant Path Attack

I aim to detect aberrant path attacks, which contain infeasible/inconsistent/aberrant execu-
tion paths but obey legitimate control-flow graphs. Aberrant path attacks can evade existing
detection mechanisms because of the following properties of the attacks:

• not conflicting with any control-flow graph
• not incurring anomalous call arguments
• not introducing unknown short call sequences

Aberrant path attacks are realistic threats and gain popularity since early-age attacks have
been efficiently detected and blocked. Concrete aberrant path attack examples are:

1. Non-control data attacks hijack programs without manipulating their control data
(data loaded into program counter in an execution, e.g., return addresses). One such
attack, first described by Chen et al. [36], takes advantage of an integer overflow vul-
nerability found in several implementations of the SSH1 protocol [120]. Illustrated in
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1: void do_authentication(char *user, ...) {

2: int authenticated = 0;

...

3: while (!authenticated) {

4: type = packet_read();

5: switch (type) {

...

6: case SSH_CMSG_AUTH_PASSWORD:

...

7: if (auth_password(user, password)) {

8: memset(password, 0, strlen(password));

9: xfree(password);

10: log_msg("...", user);

11: authenticated = 1;

12: break;

}

13: memset(password, 0, strlen(password));

14: debug("...", user);

15: xfree(password);

16: break;

...

}

17: if (authenticated) break;

...

Figure 4.1: sshd flag variable overwritten attack [36].

Fig. 4.1, an attacker can overwrite the flag integer authenticated when the vulnera-
ble procedure packet_read() is called. If authenticated is overwritten to a nonzero
value, line 17 is always True and auth_password() on line 7 is no longer effective.

2. Workflow violation attacks can be used to bypass access control [40], leak critical in-
formation, disable a service (e.g., trigger a deadlock), etc. One example is presentation
layer access control bypass in web applications. If the authentication is only enforced
by the presentation layer, an attacker can directly access the business logic layer (below
presentation layer) and read/write data.

3. Exploit preparation is a common step preceding the launch of an exploit payload. It
usually utilizes legal control flows to load essential libraries, arranges memory space
(e.g., heap feng shui [176]), seeks addresses of useful code and data fragments (e.g.,
ASLR probing [162]), and/or triggers particular race conditions.

4. Service abuse attacks do not take control of a program. Instead, the attacks utilize
legal control flows to compromise the availability (e.g., Denial of Service attack), con-
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fidentiality (e.g., Heartbleed data leak [82]), and financial interest (e.g., click fraud) of
target services.

4.2.2 Anomalous Program Behaviors within
Large-scale Execution Windows

Aberrant path attacks cannot be detected by analyzing events in small windows on pro-
gram traces. I define semantically meaningful execution windows and unearth aberrant path
attacks in large-scale execution windows.

Definition 4.2.1. An execution window W is the entire or an autonomous portion of a
transactional or continuous program execution.

Execution windows can be partitioned based on boundaries of program functionalities, e.g.,
login, session handling, etc. Since aberrant path attacks can lead to delayed attack con-
sequences, e.g., non-control data attacks, the analysis should be performed on large-scale
execution windows. One such window could contain tens of thousands of system calls and
hundreds of times more function calls.

I give some examples of practical large-scale execution window partitioning for security
analysis purposes:

1. partitioning by routines/procedures/functions,
2. partitioning by threads or forked processes,
3. partitioning by activity intervals, e.g., sleep(),
4. an entire execution of a small program.

In large-scale execution windows, I abstract two common anomalous behavior patterns of
aberrant path attacks.

1. Montage anomaly is an anomalous program behavior composed of multiple legitimate
control flow fragments that are incompatible in a single execution.

One example of a montage anomaly is the sshd flag variable overwritten attack pre-
sented in Fig. 4.1. The attack incurs an execution path that contains two incompatible
execution segments: i) fail-auth handling (line 13-16) and ii) pass-auth execution
(line 18-).

2. Frequency anomaly is an anomalous program behavior with aberrant ratios/relations
between/among event occurrence frequencies. Normal relations among frequencies are
established by: i) mathematical relations among induction variables that are specified
in the binary (e.g., Fig. 4.2b), and ii) normal usage patterns of the program.
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run.

Figure 4.2: Examples of event co-occurrence and occurrence frequency relations.

One example of a frequency anomaly is a directory harvest attack against a mail server.
The attack probes legitimate usernames on the server with a batch of emails targeting
possible users. The attack results in an aberrant ratio between event frequencies in the
server’s handling procedures of existent/nonexistent receivers.

Sometimes an event occurrence frequency alone can indicate an attack, e.g., DoS.
However, the workload of a real-world service may vary rapidly, and the individual
frequencies are imprecise to model program behaviors.

4.2.3 Security Goals

The key to the detection of montage anomalies and frequency anomalies is to model and
analyze the relations among control-flow segments that occur in a large-scale execution win-
dow. I further deduce two practical security goals for detecting aberrant path attacks. The
deduction is based on the fact that events (e.g., call, jmp, or generic instructions) in dynamic
program traces mark/indicate the control-flow segment to which they belong.

1. Event co-occurrence analysis examines the patterns of co-occurred events in a large-
scale execution window1. I illustrate an event co-occurrence analysis in Fig. 4.2a. Rules
should be learned that events ⟨s1, s3⟩ or ⟨s2, s4⟩ always occur together, but not ⟨s1, s4⟩
or ⟨s2, s3⟩.

1I define the co-occurrence of events in the scope of an execution window, not essentially at the same
time.
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2. Event occurrence frequency analysis examines the event occurrence frequencies and the
relations among them. For instance, s1, s2 and s3 always occur at the same frequency
in Fig. 4.2b. Another type of event occurrence frequency relation is generated utterly
due to specific usage patterns (mail server example in Sect. 4.2.2), which can be only
learned from dynamic traces.

4.2.4 Basic Solutions and Their Inadequacy

There are several straightforward solutions providing event co-occurrence and occurrence
frequency analysis. I point out their limitations, which help motivate my work.

Basic Solution I: One can utilize a large n in an n-gram approach (either deterministic
approaches, e.g., [61], or probabilistic approaches, e.g., hidden Markov model [68,196]). This
approach detects aberrant path attacks because long n-grams are large execution windows.
However, it results in exponential training convergence complexity and storage complexity.
Unless the detection system is trained with huge number of normal traces, which is exponen-
tial to n, a large portion of normal traces will be detected as anomalous. The exponential
convergence complexity explains why no n-gram approach employs n > 40 in practice [60].

Basic Solution II: One can patch existing solutions with frequency analysis components to
detect some aberrant path attacks, e.g., DoS. The possibility has been explored by Hubballi
et al. on n-grams [91] and Frossi et al. on automata state transitions [65]. Their solutions
successfully detect DoS attacks through unusually high frequencies of particular n-grams and
individual automata state transitions. However, the underlying detection paradigms restrict
the solutions from correlating arbitrary events in a long trace. Thus, their solutions do not
detect general aberrant path attacks.

Basic Solution III: One can perform episodes mining within large-scale execution windows.
It extends existing frequent episode mining [107,122] by extracting episodes (featured subse-
quences) at all frequencies so that infrequent-but-normal behaviors can be characterized. In
order to analyze all episodes (the power set of events in a large-scale execution window), this
approach faces a similar exponential complexity of training convergence as Basic Solution I.

4.3 Overview of my Approach

I present an overview of my approach analyzing event co-occurrence and event occurrence
frequencies in large-scale execution windows. I develop a constrained agglomerative clus-
tering algorithm to overcome the behavior diversity challenge. I develop a compact and
fixed-length matrix representation to overcome the scalability problem for storing variable-
length trace segments. I utilize probabilistic methods to estimate normal behaviors in an
incomplete training dataset for overcoming the training scalability issue.
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4.3.1 Profiling Program Behaviors

I design my approach to expose user-space program activities (executed control flow seg-
ments) via call instructions. call and ret2 are responsible for call stack changes and
provide a natural boundary for determining execution windows as discussed in Section 4.2.2.

I denote the overall activity of a program P within an execution window W as a behavior
instance b. Instance b recorded in a program trace is profiled in two matrices:

Definition 4.3.1. An event co-occurrence matrix O is an m × n Boolean matrix recording
co-occurred call events in a behavior instance b. oi,j = True indicates the occurrence of the
call from the i-th row symbol (a routine) to the j-th column symbol (a routine). Otherwise,
oi,j = False.

Definition 4.3.2. A transition frequency matrix F is an m×n nonnegative matrix contain-
ing occurrence frequencies of all calls in a behavior instance b. fi,j records the occurrence
frequency of the call from the i-th row symbol (a routine) to the j-th column symbol (a
routine). fi,j = 0 if the corresponding call does not occur in W .

For one specific b, O is a Boolean interpretation of F that

oi,j =

{
True if fi,j > 0
False if fi,j = 0

(4.1)

O and F are succinct representations of the dynamic call graph of a running program. m and
n are total numbers of possible callers and callees in the program, respectively. Row/column
symbols in O and F are determined through static analysis. m may not be equal to n, in
particular when calls inside libraries are not counted.

Bitwise operations, such as AND, OR, and XOR apply to co-occurrence matrices. For example,
O′ ANDO′′ computes a new O that oi,j = o′i,j AND o

′′
i,j .

Profiles at different granularities Although designed to be capable of modeling user-
space program activities via function calls, my approach can also digest coarse level program
traces for learning program behaviors. For example, system calls can be traced and profiled
into O and F to avoid excessive tracing overheads in performance-sensitive deployments. The
semantics of the matrices changes in this case; each cell in O and F represents a statistical
relation between two system calls. The detection is not as accurate as my standard design
because system calls are coarse descriptions of program executions.

2ret is paired with call, which can be verified via existing CFI technique. I do not involve the duplicated
correlation analysis of ret in my model, but I trace ret to mark function boundaries for execution window
partitioning.
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Figure 4.3: Overview of two-stage program anomaly detection. Information flows among
operations in two stages and two phases of my program anomaly detection approach illus-
trated.

4.3.2 Architecture of My Approach

My approach consists of two complementary stages of modeling and detection where mon-
tage/frequency anomalies are detected in the first/second stage, respectively.

The first stage models the binary representation of event co-occurrences in a large-scale
execution window via event co-occurrence matrix O. It performs event co-occurrence analysis
against montage anomalies. It consists of a training operation Behavior Clustering and
a detection operation Co-occurrence Analysis.

The second stage models the quantitative frequency relation among events in a large-scale
execution window via transition frequency matrix F . It performs event occurrence frequency
analysis against frequency anomalies. It consists of a training operation Intra-cluster
Modeling and a detection operation Occurrence Frequency Analysis.

I illustrate the architecture of my approach in Fig. 4.3 and brief the functionalities of each
operation below.

1. Behavior Profiling recognizes target execution windows {W1,W2, . . . } in traces
and profiles b from each W into O and F . Symbols in F and O are retrieved via static
program analysis or system call table lookup.

2. Behavior Clustering is a training operation. It takes in all normal behavior in-
stances {b1, b2, . . . } and outputs a set of behavior clusters C = {C1, C2, . . . } where
Ci = {bi1 , bi2 , . . . }.
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3. Intra-cluster Modeling is a training operation. It is performed in each cluster.
It takes in all normal behavior instances {bi1 , bi2 , . . . } for Ci and constructs one deter-
ministic model and one probabilistic model for computing the refined normal boundary
in Ci.

4. Co-occurrence Analysis is an inter-cluster detection operation that analyzes O (of
b) against clusters in C to seek montage anomalies. If behavior instance b is normal,
it reduces the detection problem to subproblems within a set of behavior clusters
Cb = {Cb1 , Cb2 , . . . }, in which b closely fits.

5. Occurrence Frequency Analysis is an intra-cluster detection operation that an-
alyzes F (of b) in each Cb to seek frequency anomalies. Behavior instance b is normal
if F abides by the rules extracted from Cb and F is within the normal boundary
established in Cb.

4.4 Inter-/intra-cluster Detection

I detail the training/modeling and detection operations in my two-stage approach. The key
to the first stage is a customized clustering algorithm, which differentiates diverse program
behaviors and divides the detection problem into subproblems. Based on the clustering,
inter-/intra-cluster detection is performed in the first/second stage, respectively.

4.4.1 Behavior Clustering (Training)

I develop a constrained agglomerative clustering algorithm that addresses two special needs
to handle program behavior instances for anomaly detection: i) long tail elimination, and
ii) borderline behavior treatment. Standard agglomerative clustering algorithms result in
a large number of tiny clusters in a long-tail distribution (shown in Section 4.6.1). Tiny
clusters do not provide sufficient numbers of samples for statistical learning of the refined
normal boundary inside each cluster. Standard algorithms also do not handle borderline
behaviors, which could be trained in one cluster and tested in another, resulting in false
alarms.

My algorithm (presented below) clusters program behavior instances based on the co-occurred
events shared among instances. To deal with the borderline behavior issue, I alter the stan-
dard process into a two-step process:

1. generate scopes of clusters in an agglomerative way (line 13-28), and

2. add behavior instances to generated clusters (line 30-44).
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Require: a set of normal program behavior instances B and a termination threshold Td. dist()
is the distance function between behaviors/clusters. pen() is the penalty function for long tail
elimination.

Ensure: a set of behavior clusters C.
1: h← ∅heap

2: v ← ∅hashtable

3: V ← ∅set

4: for all b ∈ B do
5: O ← Ob

6: v[O]← v[O] + 1
7: for all O′ ∈ V do
8: dp ← dist(O,O′)× pen(v[O], v[O′])
9: push ⟨dp, O, v[O], O′, v[O′]⟩ onto h

10: end for
11: add O to V
12: end for
13: while h ̸= ∅heap do
14: pop ⟨dp, O1, vO1 , O2, vO2⟩ from h
15: break if dp > Td

16: if O1 ∈ V and O2 ∈ V then
17: continue if vO1 < v[O1] or vO2 < v[O2]
18: O ← O1 OR O2

19: v[O]← v[O1] + v[O2]
20: remove O1 from V
21: remove O2 from V
22: for all O′ ∈ V do
23: dp ← dist(O,O′)× pen(v[O], v[O′])
24: push ⟨dp, O, v[O], O′, v[O′]⟩ onto h
25: end for
26: add O to V
27: end if
28: end while
29: w[O]← ∅set for all O ∈ V
30: for all b ∈ B do
31: O ← Ob

32: m← MAXINT
33: for all O′ ∈ V do
34: if O OR O′ = O′ then
35: if dist(O,O′) < m then
36: m← dist(O,O′)
37: V ′ ← {O′}
38: else if dist(O,O′) = m then
39: add O′ to V ′

40: end if
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41: end if
42: end for
43: add b to w[O] for all O ∈ V ′

44: end for
45: C← {w[O] for all O ∈ V }

The basic idea of my agglomerative clustering algorithm is to put each behavior in a cluster
(line 4 to line 12) and then merge the nearest clusters (line 13 to line 28) until the stopping
criteria is reached (line 15). I use a lazily updated heap h in my clustering algorithm to
minimize the calculation and sorting of distances between intermediate clusters. Each entry
in h contains the distance between two clusters and h is sorted based on the distance. The
design of the lazily updated heap ensures that a previously merged cluster is not removed
proactively in h until the entry containing it is popped and abandoned.

The scope of a cluster C = {bi | 0 ≤ i ≤ k} is represented by its event co-occurrence matrix
OC . OC records occurred events in any behavior instances in C. It is calculated using (4.2)
where Obi is the event co-occurrence matrix of bi.

OC = Ob1 OR Ob2 OR . . . OR Obk , 0 ≤ i ≤ k (4.2)

The distances between i) two behavior instances, ii) two clusters, and iii) a behavior instance
and a cluster are all measured by their co-occurrence matrices O1 and O2 in (4.3) where |O|
counts the number of True in O.

dist(O1, O2) =
Hamming(O1, O2)

min(|O1|, |O2|)
(4.3)

Hamming distance alone is insufficient to guide the cluster agglomeration: it loses the se-
mantic meaning of O, and it weighs True and False the same. However, in co-occurrence
matrices, only True contributes to the co-occurrence of events.

I explain the unique features of my constrained agglomerative clustering algorithm over the
standard design:

• Long tail elimination A standard agglomerative clustering algorithm produces clusters
with a long tail distribution of cluster sizes – there are a large number of tiny clusters,
and the unbalanced distribution remains at various clustering thresholds. Tiny clus-
ters provide insufficient number of behavior instances to train probabilistic models in
Intra-cluster Modeling.

In order to eliminate tiny/small clusters in the long tail, my algorithm penalizes
dist(O1, O2) by (4.4) before pushing it onto h. |Ci| denotes the size of cluster Ci.

pen(|C1|, |C2|) = max(log(|C1|), log(|C2|)) (4.4)
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• Penalty maintenance The distance penalty between C1 and C2 changes when any size
of C1 and C2 changes. In this case, all entries in h containing a cluster whose size
changes should be updated or nullified.

I use a version control to mark the latest and deprecated versions of clusters in h. The
version of a cluster C is recorded as its current size (an integer). It is stored in v[O]
where O is the event co-occurrence matrix of C. v is a hashtable that assigns 0 to an
entry when the entry is accessed for the first time. A heap entry contains two clusters,
their versions and their distance when pushed to h (line 9 and line 24). An entry is
abandoned if any of its two clusters are found deprecated at the moment the entry is
popped from h (line 17).

• Borderline behavior treatment It may generate a false positive when i) dist(b, C1) =
dist(b, C2), ii) b is trained only in C1 during Intra-cluster Modeling, and iii)
a similar behavior instance b′ is tested against C2 in operation Occurrence Fre-
quency Analysis (intra-cluster detection).

To treat this type of borderline behaviors correctly, my clustering algorithm duplicates
b in every cluster, which b may belong to (line 30-44). This operation also increases
cluster sizes and results in sufficient training in Intra-cluster Modeling.

4.4.2 Co-occurrence Analysis (Detection)

This operation performs inter-cluster detection to seek montage anomalies. A behavior
instance b is tested against all normal clusters C to check whether the co-occurred events in
b are consistent with co-occurred events found in a single cluster. An alarm is raised if no
such cluster is found. Otherwise, b and its most closely fitted clusters Cb = {C1, . . . , Ck} are
passed to Occurrence Frequency Analysis for intra-cluster detection.

An incoming behavior instance b fits in a cluster C if Ob OR OC = OC where OC and Ob are
the event co-occurrence matrices of C and b. The detection process searches for all clusters
in which b fits. If this set of clusters is not empty, distances between b and each cluster in
this set are calculated using (4.3). The clusters with the nearest distance (there could be
more than one cluster) are selected as Cb.

4.4.3 Intra-cluster Modeling (Training)

Within a cluster C, my approach analyzes behavior instances through their transition fre-
quency matrices {Fb | b ∈ C}. The matrices are vectorized into data points in a high-
dimensional detection space where each dimension records the occurrence frequency of a
specific event across profiles. Two analysis methods reveal relations among frequencies.
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The probabilistic method. I employ a one-class SVM, i.e., ν-SVM [159], to seek a frontier
F that envelops all behavior instances {b | b ∈ C}.

1. Each frequency value is preprocessed with a logarithmic function f(x) = log2 (x+ 1)
to reduce the variance between extreme values (empirically proved necessary).

2. A subset of dimensions are selected through frequency variance analysis (FVA)3 or
principle component analysis (PCA)4 before data points are consumed by ν-SVM.
This step manages the curse of dimensionality, a common concern in high-dimensional
statistical learning.

3. I pair the ν-SVM with a kernel function, i.e., radial basis function (RBF)5, to search
for a non-linearly F that envelops {b | b ∈ C} tightly. The kernel function transforms a
non-linear separating problem into a linearly separable problem in a high-dimensional
space.

The deterministic method. I employ variable range analysis to measure frequencies of
events with zero or near zero variances across all program behaviors {b | b ∈ C}.

Frequencies are discrete integers. If all frequencies of an event in different behavior instances
are the same, PCA simply drops the corresponding dimension. In some clusters, all behavior
instances (across all dimensions) in C are the same or almost the same. Duplicated data
points are treated as a single point, and they cannot provide sufficient information to train
probabilistic models, e.g., one-class SVM.

Therefore, I extract deterministic rules for events with zero or near zero variances. This
model identifies the frequency range [fmin, fmax] for each of such events. fmin can equal to
fmax.

4.4.4 Occurrence Frequency Analysis (Detection)

This operation performs intra-cluster detection to seek frequency anomalies: i) deviant rela-
tions among multiple event occurrence frequencies, and/or ii) aberrant occurrence frequen-
cies. Given a program behavior instance b and its closely fitted clusters Cb = {C1, . . . , Ck}
discovered in Co-occurrence Analysis, this operation tests b in every Ci (0 ≤ i ≤ k)
and aggregates the results using (4.5).

∃C ∈ C Nclt(b, C)⇒ b is normal (4.5)
3FVA selects dimensions/events with larger-than-threshold frequency variances across all behavior in-

stances in C.
4PCA selects linear combinations of dimensions/events with larger-than-threshold frequency variances,

which is a generalization of FVA.
5Multiple functions have been tested for selection.
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The detection inside C is performed with 3 rules, and the result is aggregated into Nclt(b, C).

Nclt(b, C) =

{
True normal by all 3 rules
False anomalous by any rule (4.6)

• Rule 1: normal if the behavior instance b passes the probabilistic model detection. The
frequency transition matrix F of b is vectorized into a high-dimensional data point and
tested against the one-class SVM model built in Intra-cluster Modeling. This
operation computes the distance d between b and the frontier F established in the
ν-SVM. If b is within the frontier or b is on the same side as normal behavior instances,
then d > 0. Otherwise, d < 0. d is compared with a detection threshold Tf that
Tf ∈ (−∞,+∞). b is abnormal if d < Tf .

• Rule 2: normal if the behavior instance b passes the range model detection. Events in b
with zero or near zero variances are tested against the range model (the deterministic
method) built in Intra-cluster Modeling. b is abnormal if any event frequency
of b exceeds its normal range.

• Rule 3: presumption of innocence in tiny clusters. If no frequency model is trained in
C because the size of C is too small, the behavior instance b is marked as normal. This
rule generates false negatives. It sacrifices the detection rate for reducing false alarms
in insufficiently trained clusters.

4.4.5 Discussion

My program anomaly detection approach is a context-sensitive language parser from the for-
mal language perspective, i.e., Bach language parser [152]. In comparison, existing automata
methods are at most context-free language parsers (pushdown automata methods) [55]. n-
gram methods are regular language parsers (finite state machine equivalents [193]). Exist-
ing probabilistic methods are stochastic languages parsers (probabilistic regular language
parsers).

A context-sensitive language parser is more precise than a context-free language parser or
a regular language parser in theory. It is accepted by a linear bounded automaton (LBA),
which is a restricted Turing machine with a finite tape. The advantage of a context-sensitive
parser is its ability to characterize cross-serial dependencies, or to correlate far away events
in a long program trace.

My approach explores the possibility to construct an efficient program anomaly detection
approach on the context-sensitive language level. Potential mimicry attacks could be con-
structed to exploit the gap between Bach and the most precise program execution description.
However, it is more difficult to do so than constructing mimicry attacks against regular or
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context-free language level detection tools. For example, padding is a simple means to con-
struct regular language level mimicry attacks, and my approach can detect padding attacks.
My analysis characterizes whether two function calls should occur in one execution window,
so padding rarely occurred calls can be detected. My approach recognizes the ratios between
call pairs in one execution window. Thus, excessive padding elements can be discovered.

Potential mimicry attacks may exploit the monitoring granularity of a detection approach.
My current approach utilizes call instructions to mark control-flow segments, which can be
generalized to any instruction for detecting mimicry attacks that do not involve call in any
part of their long attack paths. Another potential threat is machine learning poisoning [207],
which could exploit the boundary of the probabilistic scope of the norm (Section 3.2.3).

4.5 Implementation

I implement a prototype of my detection approach on Linux (Fedora 21, kernel 3.19.3). The
static analysis is realized through C (ParseAPI [145]). The profiling, training, and detection
phases are realized in Python. The dynamic tracing and behavior recognition are realized
through Intel Pin, a leading dynamic binary instrumentation framework, and SystemTap,
a low-overhead dynamic instrumentation framework for Linux kernel. Tracing mechanisms
are independent of my detection design; more efficient tracing techniques can be plugged in
replacing Pin and SystemTap to improve the overall performance in the future.

Static analysis before profiling: symbols and address ranges of routines/functions are dis-
covered for programs and libraries. The information helps to identify routine symbols if
not found explicitly in dynamic tracing. Moreover, I leverage static analysis to list legal
caller-callee pairs.

Profiling: My prototype i) verifies the legality of events (function calls) in a behavior instance
b and ii) profiles b into two matrices (Sect. 4.3.1). The event verification filters out simple
attacks that violate control flows before my approach detects stealthy aberrant path attacks.
I implement profile matrices in Dictionary of Keys (DOK) format to minimize storage space
for sparse matrices.

Dynamic tracing and behavior recognition: I develop a Pintool in JIT mode to trace function
calls in the user space and to recognize execution windows within entire program executions.
My Pintool is capable of tracing i) native function calls, ii) library calls iii) function calls in-
side dynamic libraries, iv) kernel thread creation and termination. Traces of different threads
are isolated and stored separately. My Pintool recognizes whether a call is made within a
given routine and on which nested layer the given routine executes (if nested execution of
the given routine occurs). This functionality enables the recognition of large-scale execution
windows through routine boundary partitioning.

I demonstrate that my approach is versatile recognizing program behaviors at different gran-
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Table 4.1: Normal profile statistics.

Program Version Events in Profile Execution Window #(N.P.)

sshd 1.2.30 function calls routine boundary 4800
libpcre 8.32 function calls library call 11027
sendmail 8.14.7 system calls† continuous operation 6579

N.P. is short for normal profile.
†Function calls are not traced due to its complex process spawning logic. Customization

of my Pintool is needed to trace them.

Table 4.2: Statistics of average single normal profile.

Program #(Symbols) #(Event) #(Unique Event)

sshd 415 34511 180
libpcre 79 44893 45
sendmail 350 1134 213

ularities. I develop a SystemTap script to trace system calls with timestamps. It enables
execution window partitioning via activity intervals when the program is monitored as a
black box.

4.6 Evaluations

To verify the detection capability of my approach, I test my prototype against different
types of aberrant path attacks (Sect. 4.6.2). I investigate its detection accuracy using real
and synthetic program traces (Sect. 4.6.3). I evaluate the performance of my prototype with
different tracing and detection options (Sect. 4.6.4).

4.6.1 Experiment Setup

I study three programs/libraries (Table 4.1) in distinct categories. I demonstrate that my
approach is a versatile detection solution to be applied to programs and dynamic libraries
with various large-scale execution window definitions and event definitions. I detail the
programs/libraries and their training dataset (normal profiles) in Table 4.2 and below.

• [sshd] Execution window definition: program activities of sshd within routine
do_authentication(). The routine do_authentication() is called in a forked thread
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Figure 4.4: Clustering of program behavior instances.

after a client initializes its connection to sshd. All session activities are within the exe-
cution window if the authentication is passed. Normal runs cover three authentication
methods (password, public key, rhost), each of which contains 800 successful and 800
failed connections. 128 random commands are executed in each successful connection.

• [libpcre] Execution window definition: program activities of libpcre when a library
call is made. Library calls are triggered through grep -P. Over 10,000 normal tests
are used from the libpcre package.

• [sendmail] Execution window definition: a continuous system call sequence wrapped
by long no-op (no system call) intervals. sendmail is an event-driven program that
only emits system calls when sending/receiving emails or performing a periodical check.
I set up this configuration to demonstrate that my detection approach can consume
various events, e.g., system calls. I collect over 6,000 normal profiles on a public
sendmail server during 8 hours.

I list clustering threshold Td used for the three studied programs/libraries in Fig. 4.4b6. |C|
denotes the number of clusters computed with the specific Td. In Fig. 4.4a, I demonstrate the
effectiveness of my constrained agglomerative clustering algorithm to eliminate tiny clusters.
The standard agglomerative clustering approach results in a long-tail distribution of cluster
sizes shown in Fig. 4.4a.

In operation Occurrence Frequency Analysis, the detection threshold Tf is deter-
mined by a given false positive rate (FPR) upper bound, i.e., FPRu, through cross-validation.
In the training phase of cross-validation, I perform multiple random 10-fold partitioning.
Among distances from all training partitions, Tf is initialized as the kth smallest distance
within distances7 between a behavior instance and the ν-SVM frontier F . k is calculated

6The value is empirically chosen to keep a balance between an effective recognition of diverse behaviors
and an adequate elimination of tiny clusters.

7The distance can be positive or negative. More details are specified in Rule 1 (Sect. 4.4.4).
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Table 4.3: Overview of reproduced attacks.

Attack Name Target Attack Settings

flag variable overwritten sshd an inline virtual exploit that matches a username
ReDoS libpcre 3 deleterious patterns paired with 8-23 input strings
directory harvest attack sendmail probing batch sizes: 8, 16, 32, 64, 100, 200, and 400

Table 4.4: Overview of detection results.

Attack Name #(Attack Attempt) Detection Rate FPRu

flag variable overwritten 800 100% 0.0001
ReDoS 46 100% 0.0001
directory harvest attack 14 100% 0.0001

FPRu is the false positive rate upper bound (details in Sect. 4.6.1).

using FPRu and the overall number of training cases. The FPR is calculated in the detection
phase of cross-validation. If FPR > FPRu, a smaller k is selected until FPR ≤ FPRu.

4.6.2 Discovering Real-World Attacks

I reproduce three known aberrant path attacks to test the detection capability of my ap-
proach. My detection approach detects all attack attempts with less than 0.0001 false posi-
tive rate. The overview of the attacks and detection results are presented in Table 4.3 and
Table 4.4, respectively.

Flag Variable Overwritten Attack

Flag variable overwritten attack is a non-control data attack. An attacker tampers with
decision-making variables. The exploit takes effect when the manipulated data affects the
control flow at some later point of execution.

I reproduce the flag variable overwritten attack against sshd introduced by Chen et al. [36].
I describe the attack in Sect. 4.2.1, bullet (a) and in Fig. 4.1. I simplify the attack procedure
by placing an inline virtual exploit in sshd right after the vulnerable routine packet_read():

if (user[0] == ’e’ && user[1] == ’v’ && user[2] == ’e’) authenticated = 1;

This inline virtual exploit produces the immediate consequence of a real exploit – overwriting
authenticated. It does not interfere with my tracing/detection because no call instruction
is employed. For each attack attempt, 128 random commands are executed after a successful
login.
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Normala Normalb Attack
. . . . . . . . .
auth_p > xfree auth_p > xfree auth_p > xfree

do_auth > xfree do_auth > debug do_auth > debug

do_auth > log_msg do_auth > xfree do_auth > xfree

do_auth > p_start do_auth > p_start do_auth > p_start

p_start > buf_clr p_start > buf_clr p_start > buf_clr

. . . . . . . . .
phdtw > buf_len phdtw > buf_len phdtw > buf_len

do_auth > do_autd do_auth > p_read do_auth > do_autd

. . . . . . . . .

aA successfully authenticated session.
bA failed (wrong password) authentication.
“caller > callee” denotes a function call.
Routine names are abbreviated to save space.

Figure 4.5: Samples of normal and anomalous sshd traces.

My approach (configured at FPRu 0.0001) successfully detects all attack attempts in inter-
cluster detection (Co-occurrence Analysis)8. I present normal and attack traces inside
the execution window (selected routine do_authentication()) in Fig. 4.5 to illustrate the
detection.

In Fig. 4.5, the Attack and Normalb bear the same trace prior to the last line, and the Attack
and Normala bear the same trace after (including) the last line. My approach detects the
attack as a montage anomaly: the control-flow segment containing do_auth > debug should
not co-occur with the control-flow segment containing do_auth > do_authed (and following
calls) in a single execution window.

In the traces, there are identical 218 call events including library routines (36 calls ex-
cluding library ones) between the third line and the last line in Fig. 4.5. I test an n-gram
detection tool, and it requires at least n = 37 to detect the specific attack without libraries
routine traced. The 37-gram model results in an FPR of 6.47% (the FPR of my approach is
less than 0.01%). This indicates that n-gram models with a large n is difficult to converge
at training. I do not test automaton-based detection because they cannot detect the attack
in theory. The attack does not contain any illegal function calls.

Regular Expression Denial of Service

Regular expression Denial of Service (ReDoS) is a service abuse attack. It exploits the
exponential time complexity of a regex engine when performing backtracking. The attacks

8One-class SVM in Occurrence Frequency Analysis only detects 3.8% attack attempts if used alone.
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Table 4.5: Deleterious patterns used in ReDoS attacks.

Deleterious Pattern #(attack)

Pattern 1 ^(a+)+$ 15
Pattern 2 ((a+)*)+$ 8
Pattern 3 ^(([a-z])+.)+[A-Z]([a-z])+$ 23
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Figure 4.6: Detection rates of ReDoS attacks.

construct extreme matching cases where backtracking is involved. All executed control flows
are legal, but the regex engine hangs due to the extreme complexity.

I produce 46 ReDoS attack attempts targeting libpcre9. Three deleterious patterns are
used (Table 4.5). For each deleterious pattern, attacks are constructed with an increasing
length of a in the input string starting at 6, e.g., aaaaaaaab. I stop attacking libpcre at
different input string lengths so that the longest hanging time periods for different deleterious
patterns are about the same (a few seconds). A longer input string incurs a longer hanging
time; it results in a more severe ReDoS attack than a shorter one.

ReDoS attacks are detected in intra-cluster detection operation (Occurrence Frequency
Analysis) by the probabilistic method, i.e., ν-SVM. I test my approach with both PCA and
FVA feature selection (Sect. 4.4.3, the probabilistic method, bullet b). The detection results
(Fig. 4.6) show that my approach configured with PCA is more sensitive than it configured
with FVA. My approach (with PCA) detects all attack attempts at different FPRs10. The
undetected attack attempts (with FVA) are all constructed with the small amount of a in
the input strings, which do not result in very severe ReDoS attacks.

9Internal deep recursion prevention of libcpre is disabled.
10No attack is detected if only Co-occurrence Analysis is performed.
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Directory Harvest Attack

Directory harvest attack (DHA) is a service abuse attack. It probes valid email users through
brute force. I produce 14 DHA attack attempts targeting sendmail. Each attack attempt
consists of a batch of closely sent probing emails with a dictionary of possible receivers. I
conduct DHA attacks with 7 probing batch sizes from 8 to 400 (Table 4.3). Two attack
attempts are conducted for each batch size.

My approach (configured at FPRu 0.0001) successfully detects all attack attempts with
either PCA or FVA feature selection10. DHA attacks are detected in intra-cluster detec-
tion (Occurrence Frequency Analysis) by the probabilistic method, i.e., ν-SVM. The
attacks bypass the inter-cluster detection (Co-occurrence Analysis) because invalid
usernames occur in normal training dataset.

This experiment demonstrates that my approach can consume coarse program behavior
descriptions (e.g., system calls) to detect attacks. Most of the probing emails do not have
valid receivers. They result in a different processing procedure than that for normal emails;
the batch of DHA emails processed in an execution window gives anomalous ratios between
frequencies of valid email processing control flows and frequencies of invalid email processing
control flows. In sendmail, these different control flows contain different sets of system calls,
so they are revealed by system call profiles. More precise detection requires the exposure of
internal program activities, such as function calls.

4.6.3 Systematic Accuracy Evaluation

I systematically demonstrate how sensitive and accurate my approach is through receiver op-
erating characteristic (ROC). Besides normal program behaviors ground truth (Sect. 4.6.1),
I generate four types of synthetic aberrant path anomalies. I first construct F ′ for each
synthetic anomalous behavior instance b′, and then I use (4.1) to derive O′ (of b′) from F ′11.

1. Montage anomaly : two behavior instance b1 and b2 are randomly selected from two
different behavior clusters. For a cell f ′

i,j in F ′, if one of f1i,j (of F1) and f2i,j (of F2)
is 0, the value of the other is copied into f ′

i,j. Otherwise, one of them is randomly
selected and copied.

2. Incomplete path anomaly : random one-eighth of non-zero cells of a normal F are
dropped to 0 (indicating events that have not occurred) to construct F ′.

3. High-frequency anomaly : three cells in a normal F are randomly selected, and their
values are magnified 100 times to construct F ′.

11The synthetic anomalies are tested not in the normal program behavior set. The generated profiles are
defined to be anomalous (outside the scope of the normal program behaviors) for testing purposes.
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Figure 4.7: libpcre ROC of my approach and basic one-class SVM. X-axis is false positive
rate, and y-axis is detection rate.

4. Low-frequency anomaly : similar to high-frequency anomalies, but the values of the
three cells are reduced to 1.

To demonstrate the effectiveness of my design in handling diverse program behaviors, I
compare my approach with a basic one-class SVM (the same ν-SVM and same configurations,
e.g., kernel function, feature selection, and parameters, as used in my Intra-cluster
Modeling operation).

I present the detection accuracy results on libpcre in Fig. 4.7, which has the most compli-
cated behavior patterns among the three studied programs/libraries12. In any subfigure of
Fig. 4.7, each dot is associated with a false positive rate (multi-round 10-fold cross-validation
with 10,000 test cases) and a detection rate (1,000 synthetic anomalies). I denote an anomaly

12Results of the other two programs share similar characteristics as libpcre and are not presented.
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result as a positive.

Taking the montage anomaly libpcre ROC figure (the first subfigure) as an example, I
describe the process of ROC curve computation. First, I pick up an FPR and train the four
detection systems to obtain proper parameters, e.g., Tf , so that different ν-SVMs in different
clusters yield the same FPR. 10-fold cross-validation is used in the training. Second, every
trained detection system is tested against synthetic anomalies (montage anomalies in this
case). Each point in the ROC figure is computed with 10,000 test cases in repeated 10-fold
cross-validations and 1,000 synthetic anomalies in system testing. The two steps are applied
for different FPRs until the whole figure is drawn.

TPR = TP/(TP + FN) (4.7)

TPR = FP/(FP + TN) (4.8)

Fig. 4.7 shows the effectiveness of my clustering design. The detection rate of my prototype
(with PCA13) is usually higher than 0.9 with FPR less than 0.01. Because of diverse patterns,
basic one-class SVM fails to learn tight boundaries that wrap diverse normal patterns as
expected. A loose boundary results in false negatives and low detection rates.

4.6.4 Performance Analysis

Although performance is not a critical issue for the training phase, a fast and efficient
detection is important for enabling real-time protection and minimizing negative user ex-
perience [136]. The overall overhead of a program anomaly detection system comes from
tracing and analysis in general.

I evaluate the performance of my analysis procedures (inter- and intra-cluster detections)
with either function call profiles (libpcre) or system call profiles (sendmail). I test the
analysis on all normal profiles (libpcre: 11027, sendmail: 6579) to collect overhead for
inter-cluster detection alone and the combination of inter- and intra-cluster detection14.
The analysis of each behavior instance is repeated 1,000 times to obtain a fair timing. The
performance results in Fig. 4.8 illustrate that

• It takes 0.1ms to 1.3ms to analyze a single behavior instance, which contains 44893
function calls (libpcre) or 1134 system calls (sendmail) on average (Table 4.1).

• The analysis overhead is positively correlated with the number of unique events in a
profile (Table 4.1), which is due to my DOK implementation of profile matrices.

13PCA proves itself more accurate than FVA in Fig. 4.7.
14PCA is used for feature selection. FVA (results omitted) yields a lower overhead due to its simplicity.
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Figure 4.8: Detection (analysis) overhead of my approach.

• Montage anomalies takes less time to detect than frequency anomalies, because they
are detected at the first stage (Co-occurrence Analysis).

Compared with the analysis procedure, dynamic function call tracing incurs a noticeable
overhead. sshd experiences a 167% overhead on average when my Pintool is loaded. A
similar 141% overhead is reported by Jalan and Kejariwal in their dynamic call graph Pin-
tool Trin-Trin [98]. Advanced tracing techniques, e.g., probe mode pintool, branch target
store [202], etc., can potentially reduce the tracing overhead to less than 10% toward a
real-time detection system.

Another choice to deploy my detection solution is to profile program behaviors through
system calls as I demonstrate using sendmail. System calls can be traced through SystemTap
with near-zero overhead [181], but it sacrifices the capability to reveal user-space program
activities and downgrades the modeling/detection accuracy.

My approach can support offline detection or forensics of program attacks, in which case
accuracy is the main concern instead of performance [179]. My Pintool enables analysts to
locate anomalies within execution windows, and my matrices provide caller information for
individual function calls. This information helps analysts quickly reduce false alarms and
locate vulnerable code segments.

Summary I evaluate the detection capability, accuracy, and performance of my detection
prototype on Linux.

• My approach successfully detects all reproduced aberrant path attack attempts against
sshd, libpcre and sendmail with less than 0.0001 false positive rates.

• My approach is accurate in detecting different types of synthetic aberrant path anoma-
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lies with a high detection rate (> 0.9) and a low false positive rate (< 0.01).

• My approach analyzes program behaviors fast; it only incurs 0.1ms to 1.3ms analysis
overhead (excluding tracing) per behavior instance (1k to 50k function/system calls in
my experiments).



Chapter 5

Privacy-Preserving Detection of
Sensitive Data Exposure

5.1 Introduction

In this chapter, I present a data-leak detection solution which can be outsourced and deployed
in a semi-honest detection environment where the detection does not require the sensitive
data in plaintext. I design, implement, and evaluate my fuzzy fingerprint technique that
enhances data privacy during data-leak detection operations. My approach is based on a fast
and practical one-way computation on the sensitive data (SSN records, classified documents,
sensitive emails, etc.). It enables the data owner to securely delegate the content-inspection
task to DLD providers without exposing the sensitive data. Using my detection method,
the DLD provider, who is modeled as an honest-but-curious (aka semi-honest) adversary,
can only gain limited knowledge about the sensitive data from either the released digests,
or the content being inspected. Using my techniques, an Internet service provider (ISP)
can perform detection on its customers’ traffic securely and provide data-leak detection as
an add-on service for its customers. In another scenario, individuals can mark their own
sensitive data and ask the administrator of their local network to detect data leaks for them.

In my detection procedure, the data owner computes a special set of digests or fingerprints
from the sensitive data and then discloses only a small amount of them to the DLD provider.
The DLD provider computes fingerprints from network traffic and identifies potential leaks
in them. To prevent the DLD provider from gathering exact knowledge about the sensitive
data, the collection of potential leaks is composed of real leaks and noises. It is the data
owner, who post-processes the potential leaks sent back by the DLD provider and determines
whether there is any real data leak.

This chapter details my solution and provides extensive experimental evidences and theoret-
ical analyses to demonstrate the feasibility and effectiveness of my approach. My contribu-

62
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tions are summarized as follows.

1. I describe a privacy-preserving data-leak detection model for preventing inadvertent
data leak in network traffic. My model supports detection operation delegation and
ISPs can provide data-leak detection as an add-on service to their customers using my
model.

I design, implement, and evaluate an efficient technique, fuzzy fingerprint, for privacy-
preserving data-leak detection. Fuzzy fingerprints are special sensitive data digests
prepared by the data owner for release to the DLD provider.

2. I implement my detection system and perform extensive experimental evaluation on 2.6
GB Enron dataset, Internet surfing traffic of 20 users, and also 5 simulated real-world
data-leak scenarios to measure its privacy guarantee, detection rate and efficiency. The
results indicate high accuracy achieved by my underlying scheme with very low false
positive rate. The results also show that the detection accuracy does not degrade
much when only partial (sampled) sensitive-data digests are used. In addition, I give
an empirical analysis of my fuzzification as well as of the fairness of fingerprint partial
disclosure.

5.2 Model and Overview

I abstract the privacy-preserving data-leak detection problem with a threat model, a security
goal and a privacy goal. First I describe the two most important players in my abstract
model: the organization (i.e., data owner) and the data-leak detection (DLD) provider.

• Organization owns the sensitive data and authorizes the DLD provider to inspect the
network traffic from the organizational networks for anomalies, namely inadvertent
data leak. However, the organization does not want to directly reveal the sensitive
data to the provider.

• DLD provider inspects the network traffic for potential data leaks. The inspection
can be performed offline without causing any real-time delay in routing the packets.
However, the DLD provider may attempt to gain knowledge about the sensitive data.

I describe the security and privacy goals in Section 5.2.1 and Section 5.2.2.

5.2.1 Security Goal and Threat Model

I categorize three causes for sensitive data to appear on the outbound traffic of an organiza-
tion, including the legitimate data use by the employees.
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• Case I Inadvertent data leak: The sensitive data is accidentally leaked in the outbound
traffic by a legitimate user. This thesis focuses on detecting this type of accidental data
leaks over supervised network channels. Inadvertent data leak may be due to human
errors such as forgetting to use encryption, carelessly forwarding an internal email and
attachments to outsiders, or due to application flaws (such as described in [105]). A
supervised network channel could be an unencrypted channel or an encrypted channel
where the content in it can be extracted and checked by an authority. Such a channel
is widely used for advanced NIDS where MITM (man-in-the-middle) SSL sessions are
established instead of normal SSL sessions [101].

• Case II Malicious data leak: A rogue insider or a piece of stealthy software may steal
sensitive personal or organizational data from a host. Because the malicious adversary
can use strong private encryption, steganography or covert channels to disable content-
based traffic inspection, this type of leaks is out of the scope of my network-based
solution. Host-based defenses (such as detecting the infection onset [204]) need to be
deployed instead.

• Case III Legitimate and intended data transfer: The sensitive data is sent by a legit-
imate user intended for legitimate purposes. In this thesis, I assume that the data
owner is aware of legitimate data transfers and permits such transfers. So the data
owner can tell whether a piece of sensitive data in the network traffic is a leak using
legitimate data transfer policies.

The security goal in this thesis is to detect Case I leaks, that is inadvertent data leaks over
supervised network channels. In other words, I aim to discover sensitive data appearance
in network traffic over supervised network channels. I assume that: i) plaintext data in
supervised network channels can be extracted for inspection; ii) the data owner is aware
of legitimate data transfers (Case III); and iii) whenever sensitive data is found in network
traffic, the data owner can decide whether or not it is a data leak. Network-based security
approaches are ineffective against data leaks caused by malware or rogue insiders as in Case
II, because the intruder may use strong encryption when transmitting the data, and both
the encryption algorithm and the key could be unknown to the DLD provider.

5.2.2 Privacy Goal and Threat Model

To prevent the DLD provider from gaining knowledge of sensitive data during the detection
process, I need to set up a privacy goal that is complementary to the security goal above. I
model the DLD provider as a semi-honest adversary, who follows my protocol to carry out
the operations, but may attempt to gain knowledge about the sensitive data of the data
owner. My privacy goal is defined as follows. The DLD provider is given digests of sensitive
data from the data owner and the content of network traffic to be examined. The DLD
provider should not find out the exact value of a piece of sensitive data with a probability
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1. Preprocess and
prepare fuzzy
fingerprints

2. Release fingerprints

3. Monitor outbound network traffic

4. Detect

5. Report all data-leak alerts
6. Postprocess and
identify true
leak instances

DLD Provider Data Owner

Figure 5.1: Overview of privacy-preserving data-Leak detection model.

greater than 1
K

, where K is an integer representing the number of all possible sensitive-data
candidates that can be inferred by the DLD provider.

I present a privacy-preserving DLD model with a new fuzzy fingerprint mechanism to improve
the data protection against semi-honest DLD provider. I generate digests of sensitive data
through a one-way function, and then hide the sensitive values among other non-sensitive
values via fuzzification. The privacy guarantee of such an approach is much higher than 1

K

when there is no leak in traffic, because the adversary’s inference can only be gained through
brute-force guesses.

The traffic content is accessible by the DLD provider in plaintext. Therefore, in the event
of a data leak, the DLD provider may learn sensitive information from the traffic, which is
inevitable for all deep packet inspection approaches. My solution confines the amount of
maximal information learned during the detection and provides quantitative guarantee for
data privacy.

5.2.3 Overview of Privacy-Enhancing DLD

My privacy-preserving data-leak detection method supports practical data-leak detection as
a service and minimizes the knowledge that a DLD provider may gain during the process.
Fig. 5.1 lists the six operations executed by the data owner and the DLD provider in my
protocol. They include Preprocess run by the data owner to prepare the digests of sensitive
data, Release for the data owner to send the digests to the DLD provider, Monitor and
Detect for the DLD provider to collect outgoing traffic of the organization, compute digests
of traffic content, and identify potential leaks, Report for the DLD provider to return data-
leak alerts to the data owner where there may be false positives (i.e., false alarms), and
Postprocess for the data owner to pinpoint true data-leak instances. Details are presented
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in the next section.

The protocol is based on strategically computing data similarity, specifically the quantitative
similarity between the sensitive information and the observed network traffic. High similarity
indicates potential data leak. For data-leak detection, the ability to tolerate a certain degree
of data transformation in traffic is important. I refer to this property as noise tolerance. My
key idea for fast and noise-tolerant comparison is the design and use of a set of local features
that are representatives of local data patterns, e.g., when byte b2 appears in the sensitive
data, it is usually surrounded by bytes b1 and b3 forming a local pattern b1, b2, b3. Local
features preserve data patterns even when modifications (insertion, deletion, and substitu-
tion) are made to parts of the data. For example, if a byte b4 is inserted after b3, the local
pattern b1, b2, b3 is retained though the global pattern (e.g., a hash of the entire document)
is destroyed. To achieve the privacy goal, the data owner generates a special type of digests,
which I call fuzzy fingerprints. Intuitively, the purpose of fuzzy fingerprints is to hide the
true sensitive data in a crowd. It prevents the DLD provider from learning its exact value.
I describe the technical details next.

5.3 Fuzzy Fingerprint Method and Protocol

I describe technical details of my fuzzy fingerprint mechanism in this section.

5.3.1 Shingles and Fingerprints

The DLD provider obtains digests of sensitive data from the data owner. The data owner uses
a sliding window and Rabin fingerprint algorithm [154] to generate short and hard-to-reverse
(i.e., one-way) digests through the fast polynomial modulus operation. The sliding window
generates small fragments of the processed data (sensitive data or network traffic), which
preserves the local features of the data and provides the noise tolerance property. Rabin
fingerprints are computed as polynomial modulus operations, and can be implemented with
fast XOR, shift, and table look-up operations. The Rabin fingerprint algorithm has a unique
min-wise independence property [23], which supports fast random fingerprints selection (in
uniform distribution) for partial fingerprints disclosure.

The shingle-and-fingerprint process is defined as follows. A sliding window is used to generate
q-grams on an input binary string first. The fingerprints of q-grams are then computed.

A shingle (q-gram) is a fixed-size sequence of contiguous bytes. For example, the 3-gram
shingle set of string abcdefgh consists of six elements {abc, bcd, cde, def, efg, fgh}. Local
feature preservation is accomplished through the use of shingles. Therefore, my approach
can tolerate sensitive data modification to some extent, e.g., inserted tags, small amount of
character substitution, and lightly reformatted data. The use of shingles for finding duplicate



Xiaokui Shu Chapter 5. Privacy-Preserving Data Leak Detection 67

web documents first appeared in [21,22].

The use of shingles alone does not satisfy the one-wayness requirement. Rabin fingerprint is
utilized to satisfy such requirement after shingling. In fingerprinting, each shingle is treated
as a polynomial q(x). Each coefficient of q(x), i.e., ci (0 < i < k), is one bit in the shingle.
q(x) is mod by a selected irreducible polynomial p(x). The process shown in (5.1) maps a
k-bit shingle into a pf -bit fingerprint f where the degree of p(x) is pf + 1.

f = c1x
k−1 + c2x

k−2 + . . .+ ck−1x+ ck mod p(x) (5.1)

From the detection perspective, a straightforward method is for the DLD provider to raise
an alert if any sensitive fingerprint matches the fingerprints from the traffic1. However,
this approach has a privacy issue. If there is a data leak, there is a match between two
fingerprints from sensitive data and network traffic. Then, the DLD provider learns the
corresponding shingle, as it knows the content of the packet. Therefore, the central challenge
is to prevent the DLD provider from learning the sensitive values even in data-leak scenarios,
while allowing the provider to carry out the traffic inspection.

I propose an efficient technique to address this problem. The main idea is to relax the
comparison criteria by strategically introducing matching instances on the DLD provider’s
side without increasing false alarms for the data owner. Specifically, i) the data owner
perturbs the sensitive-data fingerprints before disclosing them to the DLD provider, and ii)
the DLD provider detects leaking by a range-based comparison instead of the exact match.
The range used in the comparison is pre-defined by the data owner and correlates to the
perturbation procedure. I define the notions of fuzzy length and fuzzy set next and then
describe how they are used in my detailed protocol in Section 5.3.2.

Definition 5.3.1. Given a pf -bit-long fingerprint f , the fuzzy length pd (pd < pf) is the
number of bits in f that may be perturbed by the data owner.

Definition 5.3.2. Given a fuzzy length pd, and a collection of fingerprints, the fuzzy set
Sf,pd of a fingerprint f is the set of fingerprints in the collection whose values differ from f
by at most 2pd − 1.

In Definition 5.3.2, the size of the fuzzy set |Sf,pd| is upper bounded by 2pd , but the actual
size may be smaller due to the sparsity of the fingerprint space.

5.3.2 Operations in My Protocol

1. Preprocess: This operation is run by the data owner on each piece of sensitive data.
1In reality, data-leak detection solutions usually utilize more complex statistical models to raise alerts in-

stead of alerting individual fingerprints. Statistical approaches, e.g., packet sensitivity in Section V, eliminate
accidental matches.
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(a) The data owner chooses four public parameters (q, p(x), pd,M). q is the length
of a shingle. p(x), is an irreducible polynomial (degree of pf + 1) used in Rabin
fingerprint. Each fingerprint is pf -bit long and the fuzzy length is pd. M is
a bitmask, which is pf -bit long and contains pd 0’s at random positions. The
positions of 1’s and 0’s in M indicate the bits to preserve and to randomize in
the fuzzification, respectively.

(b) The data owner computes S, which is the set of all Rabin fingerprints of the piece
of sensitive data.

(c) The data owner transforms each fingerprint f ∈ S into a fuzzy fingerprint f ∗

with randomized bits (specified by the mask M). The procedure is described as
follows: for each f ∈ S, the data owner generates a random pf -bit binary string
ḟ , mask out the bits not randomized by ḟ ′ = (NOT M) AND ḟ (1’s in M indicate
positions of bits not to randomize), and fuzzify f with f ∗ = f XOR ḟ ′. The overall
computation is described in (5.2).

f ∗ = ((NOT M) AND ḟ) XOR f (5.2)

All fuzzy fingerprints are collected and form the output of this operation, the
fuzzy fingerprint set, S∗.

2. Release: This operation is run by the data owner. The fuzzy fingerprint set S∗

obtained by Preprocess is released to the DLD provider for use in the detection,
along with the public parameters (q, p(x), pd,M). The data owner keeps S for use in
the subsequent Postprocess operation.

3. Monitor: This operation is run by the DLD provider. The DLD provider monitors
the network traffic T from the data owner’s organization. Each packet in T is collected
and the payload of it is sent to the next operation as the network traffic (binary) string
T̃ .

The payload of each packet is not the only choice to define T̃ . A more sophisticated ap-
proach could identify TCP flows and extract contents in a TCP session as T̃ . Contents
of other protocols can also be retrieved if required by the detection metrics.

4. Detect: This operation is run by the DLD provider on each T̃ as follows.

(a) The DLD provider first computes the set of Rabin fingerprints of traffic content
T̃ based on the public parameters. The set is denoted as T.

(b) The DLD provider tests whether each fingerprint f ′ ∈ T is also in S∗ using the
fuzzy equivalence test (5.3).

E(f ′, f ∗) = NOT (M AND (f ′ XOR f ∗)) (5.3)

E(f ′, f ∗) is either True or False. f ′ XOR f ∗ gives the difference between f ′ and
f ∗. M AND (f ′ XOR f ∗) filters the result leaving only the interesting bits (preserved
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bits with 1’s in M). Because XOR yields 0 for equivalent bits, NOT is used to turn
0-bits into 1’s (and 1’s into 0’s). The overall result from (5.3) is read as a boolean
indicating whether or not f ′ is equivalent to a fuzzy fingerprint f ∗ ∈ S∗.
(5.2) and (5.3) are designed in a pair, and M works the same in both equations
by masking out fuzzified bits at same positions in each f , f ∗ and f ′. All f ′ with
True values are record in a set T̂.

(c) The DLD provider aggregates the outputs from the preceding step and raises alerts
based on a threshold. My concrete aggregation formula is given in section 5.5.

5. Report: If Detection on T̃ yields an alert, the DLD provider reports the set of
detected candidate leak instances T̂ to the data owner.

6. Postprocess: After receiving T̂, the data owner test every f ′ ∈ T̂ to see whether it
is in S. A precise likelihood of data leaking is computed at the data owner’s, which I
discuss more in section 5.5.

In the protocol, because Sf∗,pd , the fuzzy set of f ∗, includes the original fingerprint f , the true
data leak can be detected (i.e., true positive). Yet, due to the increased detection range,
multiple values in Sf∗,pd may trigger alerts. Because Sf∗,pd is large for the given network
flow, the DLD provider has a low probability of pinpointing the sensitive data, which can be
bounded as shown in Section 5.4.

The Detect operation can be performed between T and S∗ via set intersection test with
a special equivalence test function (e.g. Formula 5.5 in Section 5.5 as one realization). The
advantage of my method is that the additional matching instances introduced by fuzzy fin-
gerprints protect the sensitive data from the DLD provider; yet they do not cause additional
false alarms for the data owner, as the data owner can quickly distinguish true and false
leak instances. Given the digest f of a piece of sensitive data, a large collection T of traffic
fingerprints, and a positive integer K ≪ |T |, the data owner can choose a fuzzy length pd
such that there are at least K − 1 other distinct digests in the fuzzy set of f , assuming
that the shingles corresponding to these K digests are equally likely to be candidates for
sensitive data and to appear in network traffic. A tight fuzzy length (i.e., the smallest pd
value satisfying the privacy requirement) is important for efficient Postprocess operation.
Due to the dynamic nature of network traffic, pd needs to be estimated accordingly. There
exists an obvious tradeoff between privacy and detection efficiency – large fuzzy set allows a
fingerprint to hide among others and confuses the DLD provider, yet this indistinguishability
results in more work in Postprocess. I provide quantitative analysis on fuzzy fingerprint
including empirical results on different sizes of fuzzy sets.

5.3.3 Extensions

Fingerprint Filter I develop this extension to use Bloom filter in the Detect operation for
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efficient set intersection test. Bloom filter [20] is a well-known space-saving data structure
for performing set-membership test. It applies multiple hash functions to each of the set
elements and stores the resulting values in a bit vector; to test whether a value v belongs
to the set, the filter checks each corresponding bit mapped with each hash function. Bloom
filter in combination with Rabin fingerprint is referred to by us as the fingerprint filter. I
use Rabin fingerprints with variety of modulus’s in fingerprint filter as the hash functions,
and I perform extensive experimental evaluation on both fingerprint filter and bloom filter
with MD5/SHA in Section 5.5.

Partial disclosure Using the min-wise independent property of Rabin fingerprint, the data
owner can quickly disclose partial fuzzy fingerprints to the DLD provider. The purpose of
partial disclosure is two-fold: i) to increase the scalability of the comparison in the Detect
operation, and ii) to reduce the exposure of data to the DLD provider for privacy. The
method of partial release of sensitive data fingerprints is similar to the suppression technique
in database anonymization [3, 35].

This extension requires a good uniform distribution random selection to avoid disclosure
bias. The min-wise independence feature of Rabin fingerprint guarantees that the minimal
fingerprint is coming from a (uniformly distributed) random shingle. The property is also
valid for a minimum set of fingerprints and so the data owner can just select r smallest
elements in S∗ to perform partial disclosure. The r elements are then sent to the DLD
provider in Release operation instead of S∗. I implement the partial disclosure policy,
evaluate its influence on detection rate, and verify the min-wise independence property of
Rabin fingerprint in Section 5.5.

5.4 Analysis and Discussion

I analyze the security and privacy guarantees provided by my data-leak detection system, as
well as discuss the sources of possible false negatives – data leak cases being overlooked and
false positives – legitimate traffic misclassified as data leak in the detection. I point out the
limitations associated with the proposed network-based DLD approaches.

Privacy Analysis My privacy goal is to prevent the DLD provider from inferring the exact
knowledge of all sensitive data, both the outsourced sensitive data and the matched digests
in network traffic. I quantify the probability for the DLD provider to infer the sensitive
shingles as follows.

A polynomial-time adversary has no greater than 2
pf−pd

n
probability of correctly inferring a

sensitive shingle, where pf is the length of a fingerprint in bits, pd is the fuzzy length, and
n ∈ [2pf−pd , 2pf ] is the size of the set of traffic fingerprints, assuming that the fingerprints
of shingles are uniformly distributed and are equally likely to be sensitive and appear in the
traffic.
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I explain my quantification in two scenarios:

1. There is a match between a sensitive fuzzy fingerprint f ∗ (derived from the sensitive
fingerprint f) and fingerprints from the network traffic. Because the size of fuzzy set
Sf,pd is upper bounded by 2pd (Definition 5.3.2), there could be at most 2pd (sensitive
or non-sensitive) fingerprints fuzzified into the identical f ∗. Given a set (size n) of
traffic fingerprints, the DLD provider expects to find K fingerprints matched to f ∗

where K = n
2
pf × 2pd .

(a) If f corresponds to a sensitive shingle leaked in the traffic, i.e., f is within the
K traffic fingerprints, the likelihood of correctly pinpointing f from the K fin-
gerprints is 1

K
, or 2

pf−pd

n
. The likelihood is fare because both sensitive data and

network traffic contain binary data. It is difficult to predict the subspace of the
sensitive data in the entire binary space.

(b) If the shingle form of f is not leaked in the traffic, the DLD provider cannot use
the K traffic fingerprints, which match f ∗, to infer f . Alternatively, the DLD
provider needs to brute force f ∗ to get f , which is discussed as in the case of no
match.

2. There is no match between sensitive and traffic fingerprints. The adversarial DLD
provider needs to brute force reverse the Rabin fingerprinting computation to obtain
the sensitive shingle. There are two difficulties in reversing a fingerprint: i) Rabin
fingerprint is a one-way hash. ii) Multiple shingles can map to the same fingerprint.
It requires to searching the complete set of possible shingles for a fingerprint and
to identify the sensitive one from the set. This brute-force attack is difficult for a
polynomial-time adversary, thus the success probability is not included.

In summary, the DLD provider cannot decide whether the alerts (traffic fingerprints matched
f ∗) contain any leak or not (case i.a or i.b). Even if it is known that there is a real leak in the
network traffic, the polynomial-time DLD provider has no greater than 2

pf−pd

n
probability of

correctly pinpointing a sensitive shingle (case i.a).

Alert Rate I quantify the rate of alerts expected in the traffic for a sensitive data entry
(the fuzzified fingerprints set of a piece of sensitive data) given the following values: the
total number of fuzzified sensitive fingerprints τ , the expected traffic fingerprints set size n,
fingerprint length pf , fuzzy length pd, partial disclosure rate ps ∈ (0, 1], and the expected
rate α, which is the percentage of fingerprints in the sensitive data entry that appear in the
network traffic. The expected alert rate R is presented in (5.4).

R =
αpsKτ

n
=

αpsτ

2pf−pd
(5.4)
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R is used to derive threshold Sthres in the detection; Sthres should be lower than R. The
overhead of my privacy-preserving approach over traditional fingerprinting data-leak detec-
tion solutions is tightly related to R and Sthres, because there is an extra Postprocess
step in my approach after the DLD provider detects potential leaks. The less potential leaks
the DLD provider reports back to the data owner, the less overhead is introduced by my
privacy-preserving approach, while the less privacy is achieved since K is small.

Collisions Collisions may be due to where the legitimate traffic happens to contain the
partial sensitive-data fingerprints by coincidence. The collision may increase with shorter
shingles, or smaller numbers of partial fingerprints, and may decrease if additional features
such as the order of fingerprints are used for detection. A previous large-scale information-
retrieval study empirically demonstrated the low rate of this type of collisions in Rabin
fingerprint [22], which is a desirable property suggesting low unwanted false alarms in my
DLD setting. Collisions due to two distinct shingles generating the same fingerprint are
proved to be low [21] and are negligible.

Space of sensitive data The space of all text-based sensitive data may be smaller than the
space of all possible shingles. Yet, when including non-ASCII sensitive data (text in UTF-8
or binaries), the space of sensitive data can be significantly expanded. A restricted space
limits K and can expose the fuzzified fingerprint. For instance, one may assume that a
password has higher entropy than normal English shingles, thus a fuzzy fingerprint of a
password rules out much space of Sf,pd where normal English lives. The full space with a
variety of text encodings and binaries ensures that the major space is still there shadowing
the fuzzy fingerprint.

Short polynomial modulus A naive alternative to the fuzzy fingerprint mechanism is to use
a shorter polynomial modulus to compute Rabin fingerprints (e.g., 16-bit instead of 32-
bit). This approach increases collisions for fuzzification purpose. However, one issue of this
approach is that true positive and false positives yield the same fingerprint value due to col-
lision, which prevents the data owner from telling true positives apart from false positives.
In addition, my fuzzy fingerprint approach is more flexible from the deployment perspec-
tive, as the data owner can adjust and fine-tune the privacy and accuracy in the detection
without recomputing the fingerprints. In contrast, the precision is fixed in the naive shorter
polynomial approach unless fingerprints are recomputed.

Limitations: I point out three major limitations of my detection approach within my threat
model.

Modified data leak The underlying shingle scheme of my approach has limited power to
capture heavily modified data leaks. False negatives (i.e., failure to detect data leak) may
occur due to the data modification (e.g., reformatting). The new shingles/fingerprints may
not resemble the original ones, and cannot be detected. As a result, a packet may evade the
detection. In my experiments, I evaluate the impact of several types of data transformation
in real world scenarios. The modified data-leak detection problem is a general problem
for all comparison-based data-leak detection solutions. More advanced content comparison
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techniques than shingles/fingerprints are needed to fully address the issue.

Dynamic sensitive data For protecting dynamically changing data such as source code or
documents under constant development or keystroke data, the digests need to be continuously
updated for detection, which may not be efficient or practical. I raise the issue of how
to efficiently detect dynamic data with a network-based approach as an open problem to
investigate by the community.

Selective fragments leak The partial disclosure scheme may result in false negatives, i.e., the
leaked data may evade the detection because it is not covered by the released fingerprints.
This issue illustrates the tradeoff among detection accuracy, privacy guarantee and detection
efficiency. Fortunately, it is expensive for an attacker to escape the detection with partial
disclosure. On one hand, Rabin fingerprint guarantees that every fingerprint has the same
probability to be selected and released through its min-wise independence property. Delib-
erately choosing unreleased segments from sensitive data is not easy. On the other hand,
even figuring out which fingerprints are not released, one needs leaking inconsecutive bytes
to bypass the detection. It usually makes no sense to leak inconsecutive bytes from sensitive
data. Some format, e.g., binary, may be destroyed through the leaking.

5.5 Experimental Evaluation

I implement my fuzzy fingerprint framework in Python, including packet collection, shin-
gling, Rabin fingerprinting, as well as partial disclosure and fingerprint filter extensions. My
implementation of Rabin fingerprint is based on cyclic redundancy code (CRC). I use the
padding scheme mentioned in [154] to handle small inputs. In all experiments, the shingles
are in 8-byte, and the fingerprints are in 32-bit (33-bit irreducible polynomials in Rabin
fingerprint). I set up a networking environment in VirtualBox, and make a scenario where
the sensitive data is leaked from a local network to the Internet. Multiple users’ hosts (Win-
dows 7) are put in the local network, which connect to the Internet via a gateway (Fedora).
Multiple servers (HTTP, FTP, etc.) and an attacker-controlled host are put on the Inter-
net side. The gateway dumps the network traffic and sends it to a DLD server/provider
(Linux). Using the sensitive-data fingerprints defined by the users in the local network, the
DLD server performs off-line data-leak detection. The speed aspect of privacy-preserving
data-leak detection is another topic and I study it in [128].

In my prototype system, the DLD server detects the sensitive data within each packet on
basis of a stateless filtering system. I define the sensitivity of a packet in (5.5), which is
used by the DLD provider in Detection. It indicates the likelihood of a packet containing
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sensitive data.

Spacket =
|≫
pd

S̈∗ ∩≫
pd

T|

min(|S∗|, |T|)
× |S

∗|
|S̈∗|

(5.5)

T is the set of all fingerprints extracted in a packet. S∗ is the set of all sensitive fuzzy
fingerprints. For each piece of sensitive data, the data owner computes S∗ and reveals a
partial set S̈∗ (S̈∗ ⊆ S∗) to the DLD provider. The operator ≫

t
indicates right shifting

every fingerprint in a set by t bits, which is the implementation of a simple mask M in my
protocol (Section 5.3.2). |S∗|/|S̈∗| estimates the leaking level of S∗ according to the revealed
and tested partial set S̈∗. When too few fuzzy fingerprints are revealed, e.g., 10%, the samples
may not sufficiently describe the leaking characteristic of the traffic, and the estimation can
be imprecise. For each packet, the DLD server computes Spacket (Spacket ∈ [0, 1]). If it is
higher than a threshold Sthres ∈ (0, 1), T is reported back to the data owner, and the data
owner uses (5.6) to determine whether it is a real leak in Postprocess.

Spacket =
|S ∩ T|

min(|S|, |T|)
(5.6)

The difference between (5.5) operated by the DLD provider and (5.6) by the data owner is
that the original fingerprints S are used in (5.6) instead of the sampled and fuzzified set S̈∗

in (5.5), so the data owner can pinpoint the exact leaks.

The use of Spacket and Sthres for detection is important because individual shingles or fin-
gerprints are not accurate features to represent an entire piece of sensitive data. Sensitive
data can share strings with non-sensitive data, e.g., formatting strings, which results in oc-
casionally reported sensitive fingerprints. Spacket is an accumulated score and Sthres filters
out packets with occasionally discovered sensitive fingerprints.

The evaluation goal is to answer the following questions:

1. Can my solution accurately detect sensitive data leak in the traffic with low false
positives (false alarms) and high true positives (real leaks)?

2. Does using partial sensitive-data fingerprints reduce the detection accuracy in my sys-
tem?

3. What is the performance advantage of my fingerprint filter over traditional Bloom
filter with SHA-1?

4. How to choose a proper fuzzy length and make a balance between the privacy need
and the number of alerts?
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Figure 5.2: Detection accuracy comparison, in terms of (a) the averaged sensitivity and
(b) the number of detected sensitive packets. X-axis is the partial disclosure rate, or the
percentage of sensitive-data fingerprints revealed to the DLD server and used in the detection.
[out] indicates outbound traffic only, while [all] means both outbound and inbound traffic
captured and analyzed.

In the following subsection, I experimentally addressed and answered all the questions. For
the first three questions, I present results based on the Spacket value calculated in (5.6). The
first and second questions are answered in Section 5.5.1. The third question is discussed in
Section 5.5.2. The last question is designed to understand the properties of fuzzification and
partial disclosure, and it is addressed in Section 5.5.3.
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Table 5.1: Mean and standard deviations of the sensitivity per packet. For Exp.1, the higher
sensitivity, the better; for the other two (negative control), the lower sensitivity, the better

Dataset Exp.1 Exp.2 Exp.3

Spacket Mean 0.952564 0.000005 0.001849
Spacket STD 0.004011 0.000133 0.002178

5.5.1 Accuracy Evaluation

I evaluate the detection accuracy in simple and complex leaking scenarios. First I test the
detection rate and false positive rate in three simple experiments where the sensitive data
is leaked in its original form or not leaked. Then I present accuracy evaluation on more
complex leaking experiments to reproduce various real-world leaking detection scenarios.

Simple leaking scenarios. I test my prototype without partial disclosure in simple leaking
scenarios, i.e., S̈∗ = S∗. I generate 20,000 personal financial records as the sensitive data and
store them in a text file. The data contains person name, social security number, credit card
number, credit card expiration date, and credit card CVV.

To evaluate the accuracy of my strategy, I perform three separate experiments using the
same sensitive dataset:

Exp.1 True leak A user leaks the entire set of sensitive data via FTP by uploading it to a
remote FTP server.

Exp.2 No leak The non-related outbound HTTP traffic of 20 users is captured (30 minutes
per user), and given to the DLD server to analyze. No sensitive data (i.e., zero true
positive) should be confirmed.

Exp.3 No leak The Enron dataset (2.6 GB data, 150 users’ 517,424 emails) as a virtual
network traffic is given to the DLD server to analyze. Each virtual network packet
created is based on an email in the dataset. No sensitive data (i.e., zero true positive)
should be confirmed by the data owner.

The detection results are shown in Table 5.1. Among the three experiments, the first one
is designed to infer true positive rate. I manually check each packet and the DLD server
detects all 651 real sensitive packets (all of them have sensitivity values greater than 0.9).
The sensitivity value is less than one, because the high-layer headers (e.g., HTTP) in a packet
are not sensitive. The next two experiments are designed to estimate the false positive rate. I
found that none of the packets has a sensitivity value greater than 0.05. The results indicate
that my design performs as expected on plaintext.

Complex leaking scenarios. The data owner may reveal a subset of sensitive data’s finger-
prints to the DLD server for detection, as opposed to the entire set. I are particularly
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interested in measuring the percentage of revealed fingerprints that can be detected in the
traffic, assuming that fingerprints are equally likely to be leaked2. I reproduce four real-world
scenarios where data leaks are caused by human users or software applications.

Exp.4 Web leak: a user posts sensitive data on wiki (MediaWiki) and blog (WordPress)
pages.

Exp.5 Backdoor leak: a program (Glacier) on the user’s machine (Windows 7) leaks sen-
sitive data.

Exp.6 Browser leak: a malicious Firefox extension FFsniFF records the information in
sensitive web forms, and emails the data to the attacker.

Exp.7 Keylogging leak: a keylogger EZRecKb exports intercepted keystroke values on a user’s
host3. It connects to a SMTP server on the Internet side and sends its log of keystrokes
periodically.

In these four experiments, the source file of TCP/IP page on Wikipedia (24KB in text) is
used as the sensitive data. The detection is performed at various partial disclosure rate.
The subset of the sensitive fingerprints is selected randomly. The sensitivity threshold is
Sthres = 0.05.

Fig. 5.2 shows the comparison of performance across various size of fingerprints used in the
detection, in terms of the averaged sensitivity per packet in (a) and the number of detected
sensitive packets in (b). These accuracy values reflect results of the Postprocess operation.

The results show that the use of partial sensitive-data fingerprints does not much degrade
the detection rate compared to the use of full sets of sensitive-data fingerprints. However,
extreme small sampling rates, e.g., 10%, may not provide sufficient numbers of fingerprints
to describe the leaking characteristic of the traffic. The packet sensitivity estimation (|S|/|S̈|
in (5.6)) magnifies the signal (the real sensitivity of a packet) as well as the noise produced
by fingerprint sampling. The precision could be affected and drops, e.g., 6 packets with 10%
vs. 3 packets with 100% for Keylogger in Fig. 5.2 (b).

In Fig. 5.2 (a), the sensitivities of experiments vary due to different levels of modification by
the leaking programs, which makes it difficult to perform detection. WordPress substitutes
spaces with +’s when sending the HTTP POST request. EZRecKb inserts function-key as
labels into the original text. Typing typos and corrections also bring in modification to
the original sensitive data. In Fig. 5.2 (b), [all] results contain both outbound and inbound
traffic and double the real number of sensitive packets in Blog and Wiki scenarios due to
HTML fetching and displaying of the submitted data.

2Given the subset independence property, sensitive-data’s fingerprints are equally likely to be selected for
detection.

3EZRecKb records every key stroke and replaces the function keys with labels, such as [left shift].
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Figure 5.3: Overhead of filters for detecting data leaks. The detection time is averaged from
100 packets against all 10 pieces of sensitive data.

5.5.2 Runtime Comparison

My fingerprint filter implementation is based on the Bloom filter library in Python (Pybloom).
I compare the runtime of Bloom filter provided by standard Pybloom (with dynamically
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selected hash function from MD5, SHA-1, SHA-256, SHA-384 and SHA-512) and that of
fingerprint filter with Rabin fingerprint. For Bloom filters and fingerprint filters, I test their
performance with 2, 6, and 10 hash functions. I inspect 100 packets with random content
against 10 pieces sensitive data at various lengths – there are a total of 1,625,600 fingerprints
generated from the traffic and 76,160 pieces of fingerprints from the sensitive data.

I present the time for detection per packet in Fig. 5.3 (a). It shows that fingerprint filters
run faster than Bloom filters, which is expected as Rabin fingerprint is easier to compute
than MD5/SHA. The gap is not significant due to the fact that Python uses a virtualization
architecture. I have the core hash computations implemented in Python C/C++ extension,
but the remaining control flow and function call statements are in pure Python. The perfor-
mance difference between Rabin fingerprint and MD5/SHA is largely masked by the runtime
overhead spent on non-hash related operations.

In Fig. 5.3 (a), the number of hash functions used in Bloom filters does not significantly
impact their runtime, because only one hash function is operated in most cases for Bloom
filters. Pybloom automatically chooses SHA-256 for Bloom filter with 6 hash functions and
SHA-384 for Bloom filter with 10 hash functions. One hash is sufficient to distinguish 32-bits
fingerprints. MD5 is automatically chosen for the Bloom filter with 2 hash functions, which
gives more collisions and the second hash could be involved. I speculate this is the reason
why Bloom filter with 2 hashes is slower than Bloom filters with 6 or 10 hashes. All of my
fingerprint filters use 32-bit Rabin fingerprint functions. The small output space requires
more than one hash for a membership test, so there is more significant overhead when a
fingerprint filter is equipped with more hashes (6 vs. 2 and 10 vs. 6).

The filter construction time is shown in Fig. 5.3 (b). It shares similar characteristics with
the detection time. Filters with more hash functions require more time to initialize, because
every hash function need to be computed. The construction of fingerprint filters, especially
assigning the irreducible polynomials p(x) for each Rabin fingerprint, is written in pure
Python, which is significantly slower than SHA-256 and SHA-384 encapsulated using Python
C/C++ extension.

5.5.3 Sizes of Fuzzy Sets vs. Fuzzy Length

The size of fuzzy set corresponds to the K value in my definition of privacy goal. The higher
K is, the more difficult it is for a DLD provider to infer the original sensitive data using
my fuzzy fingerprinting mechanism – the fingerprint of the sensitive data hides among its
neighboring fingerprints.

I empirically evaluate the average size of the fuzzy set associated with a given fuzzy length
with both Brown Corpus (text) and real-world network traffic (text & binary).

• Brown Corpus: The Brown University Standard Corpus of Present-Day American
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Figure 5.4: The observed and expected sizes of fuzzy sets per fingerprint. Experiments in
Brown Corpus dataset (in blue) and network traffic (in red) with different fuzzy lengths.

English [62]. It contains 500 samples of English text across 15 genres, and there are
1,014,312 words in total.

• Network traffic: 500MB Internet traffic dump collected by us on a single host. It
includes a variety of network traffic: multimedia Internet surfing (images, video, etc.),
binary downloading, software and system updates, user profile synchronization, etc.

I aim to show the trend of how the fuzzy-set sizes changes with the fuzzy length, which
can be used to select the optimal fuzzy length used in the algorithm. I compute 32-bit
fingerprints from the datasets, and then count the number of neighbors for each fingerprint.
Fig. 5.4 shows the estimated and observed sizes of fuzzy sets for fuzzy lengths in the range
of [14, 27] for 218,652 and 189,878 fingerprints generated from the Brown Corpus dataset
and the network traffic dataset. The figure shows that the empirical results observed are
very close with the expected values of the fuzzy set sizes computed based on my analysis in
Section 5.4. This close fit also indicates the uniform distribution of the fingerprints.

The fuzzy set is small when the fuzzy length is small, which is due to the sparsity nature
of Rabin fingerprints. Given an estimated composition of traffic content, the data owner
can use the result of this experiment to determine the optimal fuzzy length. In the datasets
evaluated in the experiments, for fuzzy length of 26 and 27 bits, the K values are above 1,500
and 3,000, respectively. Because the data owner can defuzzify in Postprocess very quickly,
the false positives can be sifted out by the data owner. I also find that for a fixed fuzzy
length the distribution of fuzzy-set sizes follows a Gaussian distribution. Different datasets
may have different K size characteristics. I demonstrate the feasibility of estimating the
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fuzzy set sizes, which illustrates how fuzzy fingerprintings can be used to realize a privacy
goal.

Summary My detection rates in terms of the number of sensitive packets found do not
decrease much with the decreasing size of disclosed fingerprint sets in Fig. 5.2, even when
only 10% of the sensitive-data fingerprints are used for detection. My experiments evaluate
several noisy conditions such as noise insertion – MediaWiki-based leak scenario, and data
substitution – for the keylogger- and WordPress-based leak scenarios. The results indicate
that my fingerprint filter can tolerate these three types of noises in the traffic to some degree.
My approach works well especially in the case where consecutive data blocks are leaked (i.e.,
local data features are preserved). When the noises spread across the data and destroy
the local features (e.g., replacing every space with another character), the detection rate
decreases as expected. The use of shorter shingles mitigates the problem, but it may increase
false positives. How to improve the noise tolerance property in those conditions remains an
open problem. My fuzzy fingerprint mechanism supports the detection of data-leak at various
sizes and granularities. I study the fuzzy set size and also verify the min-wise independence
property of Rabin fingerprint, which are the building blocks of my fuzzy fingerprint method.



Chapter 6

Fast Detection of Transformed Data
Leaks

6.1 Introduction

In this chapter, I present a high-performance detection method for addressing the following
two challenges in network-based data leak detection. My method follows the basic network-
based data leak detection paradigm and searches for the occurrences of plaintext sensitive
data in the content of network traffic (retrieved by deep packet inspection techniques [45,
127]). It alerts users and administrators of the identified data exposure vulnerabilities.

• Data transformation. The exposed data in the content may be unpredictably trans-
formed or modified by users or applications, and it may no longer be identical to the
original sensitive data, e.g., insertions of metadata or formatting tags, substitutions
of characters, and data truncation (partial data leak). Thus, the detection algorithm
needs to recognize different kinds of sensitive data variations.

• Scalability. The heavy workload of data leak screening is due to two reasons.

1. Long sensitive data patterns. The sensitive data (e.g., customer information,
documents, source code) can be of arbitrary length (e.g., megabytes).

2. Large amount of content. The detection needs to rapidly screen content (e.g.,
gigabytes to terabytes). Traffic scanning is more time sensitive than storage scan-
ning, because the leak needs to be discovered before the message is transmitted.

My solution to the detection of transformed data leaks is a sequence alignment algorithm,
executed on the sampled sensitive data sequence and the sampled content being inspected.

82
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The alignment produces scores indicating the amount of sensitive data contained in the con-
tent. My alignment-based solution measures the order of n-grams. It also handles arbitrary
variations of patterns without an explicit specification of all possible variation patterns. Ex-
periments show that my alignment method substantially outperforms the set intersection
method in terms of detection accuracy in a multitude of transformed data leak scenarios.

I solve the scalability issue by sampling both the sensitive data and content sequences before
aligning them. I enable this procedure by providing the pair of a comparable sampling algo-
rithm and a sampling-oblivious alignment algorithm. The comparable sampling algorithm
yields constant samples of a sequence wherever the sampling starts and ends. The sampling-
oblivious alignment algorithm infers the similarity between the original unsampled sequences
with sophisticated traceback techniques through dynamic programming. The algorithm in-
fers the lost information (i.e., sampled-out elements) based on the matching results of their
neighboring elements. Evaluation results show that my design boosts the performance, yet
only incurs a very small amount of mismatches.

Existing network traffic sampling techniques, e.g., [57], only sample the content. The prob-
lem I am dealing with differs from existing sampling problems that both sensitive data
and content sequences are sampled. The alignment is performed on the sampled sequences.
Therefore, the samples of similar sequences should be similar so that they can be aligned.
I define a comparable sampling property, where the similarity of two sequences is preserved.
For example, if x is a substring of y, then x′ should be a substring of y′, where x′ and y′

are sampled sequences of x and y, respectively. None of the existing sampling solutions
satisfies this comparable sampling requirement. Deterministic sampling, e.g., [191], does not
imply comparable sampling, either. The key to my comparable sampling is to consider the
local context of a sequence while selecting items. Sample items are selected deterministi-
cally within a sliding window. The same sampled items are selected in spite of different
starting/ending points of sampling procedures.

Both of my algorithms are designed to be efficiently parallelized. I parallelize my proto-
type on a multicore CPU and a GPU. I demonstrate the strong scalability of my design
and the high performance of my prototypes. My GPU-accelerated implementation achieves
nearly 50 times of speedup over the CPU version. My prototype reaches 400Mbps analysis
throughput. This performance potentially supports the rapid security scanning of storage
and communication required by a sizable organization.

In this chapter, I formalize the description and analysis of my comparable sampling algorithm
and sampling-oblivious alignment algorithm in Section 6.3 and Section 6.4. I detail the
design of both algorithms and conduct extensive experiments to systematically understand
how sensitive my system is in response to data transformation in various degrees (Section 6.5)
and how scalable the system is detecting different sizes of the sensitive data (Section 6.6).
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6.2 Models and Overview

In my data leak detection model, I analyze two types of sequences: sensitive data sequence
and content sequence.

• Content sequence is the sequence to be examined for leaks. The content may be data
extracted from file systems on personal computers, workstations, and servers; or pay-
loads extracted from supervised network channels (details are discussed below).

• Sensitive data sequence contains the information (e.g., customers’ records, proprietary
documents) that needs to be protected and cannot be exposed to unauthorized parties.
The sensitive data sequences are known to the analysis system.

In this chapter, I focus on detecting inadvertent data leaks (Case I in Section 5.2.1), and I
assume the content in file system or network traffic (over supervised network channels) is
available to the inspection system. A supervised network channel could be an unencrypted
channel or an encrypted channel where the content in it can be extracted and checked by
an authority. Such a channel is widely used for advanced NIDS where MITM (man-in-the-
middle) SSL sessions are established instead of normal SSL sessions [101]. I do not aim
at detecting stealthy data leaks that an attacker encrypts the sensitive data secretly before
leaking it. Preventing intentional or malicious data leak, especially encrypted leaks, requires
different approaches and remains an active research problem [15].

6.2.1 Technical Challenges

High detection specificity. In my data-leak detection model, high specificity refers to
the ability to distinguish true leaks from coincidental matches. Coincidental matches are
false positives, which may lead to false alarms. Existing set-based detection is orderless,
where the order of matched shingles (n-grams) is ignored. Orderless detection may generate
coincidental matches, and thus having a lower accuracy of the detection. In comparison,
my alignment-based method has high specificity. For example, a detection system can use
3-grams to represent the sensitive data.

Sensitive data abcdefg
3-grams abc, bcd, cde, def, efg

Then, consider the content streams 1 and 2 below. Stream 1 contains a true leak, whereas
stream 2 does not.

Content stream 1 ....abcdefg...
Content stream 2 ....efg...cde...abc...
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However, set intersection between 3-grams of the sensitive data and the 3-grams of content
stream 2 results in a significant number of matching 3-grams (efg, cde, and abc), even
though they are out of order compared to the sensitive data pattern. This problem is
eliminated in alignment, i.e., the content stream 2 receives a low sensitivity score when
aligned against the sensitive data.

Pervasive and localized modification. Sensitive data could be modified before it is
leaked out. The modification can occur throughout a sequence (pervasive modification).
The modification can also only affect a local region (local modification). I describe some
modification examples:

• Character replacement, e.g., WordPress replaces every space character with a + in
HTTP POST requests.

• String insertion, e.g., HTML tags inserted throughout a document for formatting or
embedding objects.

• Data truncation or partial data leak, e.g., one page of a two-page sensitive document
is transmitted.

6.2.2 Discussions on Existing Solutions

None of existing techniques satisfies the two requirements. I discuss automata-based string
matching and set intersection on n-grams below, the two most important techinques that
could be used to detect long and inexact data leak.

Directly applying automata-based string matching, e.g., [4, 116, 208], to data leak detection
is inappropriate and inefficient, because automata are not designed to support unpredictable
and arbitrary pattern variations (Section 2.2.3). In data leak detection scenarios, the trans-
formation of leaked data (in the description of regular expression) is unknown to the detection
method. Creating comprehensive automata models covering all possible variations of a pat-
tern is infeasible, which leads to O(2n) space complexity (for deterministic finite automata)
or O(2n) time complexity (for nondeterministic finite automata) where n is the number of
automaton states. Therefore, automata approaches cannot be used for detecting long and
transformed data leaks.

Set intersection on n-grams is widely used in commercial leak detection tools. However,
set intersection is orderless, i.e., the ordering of shared n-grams is not analyzed. Thus, set-
based detection generates undesirable false alerts, especially when n is set to a small value
to tolerant data transformation. In addition, set intersection cannot effectively characterize
the scenario when partial data is leaked, which results in false negatives. Therefore, none of
the existing techniques is adequate for detecting transformed data leaks.
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6.2.3 Overview of My Approach

My work presents an efficient sequence comparison technique needed for analyzing a large
amount of content for sensitive data exposure. My detection approach consists of a com-
parable sampling algorithm and a sampling oblivious alignment algorithm. The pair of
algorithms computes a quantitative similarity score between the sensitive data and the con-
tent. Local alignment – as opposed to global alignment [151] – is used to identify similar
sequence segments. The design enables the detection of partial data leaks.

My detection runs on continuous sequences of n bytes (n-grams). n-grams are obtained from
the content and sensitive data, respectively. Local alignment is performed between the two
(sampled) sequences to compute their similarity. The purpose of my comparable sampling
operation is to enhance the analysis throughput. I discuss the tradeoff between security and
performance related to sampling in my evaluation sections. Finally, I report the content that
bears higher-than-threshold similarity with respect to sensitive patterns. Given a threshold
T , content with a greater-than-T sensitivity is reported as a leak.

6.3 Comparable Sampling

In this section, I define the sampling requirement needed in data leak detection. Then I
present my solution and its analysis.

6.3.1 Definitions

One great challenge in aligning sampled sequences is that the sensitive data segment can be
exposed at an arbitrary position in a network traffic stream or a file system. The sampled
sequence should be deterministic despite the starting and ending points of the sequence to
be sampled. Moreover, the leaked sensitive data could be inexact but similar to the original
string due to unpredictable transformations. I first define substring and subsequence relations
in Definition 6.3.1 and Definition 6.3.2. Then I define the capability of giving comparable
results from similar strings in Definition 6.3.3.

Definition 6.3.1. (Substring) a substring is a consecutive segment of the original string.

If x is a substring of y, one can find a prefix string (denoted by yp) and a suffix string
(denoted by ys) of y, so that y equals to the concatenation of yp, x, and ys. yp and ys could
be empty.

Definition 6.3.2. (Subsequence) subsequence is a generalization of substring that a subse-
quence does not require its items to be consecutive in the original string.
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One can generate a subsequence of a string by removing items from the original string and
keeping the order of the remaining items. The removed items can be denoted as gaps in the
subsequence, e.g., lo-e is a subsequence of flower (- indicates a gap).

Definition 6.3.3. (Comparable sampling) Given a string x and another string y that x is
similar to a substring of y according to a similarity measure M , a comparable sampling on
x and y yields two subsequences x′ (the sample of x) and y′ (the sample of y), so that x′ is
similar to a substring of y′ according to M .

If I restrict the similarity measure M in Definition 6.3.3 to identical relation, I get a specific
instance of comparable sampling in Definition 6.3.4.

Definition 6.3.4. (Subsequence-preserving sampling) Given x as a substring of y, a subsequence-
preserving sampling on x and y yields two subsequences x′ (the sample of x) and y′ (the
sample of y), so that x′ is a substring of y′.

Because a subsequence-preserving sampling procedure is a restricted comparable sampling,
so the subsequence-preserving sampling is deterministic, i.e., the same input always yields
the same output. The vice versa may not be true.

In Example 1 with two sequences of integers, I illustrate the differences between a comparable
sampling algorithm and a random sampling method, where a biased coin flipping at each
position decides whether to sample or not. The input is a pair of two similar sequences.
There is one modification (9 to 8), two deletions (7) and (3), and suffix padding (1, 4) in the
second sequence. Local patterns are preserved in a comparable sampling method, whereas the
random sampling does not. The local patterns can then be digested by my sampling-oblivious
alignment algorithm to infer the similarity between the two original input sequences.

Example 1. Comparable sampling.

Inputs:
1 1 9 4 5 7 3 5 9 7 6 6 3 3 7 1 6
1 1 9 4 5 7 3 5 8 6 6 3 7 1 6 1 4

Comparable sampling may give:
1 1 - 4 - - 3 5 - - - - 3 3 - 1 -
1 1 - 4 - - 3 - - 6 - 3 - 1 - 1 4

Random sampling may give:
1 - - 4 - - 3 5 - 7 - 6 - - 7 1 -
- 1 9 - 5 - - 5 - 6 - 3 7 - 6 1 -
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Table 6.1: Illustration of my sampling procedure.

Step w mc mp en eo Sampled list

0 [1, 5, 1, 9, 8, 5] 1, 1, 5 N/A N/A N/A <-, -, -, -, -, -, -, -, -, ->

1 [5, 1, 9, 8, 5, 3] 1, 3, 5 1, 1, 5 3 1 <1, -, -, -, -, -, -, -, -, ->

2 [1, 9, 8, 5, 3, 2] 1, 2, 3 1, 3, 5 2 5 <1, -, -, -, -, -, -, 2, -, ->

3 [9, 8, 5, 3, 2, 4] 2, 3, 4 1, 2, 3 4 1 <1, -, 1, -, -, -, -, 2, -, ->

4 [8, 5, 3, 2, 4, 8] 2, 3, 4 2, 3, 4 N/A N/A <1, -, 1, -, -, -, -, 2, -, ->

6.3.2 My Sampling Algorithm

I present my comparable sampling algorithm. The advantage of my algorithm is its context-
aware selection, i.e., the selection decision of an item depends on how it compares with its
surrounding items according to a selection function. As a result, the sampling algorithm is
deterministic and subsequence-preserving.

My comparable sampling algorithm takes in S, an input list of items (preprocessed n-grams
of sensitive data or content1), and outputs T , a sampled list of the same length; the sampled
list contains null values, which correspond to items that are not selected. The null regions
in T can be aggregated, and T can be turned into a compact representation L. Each item
in L contains the value of the sampled item and the length of the null region between the
current sampled item and the preceding one.

T is initialized as an empty list, i.e., a list of null items. The algorithm runs a small sliding
window w on S. w is initialized with the first |w| items in S (line 2 in Algorithm 1). The
algorithm then utilizes a selection function to decide what items in w should be selected
for T . The selection decision is made based on not only the value of that item, but also
the values of its neighboring items in w. Therefore, unlike a random sampling method
where a selection decision is stochastic, my method satisfies the subsequence-preserving and
comparable sampling requirements.

In Algorithm 1, without loss of generality, I describe my sampling method with a specific
selection function f = min(w,N). f takes in an array w and returns the N smallest items
(integers) in w. f is deterministic, and it unbiasedly selects items when items (n-grams)
are preprocessed with the min-wise independent Rabin’s fingerprint [23]. f can be replaced
by other functions that are also min-wise independent. The selection results at each sliding
window position determine what items are chosen for the sampled list. The parameters N
and |w| determine the sampling rate. collectionDiff(A,B) in lines 10 and 11 outputs the
collection of all items of collection A that are not in collection B. The operation is similar to
the set difference, except that it works on collections and does not eliminate duplicates.

T output by Algorithm 1 takes the same space as S does. Null items can be combined, and
1I preprocess n-grams with Rabin’s fingerprint to meet the min-wise independent requirement of selection

function f described next. Each item in S is a fingerprint/hash value (integer) of an n-gram.



Xiaokui Shu Chapter 6. Transformed Data Leak Detection 89

Algorithm 1 A subsequence-preserving sampling algorithm.
Require: an array S of items, a size |w| for a sliding window w, a selection function f(w,N) that

selects N smallest items from a window w, i.e., f = min(w,N)
Ensure: a sampled array T
1: initialize T as an empty array of size |S|
2: w ← read(S, |w|)
3: let w.head and w.tail be indices in S corresponding to the higher-indexed end and lower-indexed

end of w, respectively
4: collection mc ← min(w,N)
5: while w is within the boundary of S do
6: mp ← mc

7: move w toward high index by 1
8: mc ← min(w,N)
9: if mc ̸= mp then

10: item en ← collectionDiff(mc,mp)
11: item eo ← collectionDiff(mp,mc)
12: if en < eo then
13: write value en to T at w.head’s position
14: else
15: write value eo to T at w.tail’s position
16: end if
17: end if
18: end while

T is turned into a compact representation L, which is consumed by my sampling-oblivious
alignment algorithm in the next phase.

I show how my sampling algorithm works in Table 6.1. I set my sampling procedure with a
sliding window of size 6 (i.e., |w| = 6) and N = 3. The input sequence is 1,5,1,9,8,5,3,2,4,8.
The initial sliding window w = [1,5,1,9,8,5] and collection mc = {1,1,5}.

Sampling Algorithm Analysis

My sampling algorithm is deterministic, i.e., given a fixed selection function f : same inputs
yield the same sampled string. However, deterministic sampling (e.g., [191]) does not nec-
essarily imply subsequence preserving. One can prove using a counterexample. Consider a
sampling method that selects the first of every 10 items from a sequence, e.g., 1-st, 11-th,
21-st, . . . It is deterministic, but it does not satisfy the subsequence-preserving requirement.
Some sampling methods such as coresets [2, 54] do not imply determinism.

My sampling algorithm is not only deterministic, but also subsequence-preserving as pre-
sented in Theorem 6.3.1.

Theorem 6.3.1. Algorithm 1 (denoted by Ψ) is subsequence-preserving. Given two strings
x and y, where x is a substring of y, then Ψ(x) is a substring of Ψ(y).
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of Theorem 6.3.1. Let L[m : n] denote the substring of L starting from the m-th item and
ending at the n-th item. Consider strings L1 and L2 and their sampled sequences S1 and S2,
respectively. I prove that the theorem holds in four cases below.

Case 1: L2 equals to L1. Because my comparable sampling algorithm is deterministic,
the same string yields the same sampled sequence. Thus, the theorem holds.

Case 2: L2 is a prefix of L1. The sampling of L1 can be split into two phases.

Phase 1 The head of the sliding moves within L1[size(win) : size(L2)], i.e., from the
start of L1 to the exact position in L1 where L2 ends. Since L2 is a prefix of
L1, and the window only moves within the scope of the prefix, the sample of L1

generated in this subprocess is the same as S2, the final sample of L2.

Phase 2 The head of the sliding window moves within L1[size(L2) + 1 : size(L2) +
size(win)]. The tail of the sample window sweeps L1[size(L2)− size(win) + 1 :
size(L2)] and yields zero or more sampled items on S1[size(L2)−size(win)+1 :
size(L2)].

S1[1 : size(L2) − size(win)] is solely generated in Phase 1. Thus, it is the same as S2[1 :
size(L2) − size(win)]. In Phase 2, I know that S1[size(L2) − size(win) + 1 : size(L2)]
contains zero or more sample items than S2[size(L2) − size(win) + 1 : size(L2)]. Thus,
S2[size(L2)−size(win)+1 : size(L2)] is a substring of S1[size(L2)−size(win)+1 : size(L2)].
The theorem holds.

Case 3: L2 is a suffix of L1. The proof is similar to Case 2. The sampling of L1 can be
split into two phases.

Phase 1 The tail of the sliding window moves within L1[size(L1)−size(L2)+1 : size(L1)−
size(win)]. The generated sampled sequence is the same as S2, which is the final
sample of L2.

Phase 2 The tail of the sliding window moves within L1[size(L1)−size(L2)−size(win)+
1 : size(L1)−size(L2)]. The head of the window sweeps L1[size(L1)−size(L2)+
1 : size(L1) − size(L2) + size(win)] and yields zero or more sampled items on
L1[size(L1)− size(L2) + 1 : size(L1)− size(L2) + size(win)].

S1[size(L1) − size(L2) + size(win) + 1 : size(L1) − size(L2)] is the same as S2[size(L1) −
size(L2) + size(win) + 1 : size(L1) − size(L2)]. In addition, S2[size(L1) − size(L2) + 1 :
size(L1) − size(L2) + size(win)] is a substring of S1[size(L1) − size(L2) + 1 : size(L1) −
size(L2) + size(win)]. Thus, the theorem holds.
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Case 4: All others. This case is when L2 is a substring of L1, but not a prefix or suffix,
i.e., L2[1 : size(L2)] = L1[m : n]. I align L1 and L2 and cut the two strings at a position
where they are aligned. Denote the position in L2 by k. I obtain L2[1 : k] as a suffix of
L1[m : m + k] and L2[k + 1 : size(L2)] as a prefix of L1[m + k + 1 : n]. Based on the
proofs in Case 2 and Case 3, I conclude that S2[1 : k] is a substring of S1[m : m+ k], and
S2[k + 1 : size(L2)] is a substring of S1[m+ k + 1 : n]. Thus, S2 is a substring of S1.

In summary, Theorem 6.3.1 holds in all cases. □

My algorithm is unbiased, meaning that it gives an equal probability for every unit in
the string to be selected. To achieve bias-free property, I hash inputs using a min-wise
independent function, namely Rabin’s fingerprint [154]. It guarantees that the smallest N
items come equally from any items in the original string. This hashing is performed in
Preprocessing operation in my prototypes.

The complexity of sampling using the min(w,N) selection function is O(n log |w|), or O(n)
where n is the size of the input, |w| is the size of the window, The factor O(log |w|) comes
from maintaining the smallest N items within the window w.

Sampling rate α ∈ [ N|w| , 1] approximates N
|w| for random inputs, where |w| is the size of the

sliding window, and N is the number of items selected within the sliding window. For
arbitrary inputs, the actual sampling rate depends on the characteristics of the input space
and the selection function used. The sampling rate in my evaluations on common Internet
traffic is around 1.2 N

|w| .

Sufficient number of items need to be sampled from sequences in order to warrant an accurate
detection. My empirical result in Section 6.5.2 shows that with 0.25 sampling rate my
alignment method can detect as short as 32-byte-long sensitive data segments.

6.4 Alignment Algorithm

In this section, I describe the requirements for a sample-based alignment algorithm and
present my solution.

6.4.1 Requirements and Overview

I design a specialized alignment algorithm that runs on compact sampled sequences La and
Lb to infer the similarity between the original sensitive data sequence Sa and the original
content sequence Sb. It needs to satisfy the requirement of sampling oblivion, i.e., the
result of a sampling-oblivious alignment on sampled sequences La and Lb should be consistent
with the alignment result on the original Sa and Sb.
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Conventional alignment may underestimate the similarity between two substrings of the
sampled lists, causing misalignment. Regular local alignment without the sampling oblivion
property may give inaccurate alignment on sampled sequences as illustrated in Example 2.

Example 2. Sampling-oblivious alignment vs. regular local alignment

Original lists:
5627983857432546397824366
5627983966432546395

Sampled sequences need to be aligned as:
--2---3-5---2---3-7-2-3--
--2---3-6---2---3--

However, regular local alignment may give:
23523723

23623

Because values of unselected items are unknown to the alignment, the decision of match or
mismatch cannot be made solely on them during the alignment. I observe that leaked data
region is usually consecutive, e.g., spans at least dozens of bytes. Thus, my algorithm achieves
sampling oblivion by inferring the similarity between null regions (consecutive sampled-out
elements) and counts that similarity in the overall comparison outcomes between the two
sampled sequences. The inference is based on the comparison outcomes between items
surrounding null regions and sizes of null regions. For example, given two sampled sequences
a–b and A–B, if a == A and b == B, then the two values in the positions of the null regions
are likely to match as well. In case of mismatch surrounding the null region, penalty is
applied. My experimental results confirm that this inference mechanism is effective.

I develop my alignment algorithm using dynamic programming. A string alignment prob-
lem is divided into three prefix alignment subproblems: the current two items (from two
sequences) are aligned with each other, or one of them is aligned with a gap. In my algo-
rithm, not only the sampled items are compared, but also comparison outcomes between
null regions are inferred based on their non-null neighboring values and their sizes/lengths.
The comparison results include match, mismatch and gap, and they are rewarded (match)
or penalized (mismatch or gap) differently for sampled items or null regions according to a
weight function fw().

My alignment runs on sampled out elements. I introduce i) extra fields of scoring matrix
cells in dynamic programming, ii) extra steps in recurrence relation for bookkeeping the null
region information, and iii) a complex weight function estimating similarities between null
regions.

Security Advantages of Alignment. There are three major advantages of my alignment-
based method for detecting data leaks: order-aware comparison, high tolerance to pattern
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variations, and the capability of partial leak detection. All features contribute to high
detection accuracy.

• Order-aware comparison. Existing data leak filtering methods based on set intersection
are orderless. An orderless comparison brings undesirable false alarms due to coinci-
dental matches, as explained in Section 6.2. In comparison, alignment is order-aware,
which significantly reduces the number of false positives.

• High tolerance to pattern variations. The optimal alignment between the sensitive
data sequence and content sequence ensures high accuracy for data leak detection.
The alignment-based detection tolerates pattern variations in the comparison, thus can
handle transformed data leaks. The types of data transformation in my model include
localized and pervasive modifications such as insertion, deletion, and substitution, but
exclude strong encryption.

• Capability of detecting partial leaks. Partial data leak is an extreme case of truncation
in transformation. In set-intersection methods, the size of sensitive data and that of
the inspected content are usually used to diminish the score of coincidental matches,
which incurs false negatives when only partial sensitive data is leaked. Local alignment
searches for similar substrings in two sequences, thus it can detect a partial data leak.

6.4.2 Recurrence Relation

I present the recurrence relation of my dynamic program alignment algorithm in Algorithm 2.
For the i-th item Li in a sampled sequence L (the compact form), the field Li.value denotes
the value of the item and a new field Li.span denotes the size of null region between that
item and the preceding non-null item. My local alignment algorithm takes in two sampled
sequences La and Lb, computes a non-negative score matrix H of size |La|-by-|Lb|, and
returns the maximum alignment score with respect to a weight function. Each cell H(i, j)
has a score field H(i, j).score and two extra fields recording sizes of neighboring null regions,
namely nullrow and nullcol.

The intermediate solutions are stored in matrix H. For each subproblem, three previous
subproblems are investigated: i) aligning the current elements without a gap, which leads
to a match or mismatch, ii) aligning the current element in La with a gap, and iii) aligning
the current element in Lb with a gap. A cell candidate h is generated for each situation;
its score h.score is computed via the weight function fw (lines 1 to 3 in Algorithm 2). The
other two fields, nullrow and nullcol, are updated for each candidate cell (lines 4 to 9). This
update may utilize the null region value stored in the span field of an item. All three cell
candidates hup, hleft, and hdia are prepared. The cell candidate having the highest score is
chosen as H(i, j), and the score is stored in H(i, j).score.
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Algorithm 2 Recurrence relation in dynamic programming.
Require: A weight function fw, visited cells in H matrix that are adjacent to H(i, j): H(i− 1, j−

1),H(i, j − 1), and H(i− 1, j), and the i-th and j-th items Lai ,Lbj in two sampled sequences La

and Lb, respectively.
Ensure: H(i, j)
1: hup.score← fw(Lai , -, H(i− 1, j))
2: hleft.score← fw(-,Lbj ,H(i, j − 1))

3: hdia.score← fw(Lai ,Lbj ,H(i− 1, j − 1))
4: hup.nullrow ← 0
5: hup.nullcol ← 0
6: hleft.nullrow ← 0
7: hleft.nullcol ← 0

8: hdia.nullrow ←


0, if Lai = Lbj
H(i− 1, j).nullrow

+ Lai .span+ 1, else

9: hdia.nullcol ←


0, if Lai = Lbj
H(i, j − 1).nullcol

+ Lbj .span+ 1, else

10: H(i, j)← arg max
h.score


hup

hleft

hdia

11: H(i, j).score← max

{
0
H(i, j).score

6.4.3 Weight Function

A weight function computes the score for a specific alignment configuration. My weight
function fw() takes three inputs: the two items being aligned (e.g., La

i from sensitive data
sequence and Lb

j from content sequence) and a reference cell c (one of the three visited
adjacent cells H(i − 1, j − 1), H(i, j − 1), or H(i − 1, j)). It then outputs a score of an
alignment configuration. One of La

i and Lb
j may be a gap (−) in the alignment. The

computation is based on the penalty given to mismatch and gap conditions and reward
given to match conditions. My weight function differs from the one in Smith-Waterman
algorithm [174] in its ability to infer comparison outcomes for null regions. This inference is
done efficiently accordingly to the values of their adjacent non-null neighboring items. The
inference may trace back to multiple preceding non-null items up to a constant factor.

In my fw(), r is the reward for a single unit match, m is the penalty for a mismatch, and g
is the penalty for a single unit aligned with a gap. As presented in Section 6.4.2, the field
value is the value of a sampled item (e.g., x.value or y.value in fw() below), and the field
span stores the length of the null region preceding the item. For the input cell c, the fields nr

(short for nullrow) and nc (short for nullcol) record the size of the accumulated null regions
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Figure 6.1: Illustration of the notation used in the weight function fw(), the match case (i.
e., x.value = y.value) in the alignment view (a) and matrix view (b). The milestone cell in
(b) is for inference due to sampling.

in terms of row and column from the nearest milestone cell (explained next in my traceback
strategy) to the current cell. diff(m,n) = |m − n|. Values p, q, l, k, and j serve as weight
coefficients in my penalty and reward mechanisms. I detail my weight function fw() below
and illustrate the lengths l, k and j for the match case in Figure 6.1.

1. (Gap) hup

fw(x,−, c) = c.score+m× p+ g × q

where
p = min(c.nr + x.span+ 1, c.nc)

q = diff(c.nr + x.span+ 1, c.nc)

2. (Gap) hleft

fw(−, y, c) = c.score+m× p+ g × q

where
p = min(c.nr, c.nc + y.span+ 1)

q = diff(c.nr, c.nc + y.span+ 1)

3. (Mismatch) hdia|x.value ̸= y.value

fw(x, y, c) = cell.score
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4. (Match) hdia|x.value = y.value

fw(x, y, c) = cell.score

+ r × l

+m× k

+ g × j

where
l = min(x.span, y.span) + 1,

k = min(c.nr, c.nc)− l,

j = diff(c.nr, c.nc) + diff(x.span, y.span) + l

Traceback in my weight function is for inferring matching outcomes based on preceding null
regions, including the adjacent one. My traceback operation is efficient. It extends to a
constant number of preceding null regions. To achieve this property, I define a special type
of cells (referred to as milestone cells) in matrix H with zero nullrow and nullcol fields. These
milestone cells mark the boundary for the traceback inference; the subproblems (upper left
cells) of a milestone cell are not visited. A milestone cell is introduced in either match or
gap cases in fw.

6.4.4 Algorithm Analysis

The complexity of my alignment algorithm is O(|La||Lb|), where |La| and |Lb| are lengths
of compact representations of the two sampled sequences. The alignment complexity for a
single piece of sensitive data of size l is the same as that of a set of shorter pieces with a
total size l, as the total amounts of matrix cells to compute are the same.

In a real-world deployment, the overall sensitive data sequence Sa is usually close to a fixed
length, and more attention is commonly paid to the length of the content sequence Sb. In
this case, the complexity of my alignment is O(|Lb|) where Lb is the sampled list of Sb. I
experimentally evaluate the throughput of my prototype in Section 6.6, which confirms the
O(|Lb|) complexity in the analysis.

The correctness of my alignment is ensured by dynamic programming and the recurrence
relation among the subproblems of string alignment. The preciseness of similarity inference
between sampled-out elements is achieved by my specifically designed weight function. Em-
pirical results show that the alignment of sampled sequences La and Lb is very close to the
alignment of original sequences Sa and Sb, confirming the sampling oblivion property.

My alignment of two sampled sequences achieves a speedup in the order of O(α2), where
α ∈ (0, 1) is the sampling rate. There is a constant damping factor due to the overhead
introduced by sampling. The expected value is 0.33 because of the extra two fields, besides
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Table 6.2: Datasets in accuracy & scalability experiments

Dataset Size Details

A. Enron [30] 2.6 GB 517,424 email (with full headers and bodies) of 150 users
B. Source-code 3.8 MB 288 source files in projects tar, net-tools, gzip, procps,

and rsync

C. HTTP requests 12 MB HTTP requests of 20 users (30-minute Internet activities
recorded for each user)

D. MiscNet 500MB Miscellaneous web traffic containing text and multimedia
content

the score field, to maintain for each cell in H. I experimentally verify the damping factor in
my evaluation.

Permutation-based data transformation (e.g., position swaps) affects the alignment precision
and reduces the overall detection accuracy.

6.5 Evaluation on Detection Accuracy

I extensively evaluate the accuracy of my solution with several types of datasets under a
multitude of real-world data leak scenarios. My experiments in this section aim to answer
the following questions.

1. Can my method detect leaks with pervasive modifications, e.g., character substitution
throughout a sensitive document?

2. Can my method detect localized modifications, especially partial data leaks?

3. How specific is my detection, that is, the evaluation of false positives?

4. How does my method compare to the state-of-the-art collection intersection method
in terms of detection accuracy?

6.5.1 Implementation and Experiment Setup

I implement a single-threaded prototype (referred to as AlignDLD system) and a collection
intersection method (referred to as Coll-Inter system), which is a baseline. Both systems are
written in C++, compiled using g++ 4.7.1 with flag -O3. I also provide two parallel versions
of my prototype in Section 6.6 for performance demonstration.
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Table 6.3: Semantics of true/false positives/negatives.

True Leak No Leak

Leak detected TP FP
No leak detected FN TN

• AlignDLD: my sample-and-align data leak detection method with sampling parameters
N = 10 and |w| = 100. 3-grams and 32-bit Rabin’s fingerprints2 are used.

• Coll-Inter: a data leak detection system based on collection intersection3, which is
widely adopted by commercial tools such as GlobalVelocity [75] and GoCloudDLP [76].
8-grams and 64-bit Rabin’s fingerprints are used, which is standard with collection
intersection.

I use four datasets (Table 6.2) in my experiments. A. Enron and B. Source-code are used
either as the sensitive data or the content to be inspected. C. Outbound HTTP requests and
D. MiscNet are used as the content. Detailed usages of these datasets are specified in each
experiment.

I report the detection rate in Equation (6.1) with respect to a certain threshold for both
AlignDLD and Coll-Inter systems. The detection rate gives the percentage of leak incidents
that are successfully detected. I also compute standard false positive rate defined in Equa-
tion (6.2). I detail the semantic meaning for primary cases, true positive (TP), false positive
(FP), true negative (TN), and false negative (FN), in Table 6.3.

Detection rate (Recall) =
TP

TP + FN
(6.1)

False positive rate =
FP

FP + TP
(6.2)

I define the sensitivity S ∈ [0, 1] of a content sequence in Equation (6.3). It indicates the
similarity of sensitive data D and content CD′ with respect to their sequences Sa and Sb after
Preprocess. ξ is the maximum score in the alignment, i.e., the maximum score calculated
in the scoring matrix of my dynamic programming alignment. r is the reward for one-unit
match in the alignment (details in Section 6.4.3).

S =
ξ

r ×min (|Sa|, |Sb|)
(6.3)

2Rabin’s fingerprint is used for unbiased sampling discussed in Section 6.3.2.
3Set and collection intersections are used interchangeably.
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I reproduce four leaking scenarios in a virtual network environment using VirtualBox. I
build a virtual network and deploy the detection systems at the gateway of the virtual
network. The detection systems intercept the outbound network traffic, perform deep packet
inspection, and extract the content at the highest known network layer4. Then the detection
systems compare the content with predefined sensitive data to search for any leak.

1. Web leak: a user publishes sensitive data on the Internet via typical publishing services,
e.g., WordPress,

2. FTP: a user transfers unencrypted sensitive files to an FTP server on the Internet,

3. Backdoor: a malicious program, i.e., Glacier, on the user’s machine exfiltrates sensi-
tive data,

4. Spyware: a Firefox extension FFsniFF [200] exfiltrates sensitive information via web
forms.

It is not a challenge to detect intact data leaks. My AlignDLD system successfully detects
intact leaks in all these leaking scenarios with a small sampling rate between 5% and 20%.
In the following subsections, I analyze the detection accuracy to answer the questions at the
beginning of this section.

6.5.2 Detecting Modified Leaks

I evaluate three types of modifications: i) real-world pervasive substitution by WordPress,
ii) random pervasive substitution, and iii) truncated data (localized modifications).

Pervasive Substitution

I test AlignDLD and Coll-Inter on content extracted from three kinds of network traffic.

1. Content without any leak, i.e., the content does not contain any sensitive data.

2. Content with unmodified leak, i.e., sensitive data appearing in the content is not mod-
ified.

3. Content with modified leaks caused by WordPress, which substitutes every space with
a “+” in the content.

4The content is obtained at the TCP layer when unknown protocols are used at higher network layers.



Xiaokui Shu Chapter 6. Transformed Data Leak Detection 100

0

0.2

0.4

0.6

0.8

1

0.00 0.20 0.40 0.60 0.80 1.00

N
o

rm
al

iz
e

d
 F

re
q

u
e

n
cy

 

Sensitivity 

Coll-Inter [leak w/o modification]

Coll-Inter [leak w/  WordPress]

Coll-Inter [content w/o leak]

(a) AlignDLD (our method) 

(b) Collection Intersection (Coll-Inter, baseline) 

Best Threshold 

0.2 

Recall 
Leak w/ WordPress 

100% 

False Positive 
Content w/o leak 

0.8% 

Best Threshold 

0.14 

Recall 
Leak w/ WordPress 

63.8% 

False Positive 
Content w/o leak 

8.9% 

0

0.2

0.4

0.6

0.8

1

0.00 0.20 0.40 0.60 0.80 1.00

N
o

rm
al

iz
e

d
 F

re
q

u
e

n
cy

 

Sensitivity 

AlignDLD [leak w/o modification]
AlignDLD [leak w/  WordPress]
AlignDLD [content w/o leak]

Figure 6.2: Detection comparison of AlignDLD and collection intersection, leak through
WordPress in AlignDLD (a) and collection intersection (b). In each subfigure, each of the
3 curves shows the distribution of sensitivity values under one of 3 scenarios: leak with-
out transformation, leak with WordPress transformation, or content without leak. With
a threshold of 0.2, AlignDLD detects all the leaks. In comparison, collection intersection
performs worse as shown in the table on the right.

The sensitive dataset in this experiment is English text, 50 randomly chosen email messages
from the Enron dataset5. The content without leak consists of other 950 randomly chosen
Enron email messages. I compute the sensitivities of the content according to Equation (6.3).

I evaluate and compare my AlignDLD method with the Coll-Inter method. The distributions
of sensitivity values in all 6 experiments are shown in Figure 6.2. The table to the right of each
figure summarizes the detection accuracy under a chosen threshold. The dotted lines in both
Figure 6.2 (a) and (b) (on the left) represent the content without leak. Low sensitivities are
observed in them by both systems as expected. The dashed lines (on the right) represent the
content with unmodified leak. High sensitivities are reported by both systems as expected.

The solid lines in Figure 6.2 represent the detection results of leaks with WordPress modifi-
5Headers are included.
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Figure 6.3: Sensitivity values of the content under various transformation ratios. A. Enron
dataset. Transformation ratio (X-axis) denotes the fraction of leaked sensitive data that is
randomized.

cations. My AlignDLD method (in Figure 6.2 (a)) gives much higher sensitivity scores to the
transformed data leak than the Coll-Inter method. AlignDLD detects all transformed
email leaks with a threshold of 0.2, i.e., it achieves 100% recall. The false positive rate
is low. In contrast, Coll-Inter in Figure 6.2 (b) results in a significant overlap of sensitivity
values between messages with no leak and messages with transformed leaks. Its accuracy is
much lower than that of AlignDLD, e.g., 63.8% recall and a 10 times higher false positive
rate. Further analysis of false positives caused by coincidental matches (dotted lines on the
left) is given in Section 6.5.3.

Random and Pervasive Substitution

The sensitive data in this experiment is the same as above, i.e., randomly chosen 50 Enron
emails (including headers). For the content sequences, I randomize one byte out of every m
bytes, where m ∈ {8, 12, 16}. The smaller m is, the harder the detection is, as the similarity
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Figure 6.4: The detection success rate of AlignDLD in partial data leaks. Detection under
various detection thresholds. Each content sequence contains a consecutive portion of a 1KB
sensitive text, ranging from 32 bytes to 1KB. AlignDLD achieves 100% detection rates when
the threshold is equal or smaller than 0.6.

between the content and sensitive data becomes lower. The detection results with respect
to various thresholds are shown in Figure 6.3.

The recall values decrease as the substitution frequency increases for both the alignment
and collection intersection methods as expected. My alignment method degrades more
gracefully under the pervasive substitution scenario. For example, under threshold
0.3, the detection rate is over 80% even when one out of every 8 bytes is substituted. The
collection intersection cannot detect the leak (0% detection rate) in the same scenario.

Data Truncation

In data truncation or partial data leak scenarios, consecutive portions of the sensitive data
are leaked. In this experiment, a content sequence contains a portion of sensitive text. The
total length of the sensitive text is 1KB. The size of the leaked portion appearing in the
content sequence ranges from 32 bytes to 1KB. Each content sequence is 1KB long with
random padding if needed.

I measure the unit sensitivity S̃ ∈ [0, 1] on segments of content sequences. Unit sensitivity S̃
is the normalized per-element sensitivity value for the aligned portion of two sequences. It is
defined in Equation (6.4), where ξ̃ is the maximum local alignment score obtained between
aligned segments S̃a and S̃b, which are sequence segments of sensitive data D and content
CD′ . The higher S̃ is, the better the detection is. Threshold l is a predefined length describing
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Table 6.4: Sampling rates of AlianDLD. A.Enron and B.source-code data sets. |w| = 100

N 2 3 5 10 20 40

Enron 2.83% 4.14% 6.67% 12.32% 22.78% 43.1%
S.Code 2.81% 4.01% 6.30% 11.81% 22.33% 43.04%

the shortest segment to invoke the measure. l = 16 in my experiments.

S̃ =
ξ̃

r ×min (|S̃a|, |S̃b|)
where min (|S̃a|, |S̃b|) ≥ l (6.4)

The detection results are shown in Figure 6.4, where X-axis shows the threshold of sensitivity,
and Y-axis shows the recall rates of AlignDLD. Content with longer sensitive text is easier to
detection as expected. Nevertheless, my method detects content with short truncated
leaks as small as 32 bytes with high accuracy. The detection rate decreases with
higher thresholds. I observe that high thresholds (e.g., higher than 0.6) are not necessary for
detection when 8-byte shingles are used; false positives caused by coincidental matches are
low in this setup. These experiments show that my detection is resilient to data truncation.

6.5.3 Low False Positive Rate

The purpose of this experiment is to evaluate how specific my alignment-based data leak
detection is, i.e., reporting leaks and only leaks. I compute and compare the amount of
coincidental matches (defined in Section 6.2) found by my method and the collection in-
tersection method. I conduct two sets of experiments using A. Enron and B. Source-code
datasets. In A. Enron, I use 50 random email messages (including headers) as the sensitive
data and other 950 messages as the content. In B. Source-code, I use 5 random files as the
sensitive data and other 283 files as the content. None of the contents contain any inten-
tional leaks. Sensitivity scores are computed for each email message and source code file.
Small amounts of coincidental matches are expected in these two datasets, because of shared
message structures and C/C++ code structures.

I test the impact of sampling in this experiment. I chose screen size N = 2, 3, 5, 10, 20, 40 and
window size |w| = 100. The sampling rates (Table 6.4) on the two datasets are similar when
rounded to percentages. This is because Rabin’s fingerprint maps any n-gram uniformly to
the item space before sampling.

I measure the signal-to-noise ratios (SNRdB) between sensitive scores of real leaks and sensi-
tive scores of non-leak traffic. I calculate SNRdB as in Equation 6.5, where the signal value is
the averaged sensitivity score of traffic containing leaks, and the noise value is the averaged
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Figure 6.5: Capability of differentiating real leak from coincidental matches, experiments for
AlignDLD with different sampling rates and Coll-Inter.

sensitivity score of regular traffic with no leaks.

SNRdB = 10 log10
Signal
Noise

(6.5)

The results in Figure 6.5 show that the sensitivities are equal or less than 0.1 for almost
all detection using my AlignDLD system. With a reasonable threshold (e.g., 0.2), none of
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these coincidental matches triggers a false alarm. The detection capability of my approach
is generally stable with respect to different sampling rates. I observe that sampling rates
have a noticeable but insignificant impact on the results. SNRdB slightly increases when the
sampling rate is small, e.g., 3%.

My previous experiments in Section 6.5.2 show that thresholds ≥ 0.2 give a strong separa-
tion between true leaks and coincidental matches. Thus, the evidence shows that my method
achieves high recall with zero or low false positive rate. In comparison, the collection inter-
section method reports higher sensitivity scores for the content without any leak, e.g., 62%
for Enron emails. High sensitivity scores in coincidental matches lead to a high false positive
rate for the collection intersection method as illustrated in Figure 6.2.

Summary. The experimental results provide strong evidences supporting that my method is
resilience against various types of modifications evaluated. My alignment algorithm provides
a high specificity (i.e., low number of coincidental matches), compared to the collection
intersection method. My approach is capable of detecting leaks of various sizes, ranging
from tens of bytes to megabytes.

6.6 Parallelization and Evaluation

In order to achieve high analysis throughput, I parallelize my algorithms on CPU as well as
on general-purpose GPU platforms. In this section, I aim to answer the following questions:

1. How well does my detection scale? (Sections 6.6.2 and 6.6.3)

2. What is the speedup of sampling? (Section 6.6.4)

6.6.1 Parallel Detection Realization

I implement two parallel versions of my prototype on a hybrid CPU-GPU machine equipped
with an Intel Core i5 2400 (Sandy-Bridge micro-architecture) and an NVIDIA Tesla C2050
GPU (Fermi architecture with 448 GPU cores):

1. a multithreading AlignDLD program on CPU 6,

2. a parallel AlignDLD program on GPU 7.
6The multithreaded CPU version is written in C, compiled using gcc 4.4.5 with flag -O2.
7The GPU version is written in CUDA compiled using CUDA 4.2 with flag -O2 -arch sm 20 and NVIDIA

driver v295.41.
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Smith-Waterman alignment was parallelized in OpenGL [129] and CUDA [133]. My parallel
alignment algorithms differ from the existing ones, as I address several implementation issues
in parallel computing due to my complex weight function.

In the multithreading CPU version, I parallelize both the Sampling and Alignment pro-
cedures with the pthread library. I parallelize the Sampling operation by loading different
strings onto different threads. Long streams are split into multiple substrings. Substrings
are sampled in parallel by different threads and then assembled for output. Alignment is
the most time-consuming procedure and is made parallel on both CPU and GPU.

I use a parallelized score matrix filling method to compute a diagonal of cells at the same
time. My parallel matrix filling strategy is illustrated in Figure 6.6. The scoring matrix is
filled from the top left corner to the bottom right corner. At any stage of the process, cells
on the concurrent diagonal (dashed lines in Figure 6.6) can be computed simultaneously.
My strategy is a variant of the standard Smith-Waterman parallelism [130]. Dependent cells
in my algorithm include traditional three adjacent cells as well as all previous cells on the
diagonal that is orthogonal to the concurrent diagonal.

The alignment between a sampled sensitive data sequence and a sampled content sequence
is assigned to a block of threads on the GPU, and every thread in the block is responsible
for an element on the moving diagonal. This method consumes linear space and is efficient.
It allows us to fully utilize the memory bandwidth, putting reusable data into fast but small
(32KB in my case) shared memory on GPU.
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Figure 6.7: High scalability of parallel sampling and alignment algorithms.

6.6.2 Scalability

In this experiment, I parallelize Sampling and Alignment in AlignDLD through various
numbers of threads. The times of speedup in analyzing A. Enron dataset are reported in
Figure 6.7. The results show the close-to-ideal scalability for Sampling when parallelized
onto an increasing number of threads. My unoptimized multithreaded CPU Alignment
scales up less well in comparison, which I attribute to poor memory cache utilization. The
score matrices are too large to fit into the cache for some alignments. The interaction between
threads may evict reusable data from the cache. These operations in turn may cause cache
misses. An optimized program should possess better data locality to minimize cache misses,
and the optimization can be achieved in real-world detection products.

6.6.3 GPU Acceleration

I evaluate the performance of the most time-consuming Alignment procedure on a GPU
with 448 cores grouped in 14 stream multiprocessors and a quad-core CPU. Times of speedup
in detecting sensitive data of types txt, png, or pdf8 against A. Enron or D. MiscNet traffic,
respectively, are shown in Figure 6.8. The result shows that the GPU-accelerated Align-
ment achieves over 40 times of speedup over the CPU version on large content datasets (for
both A. Enron and D. MiscNet). GPU speedup with A. Enron data is nearly 50 times of
the CPU version.

Due to the limited bandwidth between CPU and GPU, data transfer is the bottleneck of
my GPU implementation and dominates the execution time. A common strategy to solve

843KB txt data, 21KB png data, and 633KB pdf data.
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Figure 6.8: Speedup of multithreading alignment and GPU-accelerated alignment, compared
with the single thread version on different combinations of sensitive data and traffic data.

Table 6.5: Throughput (in Mbps) of the Alignment operation on GPU.

Sensitive data size (KB) 250 500 1000 2500

Sampling rate
0.03 426 218 110 44
0.12 23 11 5 2

the issue is to overlap data transfer and kernel execution or to batch the GPU input [99].
Another possible approach from the hardware perspective is to use a CPU-GPU integrated
platform, such as AMD APU or Intel MIC, which benefits from the shared memory between
CPU and GPU [121].

I report the throughput of Alignment in my GPU implementation under various param-
eters. Other procedures – that are faster than alignment – can be carried out in parallel
with Alignment in real-world deployment. I randomly generate sensitive data pieces, 500
bytes for each, and run the detection against 500MB misc network traffic (D. MiscNet). The
results in Table 6.5 show that I can achieve over 400Mbps throughput on a single GPU. This
throughput is comparable to that of a moderate commercial firewall. More optimizations on
data locality and memory usage can be performed in real-world detection products.
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Figure 6.9: Alignment speedup through sampling.

6.6.4 Sampling Speedup

I measure the performance gain brought by sampling and compare the empirical results with
the theoretical expectation. Measurements are performed on A. Enron, C. HTTP, and D.
MiscNet datasets. Figure 6.9 shows the speedup of Alignment through different sampling
rates α (0.5, 0.25, 0.125, . . . ). − log2 α is shown on the X-axis. The well fitted lines (R2 at
0.9988, 0.9977 and 0.9987) from the results have slope coefficients between 1.90 and 2.00,
which confirms the α2 speedup by my sampling design. I calculate the damping factor 0.33
from intercept coefficients of fitted lines.



Chapter 7

Conclusions and Future Work

In this dissertation, I presented theories and defense mechanisms to understand and advance
program anomaly detection and network-based data leak detection – two important defense
paradigms against sophisticated attack vectors and modern cyber threats. Program anomaly
detection discovers program attacks without the knowledge of attack signatures. Network-
based data leak detection seeks sensitive data in insecure or inappropriate transmitting
channels for potential leaks.

My theoretical work presented in Chapter 3 provided a general framework for systematically
analyzing i) the detection capability of any model, ii) the evolution of existing solutions, iii)
the theoretical accuracy limit, and iv) the possible future paths toward the limit. It filled a
gap in the literature to unify deterministic and probabilistic models with my formal definition
of program anomaly detection. According to my unified framework, most existing detection
approaches belong to the regular and the context-free language levels. More accurate context-
sensitive language models can be explored with pragmatic constraints in the future. My
framework has the potential to serve as a roadmap and help researchers approach the ultimate
program defense without attack signature specification.

My event correlation analysis approach presented in Chapter 4 is a two-stage anomaly detec-
tion method that unearths attacks from extreme long program traces. The significance of this
work is its capability to discover subtle program inconsistencies efficiently. This work vali-
dated my systematization of program anomaly detection and advanced the state-of-the-art
program anomaly detection by demonstrating the effectiveness of large-scale program be-
havioral modeling and enforcement against runtime anomalies that are buried in extremely
long execution paths.

I proposed fuzzy fingerprint, a privacy-preserving data-leak detection model, in Chapter 5.
Using special digests, the exposure of the sensitive data is kept to a minimum during the
detection. I realized a prototype based on my approach and conducted extensive experiments
to validate the accuracy, privacy, and efficiency of our solutions. The application of the

110
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privacy-preserving approach is described in the cloud computing environments, where the
cloud provider naturally serves as the DLD provider.

I presented a content inspection technique for detecting leaks of sensitive information in
chapter 6. My detection approach is based on aligning two sampled sequences for similarity
comparison. The technical enabler is a new comparable sampling technique. It preserves
local features of inputs and thus supports the similarity comparison between two sampled
sequences. This unique property allows the local alignment of shorter sampled sequences to
efficiently compute their similarity and detect leaks. The experimental results suggested that
the alignment method is useful for detecting multiple common data leak scenarios where the
leaked data is transformed. The parallel CPU and GPU versions of my prototype provided
substantial speedup and indicate high scalability of my design.

For future work, I plan to further advance practical solutions for both program anomaly
detection and data leak detection. With the help of the latest hardware, e.g., Intel Processor
Tracing, it is possible to achieve practical user-space monitoring with less than 5% over-
head. The combination of fast tracing and my event correlation analysis method will enable
the development of accurate real-time incidence response systems that can autonomously
recognize and interrupt ongoing attacks. Host-based data tracking and network-based data
leak detection methods are complimentary, and I plan to leverage the characterization of
sensitive data in host-based methods to assist my network-based solutions detect rapidly
changing sensitive data such as source code.
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