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Resource Allocation with Carrier Aggregation
for Spectrum Sharing in Cellular Networks

Haya Shajaiah

(ABSTRACT)

Recently, there has been a massive growth in the number of mobile users and their traffic.
The data traffic volume almost doubles every year. Mobile users are currently running mul-
tiple applications that require higher bandwidth which makes users so limited to the service
providers’ resources. Increasing the utilization of the existing spectrum can significantly
improve network capacity, data rates and user experience. Spectrum sharing enables wire-
less systems to harvest under-utilized swathes of spectrum, which would vastly increase the
efficiency of spectrum usage. Making more spectrum available can provide significant gain
in mobile broadband capacity only if those resources can be aggregated efficiently with the
existing commercial mobile system resources. Carrier aggregation (CA) is one of the most
distinct features of 4G systems including Long Term Evolution Advanced (LTE-Advanced).
In this dissertation, a resource allocation with carrier aggregation framework is proposed to
allocate multiple carriers resources optimally among users with elastic and inelastic traffic
in cellular networks. We use utility proportional fairness allocation policy, where the fair-
ness among users is in utility percentage of the application running on the user equipment
(UE). A resource allocation (RA) with CA is proposed to allocate single or multiple carriers
resources optimally among users subscribing for mobile services. Each user is guaranteed a
minimum quality of service (QoS) that varies based on the user’s application type. In addi-
tion, a resource allocation with user discrimination framework is proposed to allocate single
or multiple carriers resources among users running multiple applications. Furthermore, an
application-aware resource block (RB) scheduling with CA is proposed to assign RBs of
multiple component carriers to users’ applications based on a utility proportional fairness
scheduling policy.

We believe that secure spectrum auctions can revolutionize the spectrum utilization of cel-
lular networks and satisfy the ever increasing demand for resources. Therefore, a framework
for multi-tier dynamic spectrum sharing system is proposed to provide an efficient sharing
of spectrum with commercial wireless system providers (WSPs) with an emphasis on federal
spectrum sharing. The proposed spectrum sharing system (SSS) provides an efficient usage
of spectrum resources, manages intra-WSP and inter-WSP interference and provides essen-
tial level of security, privacy, and obfuscation to enable the most efficient and reliable usage
of the shared spectrum. It features an intermediate spectrum auctioneer responsible for
allocating resources to commercial WSPs’ base stations (BS)s by running secure spectrum
auctions. In order to insure truthfulness in the proposed spectrum auction, an optimal bid-
ding mechanism is proposed to enable BSs (bidders) to determine their true bidding values.
We also present a resource allocation based on CA approach to determine the BS’s optimal
aggregated rate allocated to each UE from both the BS’s permanent resources and winning
auctioned spectrum resources.
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GENERAL AUDIENCE ABSTRACT

In recent years, the number of mobile users and their traffic volume have increased rapidly.
The data traffic volume almost doubles every year. Mobile users are currently running mul-
tiple applications that require higher bandwidth which makes users so limited to the service
providers’ resources. The volume of data traffic is expected to continue growing up and
reaches 1000 times its value in 2010 by 2020 which is referred to as 1000x data challenge.
With the increasing volume of data traffic, more spectrum is required. Federal agencies
are now willing to share their spectrum with commercial users due to the high demand for
spectrum by commercial operators. Making more spectrum available can provide signifi-
cant gain in mobile broadband capacity only if those resources can be aggregated efficiently
with the existing commercial mobile system resources. In this dissertation, we introduced
new resource allocation methods for future wireless systems that takes into consideration
aggregating multiple wireless providers’ resources and showed the efficiency of the proposed
methods compared to other existing methods in improving mobile users’ quality of experi-
ence.
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Chapter 1

Introduction

In recent years, the number of mobile subscribers and their traffic have increased rapidly.

Mobile subscribers are currently running multiple applications, simultaneously, on their

smart phones that require a higher bandwidth and make users so limited to the carrier

resources. Multiple services are now offered by network providers such as mobile-TV and

multimedia telephony [3]. According to the Cisco Visual Networking Index (VNI) [4], the

volume of data traffic is expected to continue growing up and reaches 1000 times its value

in 2010 by 2020 which is referred to as 1000x data challenge. With the increasing volume

of data traffic, more spectrum is required [5]. However, due to spectrum scarcity and frag-

mentation, it is difficult to provide the required resources with a single frequency band.

Therefore, aggregating frequency bands, that belong to different carriers, is needed to utilize

the radio resources across multiple carriers and expand the effective bandwidth delivered to

user terminals, leading to interband non-contiguous carrier aggregation [6].

1
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1.1 Motivation and Background

Carrier aggregation is one of the most distinct features of 4G systems including LTE-

Advanced. Given the fact that LTE requires wide carrier bandwidths to utilize such as 10

and 20 MHz, CA needs to be taken into consideration when designing the system to overcome

the spectrum scarcity challenges. With the CA being defined in [7], two or more component

carriers (CCs) of the same or different bandwidths can be aggregated to achieve wider trans-

mission bandwidths between the evolve node B (eNodeB) and the UE. This feature allows

LTE-Advanced to meet the International Mobile Telecommunications (IMT) requirements

for the fourth-generation standards defined by the International Telecommunications Union

(ITU) [8]. An overview of CA framework and cases is presented in [5]. Many operators are

willing to add the CA feature to their plans across a mixture of macro cells and small cells.

This will provide capacity and performance benefits in areas where small cell coverage is

available while enabling network operators to provide robust mobility management on their

macro cell networks.

The non-contiguous carrier aggregation task is a challenging. The challenges are both in

hardware implementation and joint optimal resource allocation. Hardware implementation

challenges are in the need for multiple oscillators, multiple RF chains, more powerful signal

processing, and longer battery life [9].

Increasing the utilization of the existing spectrum can significantly improve network ca-

pacity, data rates and user experience. Some spectrum holders such as government users do

not use their entire allocated spectrum in every part of their geographic boundaries most of

the time. Therefore, the National Broadband Plan (NBP) and the findings of the President’s

Council of Advisors on Science and Technology (PCAST) spectrum study have recommended

making the under-utilized federal spectrum available for secondary use [10]. Spectrum shar-

ing enables wireless systems to use the underutilized spectrum efficiently. Making more
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spectrum available can provide significant gain in mobile broadband capacity only if those

resources can be aggregated efficiently with the existing commercial mobile system resources.

As a result of the high demand for spectrum by commercial wireless operators, federal agen-

cies are now willing to share their spectrum with commercial users. This has led to proposals

to share spectrum allocated for federal radar operations with commercial users. The 3550-

3650 MHz band, currently used for military radar operations, is identified for spectrum

sharing between military radars and communication systems, according to the NTIA’s 2010

Fast Track Report [11]. This band is very favorable for commercial cellular systems such

as LTE-Advanced systems. Therefore, innovative methods are required to make spectrum

sharing between radars and cellular systems a reality.

Beside CA capability, next-generation wireless networks need to support diverse QoS re-

quirements of multiple applications since different applications require different application’s

performance. Furthermore, certain types of users may require to be given priority when al-

locating the network resources (i.e. such as public safety users) which needs to be taken into

consideration when designing the resource allocation framework.

The public safety wide area wireless communication system is currently separate from

the commercial cellular networks. Industries are willing to support both communities by

providing a common technology. Release 12 of 3GPP LTE standards has enhanced LTE to

support public safety requirements. Advanced standards such as LTE provide multimedia

capabilities and voice and messages services at multi-megabit per second. The services that

public safety networks provide such as communications for police, fire and ambulance require

systems development to meet the communication needs of emergency services. A common

technical standard for commercial and public safety users provides advantages for both. The

public safety systems market is much smaller than the commercial cellular market which

makes it unable to attract the level of investment that goes in to commercial cellular networks

and this makes a common technical standards for both the best solution. The public safety
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community gains access to the technical advantages provided by the commercial cellular

networks whereas the commercial cellular community gains enhancement in their systems

and make it more attractive to consumers. The USA has reserved spectrum in the 700MHz

band for an LTE based public safety network. The current public safety standards support

medium speed data which drives the need of new technology. An efficient resource allocation

framework is needed for cellular networks that support both of commercial and public safety

communities and takes into consideration that users’ applications should not be treated

evenly for both communities.

1.2 Carrier Aggregation

1.2.1 Motivation for Developing Carrier Aggregation

The idea of using multi-carrier has been driven by the rapid data user growth and the

increasing demand for resources. Operators are facing operational challenges in terms of data

capacity. The carrier aggregation feature has been added to Release 10 of the 3GPP LTE-

Advance standard to allow single users to employ multiple carriers in order to achieve higher

bandwidth [12]. With the increasing number of applications and their required bandwidth,

smart phones are now require large bandwidth allocations which makes them limited to

the network resources. The peak data rates required by IMT-Advanced can be satisfied

LTE-Advanced as it support wider bandwidth by using the carrier aggregation feature.

Carrier aggregation is also needed because of the fact that the current frequency spectrum

is highly segmented [13]. Figure 1.1 [14] shows the current frequency allocation table for

the US and how segmented the spectrum is. Fragmented spectrum can be utilized more

efficiently by aggregating non contiguous carriers.

The overall goal of carrier aggregation is to provide an enhanced QoS for mobile users
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Figure 1.1: US Frequency Spectrum Allocation.

throughout the cell by combining peak capacities available at different frequencies, providing

more consistent QoS to users by utilizing unused capacity available at other frequencies,

improving mobility and enabling interference management.

1.2.2 Deployment Scenarios for Carrier Aggregation

Different deployment scenarios have been considered for the design of LTE-Advanced car-

rier aggregation [2]. Figure 1.2 shows five different deployment scenarios with two component

carriers F1 and F2. The five scenarios are described below.

Scenario 1: Cells with the two carrier frequencies are collocated and overlaid in the same

band. Both frequencies F1 and F2 almost have the same coverage area. Carrier aggregation

enables a higher achievable data rates throughput the cell.

Scenario 2: Cells with the two carriers are collocated and overlaid in different bands. Dif-

ferent carriers have different coverage because higher frequency bands have larger path loss.

Higher frequency bands carriers are used to improve data rates.
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Figure 1.2: Carrier aggregation deployment scenarios with F2 > F1 [2].

Scenario 3: Cells with the two carriers are co-located in different bands. To improve the

throughput of cell edge, the antennas for cells of F2 are directed to the cell boundaries of

F1. Carrier aggregation is applied for areas with overlapping coverage.

Scenario 4: Remote radio heads (RRHs) of carrier F2 are used in hot spots to improve the

throughput and cells of carrier F1 are the macro cells. There are usually different bands for

frequencies F1 and F2. Carrier aggregation is applied for users under the coverage area of

both the RRHs and the macro cells.

Scenario 5: Similar to scenario 2 except that in order to extend one of the frequencies

coverage frequency selective repeaters are deployed.

1.2.3 Types of Carrier Aggregation

Three types of carrier aggregation have been defined in 3GPP in order to meet operators

spectrum scenarios. These types are intra-band contiguous, intra-band non contiguous and

inter-band non contiguous [5] The uplink and downlink can be configured independently.
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Figure 1.3: Types of carrier aggregation in LTE-Advanced.

However, the number of uplink carriers needs not to exceed the number of downlink carriers.

The three types of CA are illustrated in Figure 1.3 and discussed below.

Intra-band continuous: This type refers to the situation where all carriers on the uplink

or the downlink are adjacent in frequency [5]. The hardware implementation of this type of

CA is not complicated since this type of CA can be achieved by a single RF chain. However

this type of CA is unlikely since the current spectrum is highly segmented.

Intra-band non contiguous: In this type of CA, the combined carriers fall within the same

band but are not adjacent in frequency [5]. This type is more realistic since the frequency

bands are highly segmented. The hardware implementation of this type can simply be

achieved through a single RF chain given that carriers are in the same frequency band.

Inter-band non contiguous: In this type of CA, the two carriers are within different

bands [5]. The user hardware implementation for this type is the most complex since a

single RF chain has limitation in terms of a certain band of interest for practical reasons.



Chapter 1. Introduction 8

1.3 Related Work

In this section, we discuss several related research work in the area of radio resource

allocation for spectrum sharing and spectrum auction mechanisms.

1.3.1 Previous Studies in Resource Allocation for Spectrum Shar-

ing

There has been several works in the area of resource allocation optimization to utilize

the scarce radio spectrum efficiently. The authors in [?, 15–17] have used a strictly concave

utility function to represent each user’s elastic traffic and proposed distributed algorithms

at the sources and the links to interpret the congestion control of communication networks.

Their work have only focussed on elastic traffic and did not consider real-time applications

as it have non-concave utility functions as shown in [18]. The authors in [19] and [20] have

argued that the utility function, which represents the user application performance, is the

one that needs to be shared fairly rather than the bandwidth. In this research work, we

consider using resource allocation to achieve a utility proportional fairness that maximizes

the user satisfaction. If a bandwidth proportional fairness is applied through a max-min

bandwidth allocation, users running delay-tolerant applications receive larger utilities than

users running real-time applications as real-time applications require minimum encoding

rates and their utilities are equal to zero if they do not receive their minimum encoding

rates.

The proportional fairness framework of Kelly introduced in [15] does not guarantee a min-

imum QoS for each user application. To overcome this issue, a resource allocation algorithm

that uses utility proportional fairness policy is introduced in [21]. We believe that this ap-

proach is more appropriate as it respects the inelastic behavior of real-time applications. The
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utility proportional fairness approach in [21] gives real-time applications priority over delay

tolerant applications when allocating resources and guarantees that no user is allocated zero

rate. In [21,22] and [23], the authors have presented optimal resource allocation algorithms to

allocate single carrier resources optimally among mobile users. However, their algorithms do

not support multi-carrier resource allocation. To incorporate the carrier aggregation feature,

we have introduced a multi-stage resource allocation using carrier aggregation in [24]. In [25]

and [26], we present resource allocation with users discrimination algorithms to allocate the

eNodeB resources optimally among mobile users with elastic and inelastic traffic. In [27],

the authors have presented a radio resource block allocation optimization problem using a

utility proportional fairness approach. The authors in [28] have presented an application-

aware resource block scheduling approach for elastic and inelastic adaptive real-time traffic

where users are assigned to resource blocks.

On the other hand, resource allocation for single cell multi-carrier systems have been given

extensive attention in recent years [29–31]. In [32–35], the authors have represented this chal-

lenge in optimization problems. Their objective is to maximize the overall cell throughput

with some constraints such as fairness and transmission power. However, transforming the

problem into a utility maximization framework can achieve better users satisfaction rather

than better system-centric throughput. Also, in practical systems, the challenge is to perform

multi-carrier radio resource allocation for multiple cells. The authors in [36, 37] suggested

using a distributed resource allocation rather than a centralized one to reduce the imple-

mentation complexity. In [38], the authors propose a collaborative scheme in a multiple base

stations (BSs) environment, where each user is served by the BS that has the best channel

gain with that user. The authors in [39] have addressed the problem of spectrum resource

allocation in carrier aggregation based LTE-Advanced systems, with the consideration of

UEs MIMO capability and the modulation and coding schemes (MCSs) selection.

Most of the previous research work have focused on finding resource allocation approaches
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for intra-system and intra-operator of a single network operator. However, current research

on resource allocation are for more complex network topologies [40, 41]. Carrier aggrega-

tion in networks that involve multiple network operators in HetNets need to be further

investigated. In [42], the authors have analyzed the performance of their proposed carrier

aggregation framework that combines a statically assigned spectrum with spectrum resources

from a shared spectrum pool. A tractable multi-band multi-tier CA models for HetNets are

proposed in [43]. Two models are considered: multi-flow CA and single-flow CA, each UE

performs cell selection based on the reference signal’s maximum received power. A major

concern about deploying small cells is their small coverage areas and low transmit power.

The authors in [44, 45] have addressed this issue and suggested biasing to allow small cells

to expand their coverage areas.

In the past, wireless systems were able to share government bands by operating on a

low power to prevent the interference with the incumbent systems such as wireless local area

network (WLAN) in the 5.25-5.35 and 5.47-5.725 GHz radar bands [46]. Small cells operating

in a low power have been proposed recently to operate in the 3.5 GHz radar band [47].

To mitigate radar interference to LTE-Advanced systems, a spatial approach for spectrum

sharing between a MIMO radar and LTE cellular system with NBS base stations was proposed

in [48]. Radar signals are manipulated such that they are not a source of interference to

the LTE-Advanced BSs. Because there exist many interference channels between the two

systems, the interference channel with the maximum null space dimension is chosen based

on the algorithm proposed by the authors, the radar signal is then projected onto the null

space of that interference channel to mitigate interference to the LTE-Advanced BS. This

spatial approach results in small degradation in the radar performance [49].

In [49], the authors proposed a technique to project radar waveforms onto the null space of

an interference channel matrix between the radar and the communication system. In their

proposed approach, the cognitive radar is assumed to have full knowledge of the interference
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channel and modifies its signal vectors in a way such that they are in the null space of the

channel matrix. In order to avoid interference to the communication system, a radar signal

projection onto the null space of interference channel between radar and communication

systems is presented in [50]. In [51], a novel signal processing approach is developed for

coherent MIMO radar to minimize the arbitrary interferences generated by wireless systems

from any direction while operating at the same frequency using cognitive radio technology.

As 4G wireless mobile systems including LTE and LTE-Advanced continue to evolve, higher

data rates and improved QoS, even for cell edge users, are promised to be guaranteed for

end users. The capacity promised by MIMO systems may not be fully realizable without

having a sufficient control of inter-cell interference which limits throughput for cell-edge

users [52]. In order to mitigate inter-cell interference, three major frequency reuse patterns

can be used: hard frequency reuse, fractional frequency reuse (FFR) and soft frequency

reuse. Hard frequency reuse divides the system bandwidth into a number of sub-bands

according to certain reuse factor such that neighboring cells transmit on different sub-bands.

FFR divides the system bandwidth into an inner and an outer part. The inner part is only

allocated to the near users with reduced power while applying a frequency reuse factor of 1

such that the inner part is reused by all other BSs. On the other hand, the outer part of

bandwidth is allocated to far users (cell edge users) with a frequency reuse factor greater

than one. Soft frequency reuse allows the overall bandwidth to be shared by all BSs with a

reuse factor of 1 while the BSs are restricted to certain power bound for the transmission on

each sub-carrier. Hard frequency reuse suffers from a reduced spectral efficiency whereas soft

frequency reuse [53, 54] has full spectral efficiency but requires centralized coordination of

resource allocation which becomes impractical for a large number of BSs. Unless otherwise

specified, we consider using FFR as it compromises between hard and soft frequency reuse

and therefore will be a proficient option for future wireless systems. However, we do not

intend to address inter-cell interference throughout this dissertation.
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1.3.2 Previous Studies in Spectrum Auctions

Traditionally, radio spectrum management is controlled by a central government agency

such as the Federal Communications Commission (FCC) in the United States. Such a

centralized spectrum assignment mechanism predetermines static bands for specific usage

without taking into consideration the service requirements and the dynamic nature of the

radio spectrum. This results in an under-utilized pre-assigned spectrum bands while many

of the commercial bands are overcrowded due to the rapid growth of wireless services. To

address this limitation in the spectrum utilization, the FCC has legalized secondary markets

for spectrum such that a primary spectrum licensee can lease its under-utilized spectrum

to secondary incumbents [55]. Inspired by microeconomics mechanisms [56–58], spectrum

auction seems to be a promising solution to release the under-utilized spectrum to potential

secondary users [59–61]. There has been some previous work to deal with security issues

in auction design. These works have focused on adding some new features to the auction

design, such as confidentiality, fairness [62,63] and anonymity.

Because of the reusability feature of the radio spectrum, traditional auctions can not be

directly used in a spectrum auction design. Spectrum auctions should allow bidders, that

are not within the interference radius of each other, to use the same frequency simultane-

ously. Therefore, the optimal spectrum allocation is considered NP-complete [64,65] whereas

conventional auctions are based on optimal allocations [59].

Most early works in spectrum auctions, such as [59,61], have focused on single-seller multi-

buyer auctions that deal with homogeneous channels. In [59], the authors have proposed

VERITAS, a truthful mechanism that supports an eBay-like dynamic spectrum market. It

is a good fit for short term and small regions based spectrum auction which is not the case

in FCC required spectrum auction which is for long term and large geographical regions. To

deal with interference between neighboring bidders, a conflict graph and a wireless spectrum

auction framework have been proposed in [59]. Based on these concepts, a conflict graph is
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used to represent the interference relationship in VERITAS [59]. In a sealed secondary price

and VCG auctions, the dominant strategy for certain bidder, when he has no information

about other bidders’ bids, is to bid with his true evaluation values [66]. The authors in [67]

have showed that it is not always right to allocate spectrum bands to the bidder with the

highest bid, as proposed in [59], if the sum of the neighbors bids is much higher than the

highest bid. Their proposed solution is based on grouping nodes such that nodes with no

interference are grouped together. However, their group partition approach is NP-complete

under interference constraints [65].

The authors in [60] have proposed TRUST, a spectrum trading approach that satisfies

some good properties. However, it achieves truthfulness while sacrificing one group of bid-

ders, as it takes the group’s bid as the clearing price. In [68], the authors have improved the

idea of TRUST as they succeeded to achieve truthfulness by only sacrificing one buyer in

each group. But, both works [60,68] have inherited McAfee mechanism [69] which requires

homogeneous channels. In [70], the proposed TASC mechanism was the first to consider

heterogeneous channels. However, it can reduce the system efficiency as all channels are

restricted to a unique clearing price. In [71, 72], TASC mechanism has been extended to

consider spectrum reusability and diversity of channel characteristics. In [73], the authors

have proposed a privacy preserving auction for spectrum trading. In [74, 75], an auction

based framework is proposed. A third party leases its unused resources to service providers

to provide dynamic cellular offloading.

In [59, 72], the authors have exploited frequency interference property. They used in-

terference graph model that makes spectrum allocation, allows spectrum reuse and avoids

interference. In [60,68], the authors have utilized the reusability property by dividing buyers

into groups such that buyers in the same group do not interfere with each other. Each group

of buyers either wins or loses the same channel.

Most of existing works have focused on the case of identical spectrum bands. Spectrum
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reusability in an auction design has been first addressed in [60]. In [76], the authors have

modeled a spectrum auction based on spectrum reusability in a time-frequency division

manner. The authors in [77] have also considered spectrum reusability in their auction design

by assuming that each spectrum buyer is allowed to have multiple radios. The proposed

MTSSA scheme also supports the frequency reusability property.

Beside the properties of secondary price auctions that are beneficial to have in a spectrum

auction, i.e. such as incentive compatibility, individual rationality and no positive transfers,

it is important to secure the spectrum auction to avoid potential back room dealing. An

ideal spectrum auction design would allow the auctioneer to find the best allocation of the

frequency bands, determine the winners and their payments while the bidders keep their ac-

tual bidding values secret and unknown to the auctioneer. This can prevent frauds made by

insincere auctioneers and bid rigging between the auctioneer and the bidders. There has been

some previous works in secure spectrum auctions. The authors in [78–80], have used homo-

morphic encryption to secure traditional auction designs. In [81], the authors have considered

frequency reuse in their secure spectrum auction design, and propose THEMIS. However,

THEMIS does not support multi-tier spectrum sharing systems where spectrum reuse is

possible among multiple service providers. In these systems a dynamic spectrum sharing

approach is required to provide an efficient sharing of the spectrum among multiple service

providers. Furthermore, the computational and communication complexity of THEMIS is

closely related to the number of available frequency bands. Therefore THEMIS may incur

a heavy cost for a large number of frequency bands and bidding values.

1.4 Contributions

An outline of the contributions of this research study is as follows:
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1.4.1 Multi-Stage Resource Allocation with Carrier Aggregation

In this area, the following contributions are made:

• We formulate the resource allocation with CA problem into a convex optimization

framework and develop a utility proportional fairness RA with CA optimization prob-

lem that gives priority to real-time application due to the nature of the sigmoidal-like

utility functions.

• We develop a distributed multi-stage resource allocation algorithm to solve the opti-

mization problem and allocate the eNodeBs’ resources optimally among users, with

a minimum QoS guaranteed for each user, and present its corresponding simulation

results.

• We develop a price selective centralized resource allocation with CA scheme to allocate

multiple carriers resources optimally among users located under one carrier or multiple

carriers coverage area and present the corresponding algorithm that allows each UE

to choose its primary carrier and the order of its secondary carriers based on the price

offered by all in range carriers.

• We present simulation results for the performance of the proposed price selective cen-

tralized algorithm and show how it converges to the optimal rates whether the eNodeBs’

available resources are abundant or scarce.

• We develop a spectrum sharing approach, based on multi-stage resource allocation with

CA, for sharing the Federal under-utilized 3.5 GHz spectrum with commercial users

and present its corresponding simulation results.
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1.4.2 Resource Allocation with Joint Carrier Aggregation

In this area, the following contributions are made:

• We formulate a RA optimization problem with joint CA to allocate multi-carrier re-

sources and use a utility proportional fairness approach to solve for logarithmic and

sigmoidal-like utility functions representing delay-tolerant and real-time applications,

respectively.

• We prove that the RA with joint CA optimization problem is convex and therefore

the global optimal solution is tractable. In addition, we present a robust distributed

resource allocation algorithm to solve the optimization problem and provide optimal

rates in high-traffic and low-traffic situations. We present simulation results for the

proposed algorithm and compare its performance with the multi-stage RA with CA

algorithm.

1.4.3 Resource Allocation with User Discrimination

In this area, the following contributions are made:

• We develop a spectrum sharing scheme for public safety and commercial users running

elastic or inelastic traffic and formulate a resource allocation optimization problem to

allocate the eNodeB resources optimally among public safety and commercial users.

In addition, we present a resource allocation algorithm to allocate an optimal rate to

each UE with a priority given to public safety users. Within the same group of users, a

priority is given to real time applications presented by sigmoidal-like utility functions.

• We develop a resource allocation with user discrimination framework to allocate a single

carrier resources optimally among different types of users running multiple applications.
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• We propose a two-stage rate allocation method for the single carrier RA with user

discrimination optimization problem and present its corresponding algorithms. First,

the eNodeB and the UE collaborate to allocate an optimal rate to each UE. Each UE

then allocates its assigned rate optimally among its applications.

• We develop a multi-stage resource allocation with user discrimination optimization

problem to allocate multi-carrier resources optimally among different classes of users.

In addition, we prove that the resource allocation optimization problem is convex and

therefore the global optimal solution is tractable.

• We present a resource allocation algorithm to solve the multi-stage RA with user

discrimination optimization problem and allocate each user an aggregated final rate

from its in range carriers. We present simulation results for the performance of the

proposed algorithm.

1.4.4 Resource Allocation for Spectrum Sharing between Radar

and Communication Systems

In this area, the following contributions are made:

• We present a spectrum sharing scenario between a MIMO radar and a LTE system

with multiple base stations and propose a channel-selection algorithm to select the

best channel for radar’s signal projection that maintains a minimum degradation in

the radar performance while causing no interference to the LTE BS. We also present a

null-space projection (NSP) algorithm that performs the null space computation.

• We present a multi-stage RA with CA algorithm for the proposed spectrum sharing

approach to allocate both of the radar and the LTE-Advanced carriers’ resources opti-

mally among users running real-time or delay-tolerant applications. We show through
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simulation results that the proposed algorithm is a robust algorithm that converges to

the optimal rates for high available resources and scarce resources cases.

1.4.5 Resource Block Scheduling with Carrier Aggregation based

on Utility Proportional Fairness

In this area, the following contributions are made:

• We develop a framework for the problem of utility proportional fairness RB scheduling

with CA for multi-carrier cellular networks.

• We prove that the proposed resource scheduling policy, that is based on CA, exists

and that the optimal solution is tractable. We show through simulation results the

performance of the proposed resource scheduling with CA approach and compare it

with other resource scheduling policies.

1.4.6 Resource Management for a Multi-Tier Wireless Spectrum

Sharing System Leveraging Secure Spectrum Auctions

In this area, the following contributions are made:

• We develop a secure spectrum auction, MTSSA, that considers spectrum reusability

and the case of heterogeneous frequency bands, e.g. commercial and federal bands.

The proposed spectrum auction MTSSA has the following properties: it optimizes

the usage of spectrum resources by managing intra-WSP and inter-WSP interference,

it provides a truthful auction that is achieved when each bidder submits its true eval-

uation value, it uses a payment method that satisfies essential economic properties,

and it provides a secure spectrum auction that prevents frauds of insincere auctioneers
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and bid-rigging. Simulation results show that MTSSA achieves an efficient spectrum

utilization, revenue and bidders’ satisfaction.

• We propose an optimal bidding mechanism for determining true bidding values to be

used in secure spectrum auctions by BSs, that belong to different WSPs, participating

in a spectrum auction.

• We present a resource allocation based on carrier aggregation approach to determine

the BS’s optimal aggregated rate allocated to each UE, under its coverage area, from

both the BS’s permanent resources and the BS’s winning auctioned spectrum resources.

We show through simulation results the performance of the proposed optimal bidding

strategy

1.5 Organization of Dissertation

The rest of this proposal is organized as follows. Chapter 2 discusses the users applications

utility functions used and their properties. Chapter 3 presents a multi-stage distributed and

centralized resource allocation with CA framework. Chapter 4 develops a robust resource

allocation with joint carrier aggregation for multi-carrier cellular networks and compare the

performance of the proposed algorithms with the multi-stage resource allocation with CA

approach. Chapter 5 develops a spectrum sharing architecture between commercial and

public safety cellular systems and provides a resource allocation with user discrimination

framework for multi-carrier cellular networks. Chapter 6 presents a spectrum sharing ap-

proach between radar and communication systems and provides a resource allocation with

CA approach for a LTE-Advanced Cellular System Sharing Spectrum with S-band Radar.

Chapter 7 presents a utility proportional RB scheduling with CA approach and compares

the proposed scheduling policy with other resource scheduling policies. Chapter 8 develops a

multi-tier dynamic spectrum sharing system, proposes a secure spectrum auction mechanism
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and introduces an optimal bidding strategy for determining true bidding values. Chapter 9

points out some future extensions of this work.



Chapter 2

Preliminaries

2.1 User Applications Utility Functions

The user satisfaction with the provided service can be expressed using utility functions

that represent the degree of satisfaction of the user function of the rate allocated by the

cellular network [18, 82, 83]. We assume that the applications utility functions U(r) are

strictly concave or sigmoidal-like functions.

These applications utility functions have the following properties:

• U(0) = 0 and U(r) is an increasing function of r.

• U(r) is twice continuously differentiable in r and bounded above.

We use the normalized sigmoidal-like utility function, same as the one presented in [82],

that is

U(r) = c

(
1

1 + e−a(r−b) − d

)
, (2.1)

where c = 1+eab

eab
and d = 1

1+eab
so it satisfies U(0) = 0 and U(∞) = 1. The normalized

sigmoidal-like function has an inflection point at rinf = b. In addition, we use the normalized

21
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logarithmic utility function, used in [21], that can be expressed as

U(r) =
log(1 + kr)

log(1 + krmax)
, (2.2)

where rmax gives 100% utilization and k is the slope of the curve that varies based on the

user application. So, it satisfies U(0) = 0 and U(rmax) = 1.

Figure 2.1 shows an example of sigmoidal and logarithmic utility functions. It shows three

normalized sigmoidal-like utility functions that are expressed by equation 2.1 with different

parameters a = 5, b = 10 which is an approximation to a step function at rate r = 10 (e.g.

VoIP), a = 3, b = 20 which is an approximation of an adaptive real-time application with

inflection point at rate r = 20 (e.g. standard definition video streaming), a = 1, b = 30

which is also an approximation of an adaptive real-time application with inflection point

at rate r = 30 (e.g. high definition video streaming). In addition Figure 2.1 shows three

logarithmic functions that are expressed by equation 2.2 with rmax = 100 and different k

parameters which are approximations for delay tolerant applications (e.g. FTP). We use

k = {15, 3, 0.5}. It is noticeable that real-time applications require a minimum rate, i.e.

the inflection point, after that rate the application QoS is fulfilled to a large extent whereas

logarithmic utility functions provide some QoS at low rates which is suitable for the delay-

tolerant applications nature.

2.2 Utility Proportional Fairness Resource Allocation

In proportional fairness resource allocation model, each user must be allocated some rate.

This is guaranteed as allocating zero rate to any user will set the efficiency of the network
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Figure 2.1: Logarithmic and sigmoidal utility functions U(r) representing delay-tolerant and
real-time applications, respectively.

to zero. The proportional fairness model is presented in the following equation:

ri = arg max
ri

N∏
i=1

Ui(ri) (2.3)

where Ui(ri) is the utility function of the ith user allocated resource ri and N is the number

of users. The objective function in equation (2.3) ensures non-zero resource allocation for

all users which guarantees minimum QoS for all users. Frank Kelly algorithm [15] can be

used to achieve rate allocation with the fairness model. It achieves Pareto optimal resource

allocation across the network while using a proportional fairness approach to distribute all

network resources where Pareto optimal or Pareto efficient solutions are those solutions that

distribute all of the network resources; i.e. also referred to as the Pareto front [84]. Frank

Kelly algorithm uses an iterative process to determine the rate that needs to be allocated to

each user as well as the price the network should charge each user for the allocated resources.

In the next chapters we will be using methods that are based on the Frank Kelly algorithm

to solve different proportional fairness resource allocation formulations.
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2.3 Utility Proportional Fairness Resource Allocation

with Carrier Aggregation

In this dissertation, a utility proportional fairness (UPF) resource allocation optimization

framework is proposed to allocate multi-carrier resources optimally among active mobile

users from their all in range carriers based on carrier aggregation scenario. Throughout

the next chapters we present different resource allocation methods for multi-carrier wireless

systems. First, we present a multi-stage RA approach which uses a utility proportional

fairness RA optimization problem to allocate each carrier resources separately in a multi-

stage basis while taking into consideration the resources allocated to each user from other

carriers every time the RA optimization problem is executed. The UPF resource allocation

optimization problem that we use in the multi-stage RA with CA approach is given by

max
rj

Mj∏
i=1

Ui(r
j
i + cji )

subject to

Mj∑
i=1

rji ≤ Rj,

rji ≥ 0, i = 1, 2, ...,Mj,

cji =
K∑

n=1,n 6=j

vni r
n,opt
i ,

vni =


1, the ith UE ∈ Mn

0, the ith UE /∈ Mn

(2.4)

where optimization problem (2.4) is carrier j RA optimization problem, Mj is the set of

users located under the coverage area of the jth eNodeB and Mj = |Mj| is the number

of users in the set Mj, rj = {rj1, r
j
2, ..., r

j
Mj
}, Rj is the jth carrier available resources, cji is

equivalent to the total rates allocated to the ith user by other carriers in its range, vni is
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equivalent to 1 if the ith UE ∈ Mn and is equivalent to 0 if the ith UE /∈ Mn and rn,opti is

the optimal rate allocated to the ith user by the nth carrier.

Then, we present a RA optimization approach based on joint carrier aggregation such that

the multi-carrier resource assignment process is performed jointly from all carriers and not in

a multi-stage basis. This approach guarantees that each user receives an optimal minimum

price for the aggregated resources. The UPF resource allocation optimization problem with

joint CA is given by

max
r

M∏
i=1

Ui(r1i + r2i + ...+ rKi)

subject to
M∑
i=1

r1i ≤ R1,
M∑
i=1

r2i ≤ R2, ...

... ,
M∑
i=1

rKi ≤ RK ,

rli ≥ 0, l = 1, 2, ..., K, i = 1, 2, ...,M

where r = {r1, r2, ..., rM} and ri = {r1i, r2i, ..., rKi}, K is the number of carriers eNodeBs

with K cells, M is the number of UEs distributed in these cells. The rate allocated by the

lth carrier eNodeB to ith UE is given by rli where l = {1, 2, ..., K} and i = {1, 2, ...,M} and

Rl is the total available rate at the lth carrier eNodeB.

In order to consider the case when it is required to treat users differently when assigning

the network resources, we introduced a user discrimination feature to the resource alloca-

tion framework such that certain group of users (e.g. public safety users in systems that

consider spectrum sharing between public safety and commercial users) are given priority

when allocating the network resources. Furthermore, we developed resource allocation with

CA methods to allocate multi-carrier resources based on user discrimination and used UPF

optimization problem to calculate the allocated resources.



Chapter 3

Multi-Stage Resource Allocation with

CA in Cellular Networks

In this chapter we present a resource allocation with carrier aggregation optimization

problem to allocate the eNodeB’s carrier resources optimally among users in its coverage

area while taking into consideration the rates allocated to each user from other carriers. We

propose two multi-stage resource allocation with carrier aggregation algorithms. The first

algorithm is a distributed (decentralized) multi-stage algorithm that allocates users, under

the coverage area of a primary carrier and a secondary carrier, resources from both carriers.

The second algorithm is a centralized multi-stage algorithm that allocates users resources

optimally from all in band carriers and gives each user the ability to select its primary and

secondary carriers based on their offered prices in order to provide a minimum price for the

allocated resources.

26
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3.1 Multi-Stage Distributed Resource Allocation with

Carrier Aggregation

In this section, we focus on finding an optimal solution for the carrier aggregation re-

source allocation problem for a group of users running two types of applications presented

by logarithmic utility functions or sigmoidal-like utility functions. These utility functions

are concave and non-concave utility functions, respectively. The RA optimization problem

assigns part of the bandwidth from two carriers to each user subscribing for a mobile service

taking into consideration that each user is getting a minimum QoS. Our objective is to allo-

cate the resources from two carriers to each user based on its application that is represented

by a utility function.

Our contributions in this section are summarized as:

• We present a resource allocation optimization problem with carrier aggregation that

gives priority to real-time application users when allocating resources.

• We prove that the optimal rate allocated by the two carriers to each user when us-

ing carrier aggregation is equivalent to the optimal rate allocated to the same user

by one carrier that has resources equivalent to the total resources in the two carri-

ers. We present a two-stage carrier aggregation rate allocation algorithm to solve the

optimization problem and present its corresponding simulation results.

3.1.1 Problem Formulation

We consider two eNodeBs that have the same coverage area and M UEs. One of the

eNodeBs is considered to be the primary carrier and the other one is the secondary carrier.

Each user is allocated certain bandwidth ri based on the type of application the UE is
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running. Our goal is to determine the optimal bandwidth that needs to be allocated to each

user by the two eNodeBs.

We assume the utility functions Ui(ri) to be a strictly concave or a sigmoidal-like functions.

Logarithmic utility functions expressed by equation (2.2) and sigmoidal-like utility functions

expressed by equation (2.1) are used to represent delay tolerant and real-time applications,

respectively.

3.1.1.1 Single Carrier Optimization Problem

The basic formulation of a single carrier resource allocation problem is given by the fol-

lowing optimization problem:

max
rsingle

M∏
i=1

Ui(ri,single)

subject to
M∑
i=1

ri,single ≤ R,

ri,single ≥ 0, i = 1, 2, ...,M.

(3.1)

where R is the maximum achievable rate of the eNodeB, ri,single is the rate for user i and M

is the number of UEs.

The optimization problem (3.1) is a convex optimization problem and there exists a unique

tractable global optimal solution [21]. The objective function in the optimization problem

(3.1) is equivalent to max
rsingle

∑M
i=1 logUi(ri,single). The solution of this optimization problem is

the global optimal solution for the resource allocation problem when resources are allocated

by one eNodeB.

For the carrier aggregation resource allocation case, the optimization problem is divided

into two stages as shown in section 3.1.2.
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3.1.2 Two Carriers Optimization Problem

3.1.2.1 Primary Carrier

The two carriers optimization problem is done in two stages, primary and secondary stages.

The optimization problem for the first carrier can be written as:

max
rp

M∏
i=1

Ui(ri,p)

subject to
M∑
i=1

ri,p ≤ Rp,

ri,p ≥ 0, i = 1, 2, ...,M.

(3.2)

where rp = {r1,p, r2,p, ..., rM,p} and M is the number of UEs in the coverage area of primary

user eNodeB and Rp is the maximum achievable rate of the primary carrier. The resource

allocation objective function is to maximize the total system utility when allocating resources

to each user. Furthermore, it provides proportional fairness among utilities. Users running

real-time applications are allocated more resources in this approach.

The optimization problem (3.2) is a convex optimization problem and there exists a unique

tractable global optimal solution [21]. The objective function in the optimization problem

(3.2) is equivalent to max
rp

∑M
i=1 logUi(ri,p). The solution of this optimization problem is the

first optimal solution that gives each of the M users the optimal rate ropt
i,p only from the

primary carrier and not yet the final optimal rate.

3.1.2.2 Secondary Carrier

As mentioned before, we consider a secondary carrier eNodeB located in the same coverage

area of the same mobile system. Again, M is the number of mobile users in the coverage

area. Once the primary carrier finishes allocating its resources to the M users, the secondary
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carrier starts to allocate its resources to the same users while ensuring a minimum user QoS.

Therefore, we assume again that the secondary carrier will allocate the resources based on

utility proportional fairness.

The optimization problem for the secondary carrier can be written as:

max
rs

M∏
i=1

Ui(ri,s + ropt
i,p )

subject to
M∑
i=1

ri,s ≤ Rs,

ri ≥ 0, i = 1, 2, ...,M.

(3.3)

where rs = {r1,s, r2,s, ..., rM,s} is the rate for user i, Rs is the maximum achievable rate by

the secondary carrier and ropt
i,p is the first optimal rate allocated to user i by the primary

carrier and estimated in (3.2). The optimization problem here gives priority to the real-time

application users and ensures a minimum rate for each user equals to the first optimal rate

ropt
i,p estimated in (3.2).

The optimization problem (3.3) is a convex optimization problem and there exists a unique

tractable global optimal solution [21]. The objective function in the optimization problem

(3.3) is equivalent to max
rs

∑M
i=1 logUi(ri,s + ropt

i,p ). The global optimal rate for each user is

obtained by the sum of the solution given by (3.2) ropt
i,p and the solution given by (3.3) ropt

i,s

for user i and is equal ropt
i,agg = ropt

i,s + ropt
i,p , such that ropt

i,agg is the global optimal solution that

gives each of the M users the optimal rate from both the primary and secondary carriers

and considered the final optimal rate.

3.1.2.3 Equivalence

In this section, we show the equivalence of the optimal rate ropt
i,agg given to each user by

the primary and secondary eNodeBs to the optimal rate given to the same user by a single
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eNodeB, given by the single carrier optimization problem (3.1), when its available resources

are equivalent to the resources available in both the primary and secondary eNodeBs in the

carrier aggregation case.

Theorem 3.1.1. The optimal rate ropti,agg allocated to user i by the two carriers from optimiza-

tion problem (3.2) and optimization problem (3.3) is equivalent to the optimal rate allocated

to the same user by the single carrier optimization problem (3.1) when R = Rp +Rs.

Proof. From the optimization problem (3.2), we have the Lagrangian:

Lp(ri,p) = (
M∑
i=1

logUi(ri,p))− Pp(
M∑
i=1

ri,p −Rp − zp) (3.4)

where zp ≥ 0 is the slack variable and Pp is the Lagrange multiplier which is equivalent to

the shadow price that corresponds to the total price per bandwidth for the M channels as

in [21]. So we have

∂Lp(ri,p)

∂ri,p
=
U
′
i (ri,p)

Ui(ri,p)
− Pp = 0 (3.5)

solving for ri,p we obtain ropt
i,p .

From optimization problem (3.3), we have the Lagrangian:

Ls(ri,s) = (
M∑
i=1

logUi(ri,s + ropt
i,p ))− Ps(

M∑
i=1

ri,s −Rs − zs) (3.6)

where zs ≥ 0 is the slack variable and Ps is the Lagrange multiplier. So we have

∂Ls(ri,s)

∂ri,s
=
U
′
i (ri,s + ropt

i,p )

Ui(ri,s + ropt
i,p )
− Ps = 0 (3.7)

solving for ri,s we obtain ropt
i,s . Replacing ri,s + ropt

i,p in equation (3.6) by a new variable ri,agg
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such that ri,agg = ri,s + ropt
i,p and rewrite the Lagrangian in terms of ri,agg we obtain

Lagg(ri,agg) =(
M∑
i=1

logUi(ri,agg))

− Ps(
M∑
i=1

(ri,agg − ropt
i,p )−Rs − zs)

(3.8)

where ri,agg ≥ ropt
i,p . From the primary carrier we have

∑M
i=1 r

opt
i,p = Rp. So equation (3.8) is

equivalent to

L(ri,agg) =
M∑
i=1

logUi(ri,agg)− Ps(
M∑
i=1

ri,agg −R− zs) (3.9)

From problem (3.1) we have

Lsingle(ri,single) =(
M∑
i=1

logUi(ri,single))

− P (
M∑
i=1

(ri,single −R− z))

(3.10)

equivalent to (3.8) for ri ≥ ropt
i,p . Therefore, the optimal solution ropt

i,agg given by (3.8) is

equivalent to the optimal solution ropt
i,single given by (3.10) when R = Rp +Rs.

3.1.3 Algorithm

We use the same approach used in [21] for utility proportional fairness. Our algorithm is

divided into two stages. In first stage (stage1), algorithm 1 and algorithm 2 are the UE and

the eNodeB algorithms, respectively. In stage 1, each UE transmits an initial bid wi,p(1)

to the primary eNodeB. The eNodeB checks whether the difference between the current

received bid and the previous one is less than a threshold δ, if so it exits. Otherwise, if the

difference is greater than δ, eNodeB calculates the shadow price Pp(n) =
∑M

i=1 wi,p(n)

Rp
. The

shadow price does not depend on the number of users competing for some resources, it only
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depends on the users bids and the eNodeB’s available resources. The estimated Pp(n) is

then sent to the UE where it is used to calculate the rate ri,p(n) which is the solution of

the optimization problem ri,p(n) = arg max
ri,p

(logUi(ri,p) − Pp(n)ri,p). A new bid wi,p(n) is

calculated using ri,p(n) where wi,p(n) = Pp(n)ri,p(n). All UEs send their new bids wi,p(n)

to the primary eNodeB. Stage 1 of the Algorithm is finalized by the primary eNodeB. Each

UE then calculates its allocated rate ropt
i,p =

wi,p(n)

Pp(n)
.

Algorithm 1 UE Stage 1 of Carrier Aggregation

Send initial bid wi,p(1) to eNodeB
loop

Receive shadow price Pp(n) from eNodeB
if STOP from eNodeB then

Calculate allocated rate ropt
i,p =

wi,p(n)

Pp(n)

else
Solve ri,p(n) = arg max

ri,p

(
logUi(ri,p)− Pp(n)ri,p

)
Send new bid wi,p(n) = Pp(n)ri,p(n) to eNodeB

end if
end loop

Algorithm 2 eNodeB Stage 1 of Carrier Aggregation

loop
Receive bids wi,p(n) from UEs {Let wi,p(0) = 0 ∀i}
if |wi,p(n)− wi,p(n− 1)| < δ ∀i then

STOP and allocate rates (i.e ropt
i,p to user i)

else
Calculate Pp(n) =

∑M
i=1 wi,p(n)

Rp

Send new shadow price Pp(n) to all UEs
end if

end loop

After allocating rates from primary carrier, stage 2 starts performing. Each UE transmits

an initial bid wi,s(1) to the secondary eNodeB. The secondary eNodeB checks whether the

difference between the current received bid and the previous one is less than a threshold δ,

if so it exits. Otherwise, if the difference is greater than δ, the secondary eNodeB calculates

the shadow price Ps(n) =
∑M

i=1 wi,s(n)

Rs
. The estimated Ps(n) is then sent to the UE where

it is used to calculate the rate ri,s(n) which is the solution of the optimization problem
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ri,s(n) = arg max
ri,s

(logUi(ri,s + ropt
i,p )− Ps(n)ri,s). A new bid wi,s(n) is calculated using ri,s(n)

where wi,s(n) = Ps(n)ri,s(n). All UEs send their new bids wi,s(n) to the secondary eNodeB.

Stage 2 of the Algorithm is finalized by the secondary eNodeB. Each UE then calculates its

allocated rate ropt
i,s =

wi,s(n)

Ps(n)
.

Algorithm 3 UE Stage 2 of Carrier Aggregation

Send initial bid wi,s(1) to eNodeB
loop

Receive shadow price Ps(n) from eNodeB
if STOP from eNodeB then

Calculate allocated rate ropt
i,s =

wi,s(n)

Ps(n)

else
Solve ri,s(n) = arg max

ri,s

(
logUi(ri,s + ropt

i,p )− Ps(n)ri

)
Send new bid wi,s(n) = Ps(n)ri,s(n) to eNodeB

end if
end loop

Algorithm 4 eNodeB Stage 2 of Carrier Aggregation

loop
Receive bids wi,s(n) from UEs {Let wi,s(0) = 0 ∀i}
if |wi,s(n)− wi,s(n− 1)| < δ ∀i then

STOP and allocate rates (i.e ropt
i,s to user i)

else
Calculate Ps(n) =

∑M
i=1 wi,s(n)

Rs

Send new shadow price Ps(n) to all UEs
end if

end loop

3.1.4 Simulation Results

As shown in Figure 3.1, we consider two eNodeBs with the same coverage area and six

UEs. One of the eNodeBs is the primary carrier and the other one is the secondary carrier

with a coverage area that is almost the same for the two carriers. In Figure 3.2, we show

three normalized sigmoidal-like utility functions expressed in equation (2.1), each one is

corresponding to one user. We use different parameters a and b for each one where a = 5,
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Figure 3.1: System Model.

b = 10 for the first user, a = 3, b = 20 for the second user and a = 1, b = 30 for the third

user. Each sigmoidal-like function is an approximation to a step function at rate b. We also

show three logarithmic functions expressed in equation (2.2), which represent delay tolerant

applications, with k = {15, 3, 0.5} for user four, five and six, respectively. We set rmax = 120.
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Figure 3.2: The users utility functions Ui(ri).
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3.1.4.1 Convergence Dynamics for Rp = 70 in stage 1 of the Algorithm

We applied algorithm 1 and 2 of stage 1 in C++ to the sigmoidal-like and logarithmic

utility functions shown in Figure 3.2. We set Rp = 70 and δ = 10−2. In Figure 3.3, we

show the simulation results for the rate of different users and the number of iterations. As

mentioned before the sigmoidal-like utility functions are given priority over the logarithmic

utility functions for rate allocation and this explain the results we got in Figure 3.3 where

the steady state rate of each sigmoidal-like function exceeds the inflection point bi. In Figure

3.4, we show the bids of the six users with the number of iterations. As expected, the higher

the user bids the higher the allocated rate is for that user. The algorithm allows users with

real-time applications, presented in sigmoidal-like utility functions, to bid higher than the

other users until each one of them reaches its inflection point then the elastic traffic starts

dividing the remaining resources among them based on their parameters. The first optimal

rates for the six users ropt
i,p = {10.64, 20.88, 31.41, 1.54, 2.19, 3.26} are obtained at the end

when running Algorithm 1 and 2 of stage 1. The first optimal rates are used in the next

simulation that is performed for the secondary eNodeB and the same six UEs.
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Figure 3.3: The rates ri,p(n) with the number of iterations n for different users and Rp = 70.
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Figure 3.4: The bids convergence wi,p(n) with the number of iterations n for different users
and Rp = 70.

3.1.4.2 Convergence Dynamics for the carrier aggregation Rs = 50 in stage 2 of

the Algorithm

We applied algorithm 3 and 4 of stage 2 in C++ to the sigmoidal-like and logarithmic

utility functions. We set Rs = 50 and δ = 10−2.

Iterations (n)
1 2 3 4 5

r
i
(n
)

0

10

20

30

40
Sigmoid a = 5, b = 10
Sigmoid a = 3, b = 20
Sigmoid a = 1, b = 30
Log k = 15
Log k = 3
Log k = 0.5

Figure 3.5: The rates ri,s(n) with the number of iterations n for different users and Rs = 50.

In Figure 3.5, we show the simulation results for the rate of the six users and the number of

iterations. Again, the sigmoidal-like utility functions are given priority over the logarithmic
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Figure 3.6: The bids convergence wi,s(n) with the number of iterations n for different users
and Rs = 50.

utility functions for rate allocation, but since each sigmoidal-like function reached its steady

state in stage 1 of the Algorithm most of Rs is distributed among the logarithmic functions.

In stage 2 the optimal rates for the real time applications users ropt
i,s slightly increased from

the first optimal rate ropt
i,p as they were given priory to reach their optimal rates in stage 1

by the primary eNodeB, whereas the elastic traffic divided the remaining resources among

them and showed a high increase in their second optimal rate ropt
i,s from their first optimal

rates obtained in stage 1. The optimal rates obtained at the end of stage 2 are ropt
i,s =

{0.51, 0.88, 2.735, 10.94, 14.06, 21.87}.

In Figure 3.6, we show the bids of the six users with the number of iterations. As expected

the higher the user bids the higher the allocated rate is for that user. The algorithm allows

users with real-time applications, presented in sigmoidal-like utility functions, to bid higher

than the other users until each one of them reaches its inflection point, but since these users

reached their steady states in stage 1 of the Algorithm the elastic traffic users bid higher

than the inelastic traffic users and share the secondary carrier’s resources among them based

on their parameters.

The final optimal rate for each user ropt
i,agg is the sum of ropt

i,p obtained at the end of stage 1
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of the Algorithm and ropt
i,s obtained at the end of stage 2 of the Algorithm. As expected the

final optimal rates for the six users sum up to 120 which is the total rate of the primary and

secondary maximum rates.

3.1.4.3 Equivalence of Optimal rate ropt
i,single with ropt

i,p + ropt
i,s when R = Rp +Rs

Figure 3.7 shows the optimal rates obtained when we run Algorithm 1 and 2 of stage

1 for the same six users sharing resources of a single carrier with R = 120. We made

Rp = R, ri,p(n) = ri,single(n), wi,p(n) = wi(n) and Pp(n) = P (n) when running Algorithm

1 and 2 of stage 1 for the single carrier case. The optimal rates obtained in this case are

ropt
i,single = {11.16, 21.74, 34.22, 13.12, 16.87, 22.50}, they are almost similar to the final optimal

rates ropt
i,agg in the carrier aggregation case when the same users share the resources of two

carriers one being the primary and the other being the secondary with a total Rp and Rs of

120.
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Figure 3.7: The rates ri,single(n) with the number of iterations n for different users for the
single carrier case with R = 120.
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3.1.4.4 Impact of Dynamic User Activities in the Convergence of the RA algo-

rithms

We investigate the sensitivity of the proposed resource allocation algorithms to users ar-

rival, departures and user utility changes due to application activity changes. LetM repre-

sents the set of original users that the eNodeB has started calculating their optimal rates by

running the RA algorithms before users arrival or departure occur, and let wopt
i represents

the optimal bidding values that correspond to the optimal rates calculated by the RA algo-

rithms. LetM′
represents the new set of users after users departure or arrival. We compare

the number of iterations it takes the algorithms to converge when changing users activities

for the two cases described below:

• Case 1: The eNodeB uses the optimal bidding values wopt
i , determined after the con-

vergence of the RA algorithms for the original users, as initial bidding values (i.e.

w
′
i = wopt

i ) for common bidders in M′
and M when it starts running the RA al-

gorithms to determine the optimal rates for users in M′
after the changes in users’

activities.

• Case 2: Cold start, the eNodeB and all active UEs start running the RA algorithms

without taking into consideration using the optimal bids determined by the algorithms,

before the changes in users activities, for common users in M′
and M.

We considered the same six UEs (|M| = 6) with the same simulation setup described

above. We ran the resource allocation with CA algorithms for the six users and observed

the number of iterations that takes the algorithms to converge to the optimal rates allocated

from the eNodeB’s primary resources as well as the eNodeB’s secondary resources. On the

other hand, we considered the arrival of additional two users where the number of users

subscribing for mobile services changed from 6 users to 8 users (|M′| = 8) with user 7

running real-time application represented by sigmoidal utility function with a = 5, b = 10,
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and user 8 is running delay tolerant application represented by logarithmic utility function

with parameter k = 15. For the two cases described above, we compared the number of

iterations that took the algorithms to converge when the number of users changed to 8.

The observed number of iterations in case 1 (when considering the optimal bidding values

of the first 6 users) and case 2 (cold start) are almost the same. In addition, we consider

users departure where after the convergence of the algorithms for the original 6 users, two

users (user 5 and user 6) departed and are no longer active for the eNodeB. Again, for the

two cases described above, we compared the number of iterations it took the algorithms to

converge. We noticed that the number of iterations are almost the same for the two cases.

For common users inM andM′
, when using the users bidding values wopt

i , that correspond

to the optimal rates ropt
i calculated by the eNodeB and UE algorithms when considering all

users in M, as initial bidding values w
′
i for determining new optimal allocated rates by the

RA algorithms, the number of iterations required for the convergence of the algorithms during

the process of calculating the optimal rates for the updated users setM′
are not necessarly

less than the number of iterations required for the convergence of the algorithms when

common UEs inM andM′
send new bidding values w

′
i 6= wopt

i . This is because the optimal

rates calculated by the algorithms before users departure or arrival are no longer optimal

and new optimal rates will be calculated by the algorithms for users in M′
. Therefore, in

situations of dynamic users activities, it does not matter whether the algorithms use the

latest calculated bidding values or new ones (cold start) for users who did not change their

running applications and are still active; i.e. the algorithms will not necessarily converge

faster when using the latest calculated bidding values before the changes in users activities.
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3.2 Multi-Stage Centralized Resource Allocation with

Carrier Aggregation Based on a Price Selective Al-

gorithm

In this section, we formulate the RA with CA problem into a convex optimization frame-

work. We use logarithmic utility functions to represent delay-tolerant applications and

sigmoidal-like utility functions to represent real-time applications running on the UEs sub-

scribing for a mobile service. The primary and secondary carriers optimization problems

assign part of the bandwidth from the multiple carriers to each user. A minimum QoS is

guaranteed for each user by using a proportional fairness approach. Our objective is to

allocate multiple carriers resources optimally among users in their coverage area while giv-

ing the user the ability to select the carrier with the lowest price to be its primary carrier

and the others to be its secondary carriers. This mechanism allows users to improve their

allocated rates by using the CA feature while maintaining the lowest possible price for their

allocated aggregated rates. Additionally, our centralized algorithm is performed mostly in

the eNodeBs which reduces the transmission overhead created by the distributed algorithm

introduced in [24].

Our contributions in this section are summarized as:

• We present a resource allocation optimization problem with carrier aggregation that

solves for logarithmic and sigmoidal-like utility functions.

• We propose a price selective centralized RA with CA algorithm to allocate multiple

carriers resources optimally among users.

• We show that our algorithm is a robust one that converges to the optimal rates whether

the eNodeBs available resources are abundant or scarce. We present simulation results
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Figure 3.8: System model for a LTE mobile system with M users and K carriers eNodeBs.
Mi represents the set of users located under the coverage area of the ith eNodeB and Kj
represents the set of all in range eNodeBs for the jth user.

for the performance of our resource allocation algorithm.

3.2.1 Problem Formulation

We consider a LTE mobile system with M users and K carriers eNodeBs, one eNodeB in

each cell, as illustrated in Figure 3.8. The users located under the coverage area of the ith

eNodeB are forming a set of users Mi where Mi ∈ {M1,M2, ...,MK} and Mi = |Mi| is

the number of users in the users set Mi under the coverage area of the ith eNodeB. Each

joint user j is located under the coverage area of a set of eNodeBs, as shown in Figure 3.8,

that is given by Kj where Kj ∈ {K1,K2, ...,KM} and Kj = |Kj| is the number of eNodeBs

in the set Kj of all in range eNodeBs for user j.

Each eNodeB calculates its offered price per unit bandwidth (assuming it is the primary

carrier for all users under its coverage area) and provides each user under its coverage area
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with its offered price. Each joint user selects the carrier with the least offered price to be

its primary carrier and the rest of all in range carriers to be its secondary carriers. The

eNodeB with the least offered price first allocates its resources to all users under its coverage

area based on the applications running on their UEs. The remaining eNodeBs then start

allocating their resources in the order of their offered prices to all users under their coverage

area based on the users applications and the rates that are allocated to the joint users from

other eNodeBs (with lower offered prices).

We express the user satisfaction with its provided service using utility functions [18, 82,

83]. We assume that the jth user’ application utility function Uj(rj) is strictly concave

or sigmoidal-like function where rj is the rate allocated to the jth user. Delay tolerant

applications are represented by logarithmic utility functions expressed by equation (2.2)

whereas real-time applications are represented by sigmoidal-like utility functions expressed

by equation (2.1).

3.2.2 Multiple Carriers Optimization Problem

In this section we formulate the RA problem for allocating the primary and secondary

carriers resources optimally among users under their coverage areas. Each carrier first calcu-

lates its offered price per unit bandwidth assuming that it is the primary carrier for all UEs

under its coverage area. Then, each carrier starts allocating its available resources optimally

among all users in its coverage area in the order of the carrier’s offered price, such that the

carrier with a lower offered price performs the RA prior to the one with a higher offered

price.
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3.2.2.1 The Price Selection Problem and enodeB Sorting

As mentioned earlier, each carrier calculates its offered price assuming it is the primary

carrier for all users under its coverage area. The carrier’s offered price is obtained from the

following RA optimization problem:

max
ri

Mi∏
j=1

Uj(ri,j)

subject to

Mi∑
j=1

ri,j ≤ Ri,

ri,j ≥ 0, j = 1, 2, ...,Mi.

(3.11)

where ri = {ri,1, ri,2, ..., ri,Mi
}, Mi is the number of UEs under the coverage area of the ith

eNodeB and Ri is the maximum achievable rate of the ith eNodeB. The resource allocation

objective function is to maximize the total system utility when allocating the eNodeB re-

sources. Furthermore, it provides proportional fairness among utilities. Therefore, no user is

allocated zero resources and a minimum QoS is provided to each user. Real-time applications

are given priory when allocating the eNodeB resources using this approach. Optimization

problem (3.11) is a convex optimization problem and there exists a unique tractable global

optimal solution [21]. The objective function in optimization problem (3.11) is equivalent to

max
ri

∑Mi

j=1 logUj(ri,j).

From optimization problem (3.11), we have the Lagrangian:

Li(ri,j) =(

Mi∑
j=1

logUj(ri,j))

− poffered
i (

Mi∑
j=1

ri,j −Ri − zi)

(3.12)

where zi ≥ 0 is the slack variable and poffered
i is the Lagrange multiplier which is equivalent to
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the shadow price that corresponds to the ith carrier price per unit bandwidth for the Mi chan-

nels as in [21]. The set of all carriers in the LTE mobile system is given by K = {1, 2, ..., K}

and their corresponding offered prices are given by Poffered = {poffered
1 , poffered

2 , ..., poffered
K }. The

jth user set of all in range carriers Kj (i.e. Kj = {1, 2, ..., Kj}) corresponding offered prices

are given by Pj = {pj1, p
j
2, ..., p

j
Kj
}.

All in range carriers Kj of the jth user are arranged based on their offered prices as follows:

lj1 = arg min
Kj

{pj1, p
j
2, ..., p

j
Kj
}

lj2 = arg min
Kj−{lj1}

{pj1, p
j
2, ..., p

j
Kj
}

...

ljKj
= arg min

Kj−{lj1,...,l
j
Kj−1}

{pj1, p
j
2, ..., p

j
Kj
}

where lj1 is the carrier with the lowest offered price and ljKj
is the carrier with the highest

offered price within the jth user set Kj of all in range carriers and Pj = {pj1, p
j
2, ..., p

j
Kj
} is

the set of the offered prices of all in range carriers for the jth user. The jth user sends an

assignment of 1 to the ith eNodeB that is corresponding to eNodeB lj1 (i.e. the eNodeB with

the least offered price among the jth user’s all in range carriers). On the other hand, the jth

user sends an assignment of 0 to each of the remaining eNodeBs in its range. Once the ith

eNodeB receives an assignment of 1 from each UE in its coverage area it starts allocating

its resources to the Mi UEs in Mi such that the jth UE is allocated an optimal rate rj,opti

from the ith eNodeB. Once the jth UE is allocated rate from its primary carrier lj1, it then

sends an assignment of 1 to the ith eNodeB that is corresponding to eNodeB lj2 and sends an

assignment of 0 to each of the remaining eNodeBs in its range. The process continues until

the jth UE sends an assignment of 1 to the ith eNodeB that is corresponding to eNodeB ljKj
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and receives its allocated rate from that eNodeB. The jth UE then calculates its aggregated

final optimal rate raggj .

3.2.2.2 RA Optimization Problem

Once the carriers offered prices are calculated as discussed in 3.2.2.1, each user j selects

eNodeB lj1 to be its primary carrier and the remaining carriers in its range to be its secondary

carriers. The eNodeB with the least offered price is the first one to start allocating its

resources among all users in its coverage area. Each of the remaining eNodeBs then starts

allocating its available resources after all the users in its coverage area are allocated rates

from carriers in their range with lower offered prices. Eventually, each user j is allocated

rates from all of the Kj carriers in its range. As discussed before, the ith carrier eNodeB starts

allocating its resources among all users in its coverage area once it receives an assignment of

1 from each of the Mi users in Mi. The rate allocated to the jth user from its ith carrier is

given by rj,opti .

The RA optimization problem for the ith carrier eNodeB in K, such that the ith eNodeB

received an assignment of 1 from each of the users under its coverage area, can be written

as:

max
ri

Mi∏
j=1

Uj(r
j
i + cji )

subject to

Mi∑
j=1

rji ≤ Ri,

rji ≥ 0, j = 1, 2, ...,Mi,

cji =
K∑

n=1,n6=i

vjnr
j,opt
n ,

vjn =


1, the jth UE ∈ Mn,

0, the jth UE /∈ Mn,

(3.13)



Chapter 3. Multi-Stage Resource Allocation with CA in Cellular Networks 48

where ri = {r1
i , r

2
i , ..., r

Mi
i }, Ri is the ith eNodeB available resources, cji is equivalent to the

total rates allocated to the jth user by the carriers in its range with lower offered prices than

the ith carrier offered price, vjn is equivalent to 1 if the jth UE ∈ Mn and is equivalent to 0 if

the jth UE /∈ Mn and rj,optn is the optimal rate allocated to the jth user by the nth eNodeB

(i.e. the nth carrier ∈ K). Once the jth user is allocated rate from all the carriers in its

range, it then calculates its aggregated final optimal rate raggj =
∑K

i=1 v
j
i r
j,opt
i .

Optimization problem (3.13) gives priority to the real-time application users and ensures

that the minimum rate allocated to each user is cji . Optimization problem (3.13) is a convex

optimization problem and there exists a unique tractable global optimal solution [21]. The

objective function in optimization problem (3.13) is equivalent to max
ri

∑Mi

j=1 logUj(r
j
i + cji ).

From optimization problem (3.13), we have the Lagrangian:

Li(r
j
i ) =(

Mi∑
j=1

logUj(r
j
i + cji ))

− pi(
Mi∑
j=1

rji −Ri − zi)

(3.14)

where zi ≥ 0 is the slack variable and pi is the Lagrange multiplier which is equivalent to

the shadow price that corresponds to the ith carrier price per unit bandwidth for the Mi

channels as in [21].

3.2.3 Algorithm

In this section, we present our price selective centralized RA with CA algorithm. Each UE

is allocated optimal rates from its all in range carriers and the final optimal rate allocated to

each UE is the aggregated rate. The algorithm starts when each UE transmits its application

parameters to all in range eNodeBs. Each eNodeB assigns initial values wi,j(0) to the users

applications. Each eNodeB performs an internal iterative algorithm to calculate its offered
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price per unit bandwidth. In each iteration, the eNodeB checks the difference between the

current value wi,j(n) and the previous one wi,j(n − 1), if the difference is greater than a

threshold δ, the shadow price poffered
i (n) =

∑Mi
j=1 wi,j(n)

Ri
is calculated by the eNodeB. Each

eNodeB uses poffered
i (n) to calculate the rate ri,j(n) that is the solution of the optimization

problem ri,j(n) = arg max
ri,j

(logUj(ri,j) − poffered
i (n)ri,j). The calculated rate is then used to

calculate a new value wi,j(n) where wi,j(n) = poffered
i (n)ri,j(n). Each eNodeB checks the

fluctuation condition as in [22] and calculates a new value wi,j(n). Once the difference

between the current wi,j(n) and the previous one is less than δ for all UEs, the ith eNodeB

sends its offered price poffered
i to all UEs in its coverage area.

Once the jth UE receives the offered prices poffered
i from all in range carriers, it sends an

assignment of 1 to the ith eNodeB with the lowest offered price that is corresponding to

eNodeB lj1 and an assignment of 0 to the remaining eNodeBs in its range. The jth UE then

receives its allocated rate rj,opti and shadow price pi from that eNodeB. It then updates the

cji value and sends it to the ith eNodeB that is corresponding to eNodeB lj2, it also sends

an assignment of 1 to that eNodeB and an assignment of 0 to the remaining eNodeBs in its

range. The process continues until the jth UE receives its allocated rate rj,opti and shadow

price pKj
, it then calculates its aggregated final optimal rate raggj .

On the other hand, Once the ith eNodeB receives assignments of 1 from all UEs in its

coverage area it calculates the optimal rate rj,opti and shadow price pi and sends them to

each UE in its coverage area. The process continues until the eNodeB with the highest

offered price receives assignment of 1 from all UEs in its coverage area, it then sends each of

these UEs its allocated optimal rate rj,opti and shadow price pi.
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Algorithm 5 The jth UE Algorithm

Let cji = 0 ∀i ∈ {1, 2, ..., K}
Send the UE application utility parameters kj, aj and bj to all in range eNodeBs
Receive offered prices that are equivalent to Pj = {pj1, p

j
2, ..., p

j
Kj
} from all in range carriers

eNodeBs
loop

for m← 1 to Kj do
ljm = arg min

Kj−{lj1,...,l
j
m−1}
{pj1, p

j
2, ..., p

j
Kj
} is carrier ljm for the jth UE

end for
end loop
loop

for m← 1 to Kj − 1 do
Send Flag assignment of 1 to the ith eNodeB and an assignment of 0 to the remaining
carriers in Kj {eNodeB i = eNodeB ljm}
Send cji to the ith eNodeB {eNodeB i = eNodeB ljm}
Receive the optimal rate rj,opti from the ith eNodeB {eNodeB i = eNodeB ljm}
Receive shadow price pi from the ith eNodeB {eNodeB i = eNodeB ljm}
Send the optimal rate rj,opti to the ith eNodeB {the ith eNodeB corresponds to eNodeB
ljm+1}
Calculate new cji =

∑K
n=1,n 6=i v

j
nr

j,opt
n for the ith eNodeB that corresponds to eNodeB

ljm+1

end for
end loop
Send cji to the ith eNodeB {the ith carrier corresponds to carrier ljKj

}
Receive the optimal rate rj,opti from the ith eNodeB {the ith carrier corresponds to carrier
ljKj
}

Receive shadow price pi from the ith eNodeB {the ith carrier corresponds to carrier ljKj
}

Calculate the aggregated final optimal rate raggj = cji + rj,opti {the ith carrier corresponds

to carrier ljKj
}

3.2.4 Simulation Results

Algorithm (5) and Algorithm (6) were applied in C++ to different sigmoidal-like and log-

arithmic utility functions. The simulation results showed convergence to the global optimal

rates. In this section, we present the simulation results for two carriers and 9 UEs shown

in Figure 3.9. Three UEs {UE1,UE2,UE3} (first group) are under the coverage area of only

Carrier 1 eNodeB, another three UEs {UE4,UE5,UE6} (second group) are joint users under



Chapter 3. Multi-Stage Resource Allocation with CA in Cellular Networks 51

Algorithm 6 The ith eNodeB Algorithm

Let wi,j(0) = 0 ∀j ∈Mi

Receive application utility parameters kj, aj and bj from all UEs under the coverage area
of the ith eNodeB
loop

while |wi,j(n) − wi,j(n − 1)| > δ for any j = {1, ....,Mi} where the jth UE under the
coverage area of the ith eNodeB do

Calculate poffered
i (n) =

∑Mi
j=1 wi,j(n)

Ri

for j ← 1 to Mi do

Solve ri,j(n) = arg max
ri,j

(
logUj(ri,j)− poffered

i (n)ri,j(n)
)

Calculate new wi,j(n) = poffered
i (n)ri,j(n)

if |wi,j(n)− wi,j(n− 1)| > ∆w then
wi,j(n) = wi,j(n− 1) + sign(wi,j(n)− wi,j(n− 1))∆w(n)

{∆w(n) = l1e
− n

l2 }
end if

end for
end while

Send the ith eNodeB’ shadow price poffered
i = poffered

i (n) =
∑Mi

j=1 wi,j(n)

Ri
to all UEs in the

eNodeB coverage area
end loop
if The ith eNodeB received Flag assignment of 1 from each UE (the jth UE where j ∈Mi)
in its coverage area then

loop
Let wji (0) = 0 ∀j, j = {1, ....,Mi}
while |wji (n)− wji (n− 1)| > δ for any j = {1, ....,Mi} do

Calculate pi(n) =
∑Mi

j=1 w
j
i (n)

Ri

for j ← 1 to Mi do
Receive cji value from the jth UE

Solve rji (n) = arg max
rji

(
logUj(r

j
i + cji )− pi(n)rji (n)

)
Calculate new wji (n) = pi(n)rji (n)
if |wji (n)− wji (n− 1)| > ∆w then
wji (n) = wji (n− 1) + sign(wji (n)− wji (n− 1))∆w(n)

{∆w(n) = l1e
− n

l2 }
end if

end for
end while
Send rate rj,opti =

wj
i (n)

Ri
to all UEs in the eNodeB coverage area

Send the shadow price pi = pi(n) to all UEs in its coverage area
end loop

end if
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Figure 3.9: System model with two carriers eNodeBs and three groups of users. UE1,UE2
and UE3 under the coverage area of only carrier 1. UE4, UE5 and UE6 under the coverage
area of both carriers. UE7, UE8 and UE9 under the coverage area of only carrier 2.

the coverage area of both carrier 1 and carrier 2 eNodeBs and three UEs {UE7,UE8,UE9}

(third group) are under the coverage area of only carrier 2 eNodeB. UE1 and UE7 are run-

ning the same real-time application that is represented by a normalized sigmoidal-like utility

function, that is expressed by equation (2.1), with a = 5, b = 10 which is an approximation

to a step function at rate r = 10. UE2 and UE8 are running the same real-time application

that is represented by another sigmoidal-like utility function with a = 3 and b = 20. UE3

and UE9 are running the same delay-tolerant application that is represented by a logarithmic

function with k = 15. The joint users UE4 and UE5 are running delay tolerant applications

that are represented by logarithmic functions with k = 3 and k = 0.5, respectively. The

joint user UE6 is running real-time application that is represented by sigmoidal-like utility

function with a = 1 and b = 30. Additionally, We use rmax = 100 for all logarithmic func-

tions, l1 = 5 and l2 = 10 in the fluctuation decay function of the algorithm and δ = 10−3.

The utility functions corresponding to the nine UEs applications are shown in Figure 3.10.
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Figure 3.10: The users utility functions Uj(rj). Sig1 represents UE1 and UE7 applications,
Sig2 represents UE2 and UE8 applications, Log1 represents UE3 and UE9 applications,
Log2 represents UE4 application, Log3 represents UE5 application and Sig3 represents UE6
application, rj is the rate allocated to the jth user from all in range eNodeBs.

3.2.4.1 The ith carrier offered Price poffered
i for 50 ≤ R1 ≤ 200 and R2 = 100

In the following simulations, carrier 1 eNodeB available resources R1 takes values between

50 and 200 with step of 10, and carrier 2 eNodeB available resources is fixed R2 = 100. In

Figure 3.11, we consider each carrier to be the primary carrier for all UEs under its coverage

area and show that carrier 1 offered price poffered
1 is higher than carrier 2 offered price poffered

2

when R1 ≤ R2 where R2 = 100. On the other hand, Figure 3.11 shows that poffered
2 > poffered

1

when R2 < R1 ≤ 200. This shows how the carrier’s offered price depends on its available

resources, the shadow price increases when the carrier’s available resources decreases for a

fixed number of users. As mentioned before, the joint users select the carrier with the lowest

offered price to be their primary carrier. Therefore, in this case the joint users select carrier

2 to be their primary carrier and carrier 1 to be their secondary carrier when R1 ≤ 100

whereas they select carrier 1 to be their primary carrier and carrier 2 to be their secondary

carrier when 100 < R1 ≤ 200.
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Figure 3.11: Carrier 1 offered price poffered
1 for different values of R1 and fixed number of users

and carrier 2 offered price poffered
2 for R2 = 100 assuming that each carrier is the primary

carrier for all UEs under its coverage area.

3.2.4.2 Aggregated rates raggj for 50 ≤ R1 ≤ 200 and R2 = 100

In the following simulations, carrier 1 available resources R1 takes values between 50 and

200 with step of 10 and carrier 2 eNodeB available resources is fixed R2 = 100. In Figure

3.12, we show the aggregated final optimal rates for the nine users with different available

resources R1 of carrier 1. The final optimal rates raggj for the first group of UEs are allocated

to them by only carrier 1 as they are under the coverage area of only that carrier and do

not have secondary carriers. Similarly, the final optimal rates raggj for the third group of

UEs are allocated to them by carrier 2 as they are under the coverage area of only that

carrier and do not have secondary carriers. On the other hand, the second group of UEs are

joint users and are allocated rates from both carriers. The joint users select their primary

carrier lj1 to be the carrier with the lowest shadow price lj1 = arg min
{1,2}
{poffered

1 , poffered
2 } and

the other carrier with a higher offered price to be their secondary carrier lj2. The aggregated

final optimal rate allocated to each joint user is the aggregated rate of its primary carrier

allocated rate and its secondary carrier allocated rate. Figure 3.12 shows that users running

real-time applications are given priority over users running delay tolerant applications and
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Figure 3.12: The aggregated final optimal allocated rate raggj for each user from its all in
range carriers versus carrier 1 available resources 50 ≤ R1 ≤ 200 with carrier 2 available
resources fixed at R2 = 100.

are allocated higher rates in the case of low carrier’s available resources.

3.3 Multi-Stage Resource Allocation with Carrier Ag-

gregation for Commercial Use of 3.5 GHz Spec-

trum

The Commission and the President have outlined a path to double the available spec-

trum for wireless broadband use, the PCAST Report identifies two technological advances

to increase wireless broadband capabilities. First, increasing the deployment of small cell

networks and second using spectrum sharing technology. The 3.5 GHz Band is an ideal band

for small cell deployments and shared spectrum use because of its smaller coverage. The Na-

tional Institute of Standards and Technology (NTIA) Fast Track Report [11] identified the

3.5 GHz Band for potential shared federal and non-federal broadband use. This band is very

favorable for commercial cellular systems such as LTE-Advanced systems. Small cells are

low-powered wireless base stations designed to play well with macro networks in a heteroge-
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neous network (HetNet). Small cells are backed up by a macro cell layer of coverage so that

if a small cell shuts down in the 3.5 GHz shared band, operators can pick up coverage again

in the macro network.

In this section, we introduce an application-aware spectrum sharing approach for sharing

the Federal under-utilized 3.5 GHz spectrum with commercial users. In our model, users

are running elastic or inelastic traffic and each application running on the UE is assigned

a utility function based on its type. Furthermore, each of the small cells’ users has a mini-

mum required target utility for its application. In order for users located under the coverage

area of the small cells’ eNodeBs, with the 3.5 GHz band resources, to meet their minimum

required quality of experience (QoE), the network operator makes a decision regarding the

need for sharing the macro cell’s resources to obtain additional resources. Our objective

is to provide each user with a rate that satisfies its application’s minimum required utility

through spectrum sharing approach and improve the overall QoE in the network. We present

an application-aware spectrum sharing algorithm that is based on resource allocation with

carrier aggregation to allocate macro cell permanent resources and small cells’ leased re-

sources to UEs and allocate each user’s application an aggregated rate that can at minimum

achieves the application’s minimum required utility.

Our contributions in this section are summarized as:

• We present a spectrum sharing approach for sharing the Federal under-utilized 3.5

GHz spectrum with commercial users.

• We present a spectrum sharing algorithm that is based on resource allocation with CA

to allocate the small cells’ under-utilized 3.5 GHz resources to small cells’ users and

allocate the macro cell’s resources to both macro cell’s users and small cell’s users that

did not reach their applications minimum required utilities by the small cells allocated

rates.
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• We present simulation results for the performance of the proposed resource allocation

algorithm.

3.3.1 Problem Formulation

We consider LTE-Advanced mobile system consisting of a macro cell, referred to by the

index B, with a coverage radius DB, that is overlaid with S small cells. The macro cell’s

eNodeB is configured at the LTE-Advanced carrier and the small cell’s eNodeB is configured

to use the 3.5 GHz under-utilized spectrum band. Let S denotes the set of small cells located

within the coverage area of the macro cell B where S = |S|. All small cells are connected

to the core network. The small cells are assumed to have a closed access scheme where only

registered UEs, referred to by SUEs, are served by the small cells eNodeBs. On the other

hand, all UEs under the coverage area of the macro cell B and not within the coverage

of any small cell, referred to by MUEs, are served by the macro cell’s eNodeB. The set of

all MUEs under the coverage area of macro cell B is referred to by µ. The set of SUEs

associated to small cell s is referred to by Qs. We assume that the association of the UEs

with their eNodeBs remains fixed during the runtime of the resource allocation process. We

have
⋃S
s=1Qs = Θ and

⋂S
s=1Qs = ∅. Each SUE i has a minimum QoE requirement for

its applications that is represented by the utility of the user’s application with its allocated

rate. Let ureq
i denotes the minimum required utility of SUE i ∈ Θ.

We express the user satisfaction with its application rates using utility functions. We

represent the ith user application utility function Ui(ri) by sigmoidal-like function or loga-

rithmic function where ri is the rate of the ith user application. Logarithmic utility functions

expressed by equation (2.2) and sigmoidal-like utility functions expressed by equation (2.1)

are used to represent delay tolerant and real-time applications, respectively.

Figure 3.13 shows a heterogeneous network that consists of one macro cell with one eNodeB
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Figure 3.13: System model for a LTE-Advanced mobile system with one macro cell and two
small cells within the coverage area of the macro cell. Each of the small cells is configured
to use the 3.5 GHz under-utilized spectrum.

and two small cells within the coverage area of the macro cell, each of the small cells has

one eNodeB that is configured to use the 3.5 GHz under-utilized spectrum. Mobile users

under the coverage of the macro cell and the small cells are running real time or delay

tolerant applications that are represented by sigmoidal-like or logarithmic utility functions,

respectively.

3.3.2 Resource Allocation Optimization for Spectrum Sharing with

the 3.5 GHz Spectrum

In this section, we present a resource allocation framework for cellular networks sharing

the federal under-utilized 3.5 GHz spectrum. In our model, SUEs are allocated resources

from the leased under-utilized 3.5 GHz resources at the small cells eNodeBs whereas MUEs

are allocated resources only by the macro cell’s eNodeB. Each of the SUEs has a minimum
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required utility ureq
i for each of its applications. First the small cell’s eNodeB allocates

its available leased resources then the network operator decides which SUEs still require

additional resources in order to achieve their minimum required utilities and allocate them

more resources from the macro cell eNodeB based on a resource allocation with carrier

aggregation optimization problem.

The resource allocation process starts by allocating each of the small cells resources to

SUEs under it coverage area. We use a utility proportional fairness resource allocation

optimization problem to allocate the small cell resources. The RA optimization problem of

the small cell s is given by:

max
rs

|Qs|∏
i=1

Ui(r
s
i )

subject to

|Qs|∑
i=1

rsi ≤ Rs

0 ≤ rsi ≤ Rs, i = 1, 2, ..., |Qs|,

(3.15)

where rs = {rs1, rs2, ..., rs|Qs|}, |Qs| is the number of SUEs under the coverage area of the

small cell s and Rs is the maximum achievable rate of the under-utilized 3.5 GHz leased

spectrum available at the eNodeB of small cell s. The resource allocation objective function

is to maximize the entire small cell utility when allocating its resources. It also achieves

proportional fairness among utilities such that non of the SUEs will be allocated zero re-

sources. Therefore, a minimum QoS is provided to each SUE. This approach gives real

time applications priority when allocating the small cell resources. The objective function

in optimization problem (3.15) is equivalent to max
rs

∑|Qs|
i=1 logUi(r

s
i ). Optimization problem

(3.15) is a convex optimization problem and there exists a unique tractable global optimal

solution [21].
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From optimization problem (3.15), we have the Lagrangian:

Ls(r
s, ps) = (

|Qs|∑
i=1

logUi(r
s
i ))− ps(

|Qs|∑
i=1

rsi + zs −Rs) (3.16)

where zs ≥ 0 is the slack variable and ps is the Lagrange multiplier which is equivalent to

the shadow price that corresponds to the service provider’s price per unit bandwidth for the

small cell resources [21].

The solution of equation (3.15) is given by the values rsi that solve equation
∂ logUi(r

s
i )

∂rsi
= ps

and are the intersection of the time varying shadow price, horizontal line y = ps, with the

curve y =
∂ logUi(r

s
i )

∂rsi
geometrically. Once the RA process is performed by the small cell s,

each SUE in Qs will be allocated rs,all
i = rsi rate. However, the network operator decides if

any of the SUEs requires additional resources in order to reach the minimum required utility

ureq
i of its application by comparing the utility of the small cell allocated rate that is given by

Ui(r
s,all
i ) with the value ureq

i . If the achieved utility for certain SUE is less that the minimum

required utility, the network operator requests additional resources from the macro cell for

that SUE. The small cell s eNodeB creates a set QsB of all SUEs that needs to be allocated

additional resources where QsB = {SUEs ∈ Qs s.t. ureq
i > Ui(r

s,all
i )}.

Once each small cell s within the coverage area of the macro cell B performs its RA process

based on optimization problem (3.15), the macro cell starts allocating its resources to all

MUEs within its coverage area as well as the SUEs that were reported, by the network

operator, for their need of additional resources. Let Q be the set of SUEs that will be

allocated additional resources by the macro cell where Q =
⋃S
s=1QsB. The set of UEs that

will be served by the macro cell’s eNodeB; i.e. participate in the macro cell RA process, is

given by β where β = µ
⋃
Q. The resource allocation optimization problem of the macro

cell B is given by:
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max
r

|β|∏
i=1

Ui(ri + Ci)

subject to

|β|∑
i=1

ri ≤ RB

Ci =


0 if UE i /∈ Q

rs,all
i if UE i ∈ Q

0 ≤ ri ≤ RB, i = 1, 2, ..., |β|,

(3.17)

where r = {r1, r2, ..., r|β|}, |β| is the number of UEs that will be be served by the macro

cell’s eNodeB and RB is the maximum achievable rate of the resources available at the

macro cell’s eNodeB. The resource allocation objective function is to maximize the entire

macro cell utility when allocating its resources. The RA optimization problem (3.17) is

based on carrier aggregation. It seeks to maximize the multiplication of the utilities of the

rates allocated to MUEs by the macro cell’s eNodeB and the utilities of the rates allocated

to the SUEs in β by small cells’ eNodeBs and macro cell’s eNodeB. Utility proportional

fairness is used to guarantee that non of the UEs will be allocated zero resources. Real time

applications are given priority when allocating the macro resources using this approach. The

objective function in optimization problem (3.17) is equivalent to max
r

∑|β|
i=1 logUi(ri + Ci).

Optimization problem (3.17) is a convex optimization problem and there exists a unique

tractable global optimal solution [21].

From optimization problem (3.17), we have the Lagrangian:

LB(r, pB) = (

|β|∑
i=1

logUi(ri + Ci))− pB(

|β|∑
i=1

ri + zB −RB) (3.18)

where zB ≥ 0 is the slack variable and pB is the Lagrange multiplier which is equivalent to

the shadow price that corresponds to the service provider’s price per unit bandwidth for the

macro cell resources [21].
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The solution of equation (3.17) is given by the values ri that solve equation ∂ logUi(ri+Ci)
∂ri

=

pB and are the intersection of the time varying shadow price, horizontal line y = pB, with the

curve y = ∂ logUi(ri+Ci)
∂ri

geometrically. Once the macro cell eNodeB is done performing the RA

process based on optimization problem (3.17), each UE in β will be allocated rall
i = ri + Ci

rate.

3.3.3 The Macro Cell and Small Cells RA Optimization Algorithm

In this section, we present our resource allocation algorithm. The proposed algorithm

consists of SUE, MUE, small cell eNodeB and macro cell eNodeB parts shown in Algorithm

7, 8, 9 and 10, respectively. The execution of the algorithm starts by SUEs and MUEs,

subscribing for mobile services, transmitting their applications utilities parameters to their

corresponding eNodeBs. First, each small cell s eNodeB calculates its allocated rate rs,all
i to

each SUE in Qs. It then checks whether the achievable utility of that rate is less or greater

than the SUE’s minimum required utility ureq
i . If for any SUE Ui(r

s,all
i ) < ureq

i , the small

cell’s eNodeB sends the application parameters and the allocated rate rs,all
i for that SUE

to the macro cell’s eNodeB requesting additional resources. Otherwise, it allocates the rate

rs,all
i to that SUE.

Once the macro cell’s eNodeB receives the set QsB from each small cell in S within its

coverage area. It starts the RA process to allocate its available resources to each UE in β

based on a RA with carrier aggregation optimization problem. Once the RA process of the

macro cell is performed, the macro cell allocates rate rall
i = ri + Ci to the ith UE in β.

Algorithm 7 The ith SUE ∈ Qs Algorithm

loop
Send application utility parameters ki, ai, bi, r

max
i and ureq

i to the SUE’s in band small
cell’s eNodeB.
Receive the final allocated rate rs,all

i from the small cell s eNodeB or from the macro
cell’s eNodeB.

end loop
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Algorithm 8 The ith MUE ∈ µ Algorithm

loop
Send application utility parameters ki, ai, bi and rmax

i to the macro cell’s eNodeB.
Receive the final allocated rate rall

i from the macro cell’s eNodeB.
end loop

Algorithm 9 Small Cell s eNodeB Algorithm

loop
Initialize QsB = ∅; rall

i = 0.
Receive application utility parameters ki, ai, bi, r

max
i and ureq

i from all SUEs in Qs.
Solve rs = arg max

rs

∑|Qs|
i=1 logUi(r

s
i )− ps(

∑|Qs|
i=1 (rsi )−Rs).

Let rs,all
i = rsi be the rate allocated by the s small cell’s eNodeB to each user in Qs.

Calculate the SUE utility Ui(r
s,all
i ) ∀i ∈ Qs

for SUE i← 1 to |Qs| do
if Ui(r

s,all
i ) < ureq

i then
QsB = QsB

⋃
SUE{i}

Send SUE i parameters ki, ai, bi, r
max
i and rs,all

i to the macro cell’s eNodeB
else

Allocate rate rall
i = rs,all

i to SUE i
end if

end for
end loop

Algorithm 10 The Macro Cell’s eNodeB Algorithm

loop
Initialize Ci = 0; rall

i = 0.
for s← 1 to S do

Receive application utility parameters ki, ai, bi, r
max
i and rs,all

i for all SUEs in QsB
from small cell s eNodeB.
Ci = rs,all

i ∀i ∈ QsB
end for
Create user group Q =

⋃S
s=1QsB

Create user group β = µ
⋃
Q

Solve r = arg max
r

∑|β|
i=1 logUi(ri + Ci)− pB(

∑|β|
i=1(ri)−RB).

Allocate rall
i = ri + Ci to each UE i in β

end loop
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Table 3.1: Users and their applications utilities

User’s Index User’s Type Applications Utilities Parameters

UE1 i = {1} SUE Sig2 ai = 3, bi = 20, ureq
i = 0.8

UE2 i = {2} SUE Sig3 ai = 1, bi = 30, ureq
i = 0.8

UE3 i = {3} SUE Log2 ki = 3, rmax
i = 100, ureq

i = 0.5

UE4 i = {4} SUE Log3 ki = 0.5, rmax
i = 100, ureq

i = 0.5

UE5 i = {5} MUE Sig1 ai = 5, bi = 10

UE6 i = {6} MUE Sig3 ai = 1, bi = 30

UE7 i = {7} MUE Log1 ki = 15, rmax
i = 100

UE8 i = {8} MUE Log3 ki = 0.5, rmax
i = 100

3.3.4 Simulation Results

Algorithm 7, 8, 9 and 10 were applied in C++ to multiple utility functions with different

parameters. Simulation results showed convergence to the global optimal rates. In this

section, we consider a macro cell with one eNodeB. Within the coverage area of the macro

cell there exists one small cell s. Four SUEs are located under the coverage area of the small

cell s with UEs indexes {1, 2, 3, 4}. The SUEs user group is given by Qs = {1, 2, 3, 4}. Four

MUEs are located under the coverage area of the macro cell’s eNodeB but not within the

small cell. The MUEs user group is given by µ = {5, 6, 7, 8}. Each UE whether it is SUE or

MUE is running either real time application or delay tolerant application. Each of the SUEs’

applications utilities has a minimum required utility that is given by ureq
i that is equivalent

to the Ci value for that user whereas MUEs do not have minimum required utilities for their

applications. The UEs’ indexes, types and applications utilities parameters are listed in

table 3.1. Figure 3.14 shows the sigmoidal-like utility functions and the logarithmic utility

functions used to represent the SUEs and MUEs applications.
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Figure 3.14: The users utility functions Ui(ri) used in the simulation (three sigmoidal-like
functions and three logarithmic functions).

3.3.4.1 Small Cell Allocated Rates and Users QoE

In the following simulations, the small cell’s carrier total rate Rs takes values between 10

and 100 with step of 10. In Figure 3.15, we show the small cell’s allocated rates rs,all
i for

users in Qs with different values of the small cell’s carrier total rate Rs and the users QoE

with the small cell allocated rates when Rs = 50 and Rs = 70. In Figure 3.15(a), we show

that users running real time applications are given priority when allocating the small cell’s

resources due to their sigmoidal-like utility function nature. We also observe that non of

the UEs is allocated zero resources because we used a utility proportional fairness approach.

We also show how the proposed rate allocation algorithm converges for different values of

Rs. In Figure 3.15(b), we show the QoE for the four SUEs which is represented by their

applications utilities of the small cell allocated rates Ui(r
s,all
i ) when Rs = 50 and Rs = 70.

We notice that in the case of Rs = 50, the utilities of the small cell allocated rates for

UE2, UE3 and UE4 did not reach the minimum required utilities for these SUEs whereas

in the case of Rs = 70 the utility of the small cell allocated rate for UE4 did not reach

the minimum required utility for that SUE. Therefore, based on the proposed algorithm

the network operator will request additional resources for these UEs from the macro cell’s
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Figure 3.15: The small cell’s eNodeB allocated rates with 10 < Rs < 100 and users’ QoE
when Rs = 50 and Rs = 70.

eNodeB and these UEs will be allocated additional resources based on a resource allocation

with carrier aggregation scenario.
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3.3.4.2 Macro Cell Allocated Rates and Users QoE

In the following simulations, the macro cell’s carrier total rate RB takes values between 10

and 100 with step of 10 andRs is fixed at 50. As discussed in 3.3.4.1, in the case ofRs = 50 the

network operator requests additional resources for three SUEs (i.e. UEs in QsB = {2, 3, 4})

as they did not reach their minimum required utilities. Therefore, the macro cell’s eNodeB

performs a resource allocation with carrier aggregation process to allocate resources to the

UEs in user group β where β = {2, 3, 4, 5, 6, 7, 8}. In Figure 3.16, we show the final allocated

rates rall
i for the UEs in β and these users QoE with the final allocated rates when RB = 80.

In Figure 3.16(a), we show the macro cell’s final allocated rates converge for different values

of RB. Again we observe that non of the users is allocated zero resources and that real time

applications are given priority when allocating the macro cell’s resources. In Figure 3.16(b),

we show the QoE for each of the seven UEs in β which is represented by the utility, of the

final allocated rate Ui(r
all
i ), of the user’s application when Rs = 50 and RB = 80. We notice

that the utilities of the final allocated rates for the three SUEs in QsB (i.e. UE {2,3,4})

exceed the minimum required utilities for these SUEs because of the additional resources

allocated to these users by the macro cell’s eNodeB.
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Figure 3.16: The total aggregated rates rall
i = ri + Ci allocated by the macro cell’s eNodeB

to users in β with 10 < RB < 100 when Rs = 50 and the users’ QoE when RB = 80 and
Rs = 50.
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3.4 Summary and Conclusions

In this chapter, we introduced a novel RA with CA optimization problem in cellular net-

works. We considered mobile users with elastic or inelastic traffic and used utility functions

to represent the applications running on the UEs. We presented an iterative decentralized

rate allocation with CA algorithm to allocate both the primary and secondary carriers re-

sources optimally among users located under the coverage area of both carriers. We also

presented a novel price selective centralized algorithm for allocating resources from different

carriers optimally among users. Our price selective algorithm allows each user to select its

primary and secondary carriers based on their offered prices in order to guarantee a minimum

price for the aggregated final allocated rates. The centralized algorithm is performed mostly

in the eNodeBs. Therefore, it requires less transmission overhead and less computations in

the UEs. The proposed algorithms use proportional fairness approach to provide a mini-

mum QoS to all users while giving priority to real-time application users. We analyzed the

convergence of the algorithms with different carriers available resources and showed through

simulations that our algorithms converge to optimal values.

In addition, we proposed a spectrum sharing approach for sharing the Federal under-

utilized 3.5 GHz spectrum with commercial users and presented multi-stage resource allo-

cation with CA algorithms to allocate the macro cell and small cells resources optimally

among users under their coverage area. Users located under the coverage area of the small

cells are allocated resources by the small cells’ eNodeBs whereas both the macro cell users

and the small cells’ users that did not reach their minimum required utilities, by their small

cells’ allocated rates, are allocated resources by the macro cell’s eNodeB based on carrier

aggregation. We showed through simulations that the proposed algorithm converges to the

optimal rates. We also showed that small cells’ users can achieve their minimum required

QoE by using the proposed spectrum sharing approach.



Chapter 4

Robust RA with Joint CA for

Multi-Carrier Cellular Networks

In this chapter, we focus on solving the problem of utility proportional fairness optimal

RA with joint CA for multi-carrier cellular networks. The RA with joint CA algorithm

presented in [1] fails to converge for high-traffic situations due to the fluctuation in the RA

process. In this chapter, we present a robust algorithm that solves the drawbacks in [1]

and allocates multiple carriers resources optimally among UEs in their coverage area for

both high-traffic and low-traffic situations. Additionally, our proposed distributed algorithm

outperforms the multi-stage RA with CA algorithms presented in [24,85,86] as it guarantees

that mobile users are assigned optimal (minimum) price for resources. We formulate the

multi-carrier RA with CA optimization problem into a convex optimization framework. We

use logarithmic and sigmoidal-like utility functions to represent delay-tolerant and real-

time applications, respectively, running on the mobile users’ smart phones [21]. Our model

supports both contiguous and non-contiguous carrier aggregation from one or more network

providers. During the resource allocation process, our distributed algorithm allocates optimal

resources from one or more carriers to provide the lowest resource price for the mobile

70
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users. In addition, we use a utility proportional fairness approach that ensures non-zero

resource allocation for all users and gives real-time applications priority over delay-tolerant

applications due to the nature of their applications that require minimum encoding rates.

Our contributions in this chapter are summarized as:

• We consider the RA optimization problem with joint CA presented in [1] that uses

utility proportional fairness approach and solves for logarithmic and sigmoidal-like

utility functions representing delay-tolerant and real-time applications, respectively.

• We prove that the optimization problem is convex and therefore the global optimal

solution is tractable. In addition, we present a robust distributed resource allocation

algorithm to solve the optimization problem and provide optimal rates in high-traffic

and low-traffic situations.

• Our proposed algorithm outperforms that presented in [1] by preventing the fluctua-

tions in the RA process when the resources are scarce with respect to the number of

users. It also outperforms the algorithms presented in [24,85,86] as it guarantees that

mobile users receive optimal price for resources.

• We present simulation results for the performance of our RA algorithm and compare

it with the performance of the multi-stage RA algorithm presented in [24,85,86].

4.1 Problem Formulation

We consider LTE mobile system consisting of K carriers eNodeBs with K cells and M UEs

distributed in these cells. The rate allocated by the lth carrier eNodeB to ith UE is given

by rli where l = {1, 2, ..., K} and i = {1, 2, ...,M}. Each UE has its own utility function

Ui(r1i + r2i + ... + rKi) that corresponds to the type of traffic being handled by the ith UE.

Our objective is to determine the optimal rates that the lth carrier eNodeB should allocate
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to the nearby UEs. We express the user satisfaction with its provided service using utility

functions that represent the degree of satisfaction of the user function with the rate allocated

by the cellular network [82] [18] [83]. We assume the utility functions Ui(r1i + r2i + ...+ rKi)

to be a strictly concave or a sigmoidal-like functions. The utility functions have the following

properties:

• Ui(0) = 0 and Ui(r1i + r2i + ...+ rKi) is an increasing function of rli for l.

• Ui(r1i + r2i + ...+ rKi) is twice continuously differentiable in rli for all l.

In our model, we use the normalized sigmoidal-like utility function, as in [82], that can be

expressed as

Ui(r1i + r2i + ...+ rKi) = ci

(
1

1 + e−ai(
∑K

l=1 rli−bi)
− di

)
(4.1)

where ci = 1+eaibi

eaibi
and di = 1

1+eaibi
. So, it satisfies Ui(0) = 0 and Ui(∞) = 1. We use the

normalized logarithmic utility function, as in [83], that can be expressed as

Ui(r1i + r2i + ...+ rKi) =
log(1 + ki

∑K
l=1 rli)

log(1 + kirmax)
(4.2)

where rmax is the required rate for the user to achieve 100% utility percentage and ki is

the rate of increase of utility percentage with allocated rates. So, it satisfies Ui(0) = 0 and

Ui(rmax) = 1. We consider the utility proportional fairness objective function that is given

by

max
r

M∏
i=1

Ui(r1i + r2i + ...+ rKi) (4.3)

where r = {r1, r2, ..., rM} and ri = {r1i, r2i, ..., rKi}. The goal of this resource allocation

objective function is to maximize the total system utility while ensuring proportional fairness

between utilities (i.e., the product of the utilities of all UEs). This resource allocation

objective function inherently guarantees:
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• non-zero resource allocation for all users. Therefore, the corresponding resource allo-

cation optimization problem provides a minimum QoS for all users.

• priority to users with real-time applications. Therefore, the corresponding resource

allocation optimization problem improves the overall QoS for LTE system.

The basic formulation of the utility proportional fairness resource allocation problem is

given by the following optimization problem:

max
r

M∏
i=1

Ui(r1i + r2i + ...+ rKi)

subject to
M∑
i=1

r1i ≤ R1,
M∑
i=1

r2i ≤ R2, ...

... ,
M∑
i=1

rKi ≤ RK ,

rli ≥ 0, l = 1, 2, ..., K, i = 1, 2, ...,M

(4.4)

where Rl is the total available rate at the lth carrier eNodeB.

We prove in Section 4.2 that the solution of the optimization problem (4.4) is the global

optimal solution.

4.2 The Global Optimal Solution

In the optimization problem (4.4), since the objective function arg max
r

∏M
i=1 Ui(r1i + r2i +

...+rKi) is equivalent to arg max
r

∑M
i=1 log(Ui(r1i+r2i+ ...+rKi)), then optimization problem

(4.4) can be written as:
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max
r

M∑
i=1

log

(
Ui(r1i + r2i + ...+ rKi)

)

subject to
M∑
i=1

r1i ≤ R1,

M∑
i=1

r2i ≤ R2, ...

... ,

M∑
i=1

rKi ≤ RK ,

rli ≥ 0, l = 1, 2, ..., K, i = 1, 2, ...,M.

(4.5)

Lemma 4.2.1. The utility functions log(Ui(r1i+ ...+rKi)) in the optimization problem (4.5)

are strictly concave functions.

Proof. In Section 4.1, we assume that all the utility functions of the UEs are strictly concave

or sigmoidal-like functions.

In the strictly concave utility function case, recall the utility function properties in Section

4.1, the utility function is positive Ui(r1i + ...+ rKi) > 0, increasing and twice differentiable

with respect to rli. Then, it follows that ∂Ui(r1i+...+rKi)
∂rli

> 0 and ∂2Ui(r1i+...+rKi)

∂r2li
< 0. It follows

that, the utility function log(Ui(r1i + r2i + ...+ rKi)) in the optimization problem (4.5) have

∂ log(Ui(r1i + ...+ rKi))

∂rli
=

∂Ui

∂rli

Ui
> 0 (4.6)

and

∂2 log(Ui(r1i + ...+ rKi))

∂r2
li

=

∂2Ui

∂r2li
Ui − ( ∂Ui

∂rli
)2

U2
i

< 0. (4.7)

Therefore, the strictly concave utility function Ui(r1i + r2i + ... + rKi) natural logarithm

log(Ui(r1i + r2i + ...+ rKi)) is also strictly concave. It follows that the natural logarithm of

the logarithmic utility function in equation (4.2) is strictly concave.

In the sigmoidal-like utility function case, the utility function of the normalized sigmoidal-

like function is given by equation (4.1) as Ui(r1i+ r2i+ ...+ rKi) = ci

(
1

1+e
−ai(

∑K
l=1

rli−bi)
−di

)
.
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For 0 <
∑K

l=1 rli <
∑K

l=1Rl, we have

0 < ci

(
1

1 + e−ai(
∑K

l=1 rli−bi)
− di

)
< 1

di <
1

1 + e−ai(
∑K

l=1 rli−bi)
<

1 + cidi
ci

1

di
> 1 + e−ai(

∑K
l=1 rli−bi) >

ci
1 + cidi

0 < 1− di(1 + e−ai(
∑K

l=1 rli−bi)) <
1

1 + cidi

It follows that for 0 <
∑K

l=1 rli <
∑K

l=1Rl, we have the first and second derivative as

∂

∂rli
logUi(r1i + ...+ rKi) =

aidie
−ai(

∑K
l=1 rli−bi)

1− di(1 + e−ai(
∑K

l=1 rli−bi))

+
aie
−ai(

∑K
l=1 rli−bi)

(1 + e−ai(
∑K

l=1 rli−bi))
> 0

∂2

∂r2
li

logUi(r1i + ...+ rKi) =
−a2

i die
−ai(

∑K
l=1 rli−bi)

ci

(
1− di(1 + e−a(

∑K
l=1 rli−bi))

)2

+
−a2

i e
−ai(

∑K
l=1 rli−bi)

(1 + e−ai(
∑K

l=1 rli−bi))2
< 0

Therefore, the sigmoidal-like utility function Ui(r1i+ ...+rKi) natural logarithm log(Ui(r1i+

...+ rKi)) is strictly concave function. Therefore, all the utility functions in our model have

strictly concave natural logarithm.

Theorem 4.2.2. The optimization problem (4.4) is a convex optimization problem and there

exists a unique tractable global optimal solution.

Proof. It follows from Lemma 4.2.1 that for all UEs utility functions are strictly concave.

Therefore, the optimization problem (4.5) is a convex optimization problem [87]. The opti-

mization problem (4.5) is equivalent to optimization problem (4.4), therefore it is a convex

optimization problem. For a convex optimization problem, there exists a unique tractable
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global optimal solution [87].

4.3 The Dual Problem

The key to a distributed and decentralized optimal solution of the primal problem in (4.5)

is to convert it to the dual problem similar to [21], [15] and [88]. The optimization problem

(4.5) can be divided into two simpler problems by using the dual problem. We define the

Lagrangian

L(r,p) =
M∑
i=1

log

(
Ui(r1i + r2i + ...+ rKi)

)

− p1(
M∑
i=1

r1i + z1 −R1)− ...

− pK(
M∑
i=1

rKi + zK −RK)

=
M∑
i=1

(
log(Ui(r1i + r2i + ...+ rKi))−

K∑
l=1

plrli

)

+
K∑
l=1

pl(Rl − zl)

=
M∑
i=1

Li(ri,p) +
K∑
l=1

pl(Rl − zl)

(4.8)

where zl ≥ 0 is the lth slack variable and pl is Lagrange multiplier or the shadow price of the lth

carrier eNodeB (i.e. the total price per unit rate for all the users in the coverage area of the lth

carrier eNodeB) and p = {p1, p2, ..., pK}. Therefore, the ith UE bid for rate from the lth car-

rier eNodeB can be written as wli = plrli and we have
∑M

i=1 wli = pl
∑M

i=1 rli. The first term in

equation (4.8) is separable in ri. So we have max
r

∑M
i=1(log(Ui(r1i + r2i + ...+ rKi))−

∑K
l=1 plrli) =∑M

i=1 max
ri

(
log(Ui(r1i + r2i + ...+ rKi))−

∑K
l=1 plrli

)
. The dual problem objective function
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can be written as

D(p) =max
r

L(r,p)

=
M∑
i=1

max
ri

(Li(ri,p)) +
K∑
l=1

pl(Rl − zl)
(4.9)

The dual problem is given by

min
p

D(p)

subject to pl ≥ 0, l = 1, 2, ..., K.

(4.10)

So we have

∂D(p)

∂pl
= Rl −

M∑
i=1

rli − zl = 0 (4.11)

substituting by
∑M

i=1wli = pl
∑M

i=1 rli we have

pl =

∑M
i=1wli

Rl − zl
. (4.12)

Now, we divide the primal problem (4.5) into two simpler optimization problems in the UEs

and the eNodeBs. The ith UE optimization problem is given by:

max
ri

log(Ui(r1i + r2i + ...+ rKi))−
K∑
l=1

plrli

subject to pl ≥ 0

rli ≥ 0, i = 1, 2, ...,M, l = 1, 2, ..., K.

(4.13)

The second problem is the lth eNodeB optimization problem for rate proportional fairness

that is given by:

min
pl

D(p)

subject to pl ≥ 0.

(4.14)

The minimization of shadow price pl is achieved by the minimization of the slack variable
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zl ≥ 0 from equation (4.12). Therefore, the maximum utility percentage of the lth eNodeB

rate Rl is achieved by setting the slack variable zl = 0. In this case, we replace the inequality

in primal problem (4.5) constraints by equality constraints and so we have
∑M

i=1wli = plRl.

Therefore, we have pl =
∑M

i=1 wli

Rl
where wli = plrli is transmitted by the ith UE to lth eNodeB.

The utility proportional fairness in the objective function of the optimization problem (4.4)

is guaranteed in the solution of the optimization problems (4.13) and (4.14).

4.4 Distributed Optimization Algorithm

The distributed resource allocation algorithm, in [1], for optimization problems (4.13) and

(4.14) is a modified version of the distributed algorithms in [21–23], [15] and [88], which is an

iterative solution for allocating the network resources for a single carrier. The algorithm in [1]

allocates resources from multiple carriers simultaneously with utility proportional fairness

policy. The algorithm is divided into the ith UE algorithm as shown in Algorithm 1 [1]

and the lth eNodeB carrier algorithm as shown in Algorithm 2 [1]. In Algorithm 1 and

2 [1], the ith UE starts with an initial bid wli(1) which is transmitted to the lth carrier

eNodeB. The lth eNodeB calculates the difference between the received bid wli(n) and the

previously received bid wli(n− 1) and exits if it is less than a pre-specified threshold δ. We

set wli(0) = 0. If the value is greater than the threshold, the lth eNodeB calculates the

shadow price pl(n) =
∑M

i=1 wli(n)

Rl
and sends that value to all UEs in its coverage area. The

ith UE receives the shadow prices pl from all in range carriers eNodeBs and compares them

to find the first minimum shadow price p1
min(n) and the corresponding carrier index l1 ∈ L

where L = {1, 2, ..., K}. The ith UE solves for the l1 carrier rate rl1i(n) that maximizes

logUi(r1i + ... + rKi) −
∑K

l=1 pl(n)rli with respect to rl1i. The rate r1
i (n) = rl1i(n) is used

to calculate the new bid wl1i(n) = p1
min(n)r1

i (n). The ith UE sends the value of its new

bid wl1i(n) to the l1 carrier eNodeB. Then, the ith UE selects the second minimum shadow

price p2
min(n) and the corresponding carrier index l2 ∈ L. The ith UE solves for the l2
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carrier rate rl2i(n) that maximizes logUi(r1i + ...+ rKi)−
∑K

l=1 pl(n)rli with respect to rl2i.

The rate rl2i(n) subtracted by the rate from l1 carrier r2
i (n) = rl2i(n) − r1

i (n) is used to

calculate the new bid wl2i(n) = p2
min(n)r2

i (n) which is sent to l2 carrier eNodeB. In general,

the ith UE selects the mth minimum shadow price pmmin(n) with carrier index lm ∈ L and

solves for the lm carrier rate rlmi(n) that maximizes logUi(r1i + ... + rKi) −
∑K

l=1 pl(n)rli

with respect to rlmi. The rate rlmi(n) subtracted by l1, l2, ..., lm−1 carriers rates rmi (n) =

rlmi(n)−(r1
i (n)+r2

i (n)+...+rm−1
i (n)) is used to calculate the new bid wlmi(n) = pmmin(n)rmi (n)

which is sent to lm carrier eNodeB. This process is repeated until |wli(n)−wli(n− 1)| is less

than the threshold δ for all l carriers.

The distributed algorithm in [1] is set to avoid the situation of allocating zero rate to any

user (i.e. no user is dropped). This is inherited from the utility proportional fairness policy

in the optimization problem, similar to [21], [22] and [23]. In addition, the UE chooses from

the nearby carriers eNodeBs the one with the lowest shadow price and starts requesting

bandwidth from that carrier eNodeB. If the allocated rate is not enough or the price of

the resources increases due to high demand on that carrier eNodeB resources from other

UEs, the UE switches to another nearby eNodeB carrier with a lower resource price to be

allocated the rest of the required resources. This is done iteratively until an equilibrium

between demand and supply of resources is achieved and the optimal rates are allocated in

the LTE mobile network. Figure 4.1 shows a block diagram that represents the distributed

RA algorithm.

4.5 Convergence Analysis

In this section, we present the convergence analysis of Algorithm 1 and 2 in [1] for different

values of carriers eNodeBs rates Rl. This analysis is equivalent to low and high-traffic hours

analysis in cellular systems (e.g. change in the number of active users M and their traffic in
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Figure 4.1: Flow Diagram with the assumption that the shadow price from the first carrier
eNodeB p1 is less before the n1th iteration so rate r1i of the ith user is allocated. After
the n1th iteration, the shadow price from the second carrier eNodeB p2 is less so rate r2i is
allocated.

the cellular system [22]).

4.5.1 Drawback in Algorithm 1 and 2 in [1]

Lemma 4.5.1. For sigmoidal-like utility function Ui(r1i+r2i+ ...+rKi), the slope curvature

function ∂ logUi(r1i+r2i+...+rKi)
∂rli

has an inflection point at
∑K

l=1 rli = rsi ≈ bi and is convex for∑K
l=1 rli > rsi .

Proof. For the sigmoidal-like function Ui(r1i + r2i + ... + rKi) = ci

(
1

1+e
−ai(

∑K
l=1

rli−bi)
− di

)
,
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let Si(rli) = ∂ logUi(r1i+r2i+...+rKi)
∂rli

be the slope curvature function. Then, we have that

∂Si
∂rli

=
−a2

i die
−ai(

∑K
l=1 rli−bi)

ci

(
1− di(1 + e−ai(

∑K
l=1 rli−bi))

)2

− a2
i e
−ai(

∑K
l=1 rli−bi)(

1 + e−ai(
∑K

l=1 rli−bi)

)2

and

∂2Si
∂r2

li

=
a3
i die

−ai(
∑K

l=1 rli−bi)(1− di(1− e−ai(
∑K

l=1 rli−bi)))

ci

(
1− di(1 + e−ai(

∑K
l=1 rli−bi))

)3

+
a3
i e
−ai(

∑K
l=1 rli−bi)(1− e−ai(

∑K
l=1 rli−bi))(

1 + e−ai(
∑K

l=1 rli−bi)

)3 .

(4.15)

We analyze the curvature of the slope of the natural logarithm of sigmoidal-like utility

function. For the first derivative, we have ∂Si

∂rli
< 0 ∀ rli. The first term S1

i of ∂2Si

∂r2li
in equation

(4.15) can be written as

S1
i =

a3
i e
aibi(eaibi + e−ai(

∑K
l=1 rli−bi))

(eaibi − e−ai(
∑K

l=1 rli−bi))3
(4.16)

and we have the following properties:


lim∑K

l=1 rli→0 S
1
i =∞,

lim∑K
l=1 rli→bi

S1
i = 0 for bi � 1

ai
.

(4.17)
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For second term S2
i of ∂2Si

∂r2i
in equation (4.15), we have the following properties:


S2
i (rli = bi −

∑
j 6=l rji) = 0,

S2
i (rli > bi −

∑
j 6=l rji) > 0,

S2
i (rli < bi −

∑
j 6=l rji) < 0.

(4.18)

From equation (4.17) and (4.18), Si has an inflection point at
∑K

l=1 rli = rsi ≈ bi. In

addition, we have the curvature of Si changes from a convex function close to origin to a

concave function before the inflection point
∑K

l=1 rli = rsi then to a convex function after the

inflection point.

Our rate allocation approach guarantees non-zero rate allocation for all active users in the

coverage area of a specific carrier eNodeB. We define the set Ml := {i : rli 6= 0} to be the

set of active users covered by the lth eNodeB. Then, we have the following Corollary.

Corollary 4.5.2. If
∑

i∈Ml r
inf
i � Rl ∀ l ∈ L then Algorithm 1 and 2 in [1] converge to the

global optimal rates which correspond to the steady state shadow price pss <
aimaxdimax

1−dimax
+ aimax

2

where imax = arg maxi∈Ml bi.

Proof. For the sigmoidal-like function Ui(r1i + r2i + ... + rKi) = ci

(
1

1+e
−ai(

∑K
l=1

rli−bi)
− di

)
,

the optimal solution is achieved by solving the optimization problem (4.5). In Algorithm

1 [1], an important step to reach to the optimal solution is to solve the optimization problem

rli(n) = arg max
rli

(
logUi(r1i + r2i + ... + rKi) − pl(n)rli

)
for every UE in the lth eNodeB

coverage area. The solution of this problem can be written, using Lagrange multipliers

method, in the form

∂ logUi(r1i + r2i + ...+ rKi)

∂rli
− pl = Si(rli)− pl = 0. (4.19)

From equation (4.17) and (4.18) in Lemma 4.5.1, we have the curvature of Si(rli) is convex
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for
∑K

l=1 rli > rsi ≈ bi. The algorithm in [1] is guaranteed to converge to the global optimal

solution when the slope Si(rli) of all the utility functions natural logarithm logUi(r1i + r2i +

...+rKi) are in the convex region of the functions, similar to analysis of logarithmic functions

in [15] and [88]. Therefore, the natural logarithm of sigmoidal-like functions logUi(r1i+r2i+

...+rKi) converge to the global optimal solution for
∑K

l=1 rli > rsi ≈ bi. The inflection point of

sigmoidal-like function Ui(r1i+r2i+...+rKi) is at rinf
i = bi. For

∑
i∈Ml rinf

i � Rl, the algorithm

in [1] allocates rates
∑K

l=1 rli > bi for all users. Since Si(rli) is convex for
∑K

l=1 rli > rsi ≈ bi

then the optimal solution can be achieved by Algorithm 1 and 2 in [1]. We have from equation

(4.19) and as Si(rli) is convex for
∑K

l=1 rli > rsi ≈ bi, that pss < Si(
∑K

l=1 rli = maxi∈Ml bi)

where Si(
∑K

l=1 rli = maxi∈Ml bi) = aimaxdimax

1−dimax
+ aimax

2
and imax = arg maxi∈Ml bi.

We define the set ML := {i : rli 6= 0 ∀ l ∈ L, rli = 0 ∀ l /∈ L} to be the set of active

users covered exclusively by the set of carriers eNodeBs L ⊆ L. Then, we have the following

Corollary.

Corollary 4.5.3. For
∑

i∈ML r
inf
i >

∑
l∈LRl and the global optimal shadow price pss ≈

aidie
aibi
2

1−di(1+e
aibi
2 )

+ aie
aibi
2

(1+e
aibi
2 )

where i ∈ ML, then the solution given by Algorithm 1 and 2 in [1]

fluctuates about the global optimal rates.

Proof. For the sigmoidal-like function Ui(r1i + r2i + ... + rKi) = ci

(
1

1+e
−ai(

∑K
l=1

rli−bi)
− di

)
,

it follows from lemma 4.5.1 that for
∑

i∈ML r
inf
i >

∑
l∈LRl ∃ i ∈ML such that the optimal

rates
∑K

l=1 r
opt
li < bi. Therefore, if pss ≈ aidie

aibi
2

1−di(1+e
aibi
2 )

+ aie
aibi
2

(1+e
aibi
2 )

is the optimal shadow price

for optimization problem (4.5). Then, a small change in the shadow price pl(n) in the

nth iteration can lead the rate rli(n) (root of Si(rli) − pl(n) = 0) to fluctuate between the

concave and convex curvature of the slope curve Si(rli) for the ith user. Therefore, it causes

fluctuation in the bid wli(n) sent to the eNodeB and fluctuation in the shadow price pl(n)

set by eNodeB. Therefore, the iterative solution of Algorithm 1 and 2 in [1] fluctuates about

the global optimal rates
∑K

l=1 r
opt
li .
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Algorithm 11 The ith UE Algorithm

Send initial bid wli(1) to lth carrier eNodeB (where l ∈ L = {1, 2, ..., K})
loop

Receive shadow prices pl∈L(n) from all in range carriers eNodeBs
if STOP from all in range carriers eNodeBs then

Calculate allocated rates ropt
li = wli(n)

pl(n)

STOP
else

Set p0
min = {} and r0

i = 0
for m = 1→ K do
pmmin(n) = min(p \ {p0

min, p
1
min, ..., p

m−1
min })

lm = {l ∈ L : pl = min(p \ {p0
min, p

1
min, ..., p

m−1
min })} {lm is the index of the corre-

sponding carrier}
Solve rlmi(n) = arg max

rlmi

(
logUi(r1i + ... + rKi) −

∑K
l=1 pl(n)rli

)
for the lm carrier

eNodeB
rmi (n) = rlmi(n)−

∑m−1
j=0 rji (n)

if rmi (n) < 0 then
Set rmi (n) = 0

end if
Calculate new bid wlmi(n) = pmmin(n)rmi (n)
if |wlmi(n)− wlmi(n− 1)| > ∆w(n) then

wlmi(n) = wi(n − 1) + sign(wlmi(n) − wlmi(n − 1))∆w(n) {∆w = h1e
− n

h2 or
∆w = h3

n
}

end if
Send new bid wlmi(n) to lm carrier eNodeB

end for
end if

end loop

Theorem 4.5.4. Algorithm 1 and 2 in [1] does not converge to the global optimal rates for

all values of Rl.

Proof. It follows from Corollary 4.5.2 and 4.5.3 that Algorithm 1 and 2 in [1] does not

converge to the global optimal rates for all values of Rl.
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4.5.2 Solution using Algorithm 11 and 12

For a robust algorithm, we add a fluctuation decay function to the algorithm presented

in [1] as shown in Algorithm 11. Our robust algorithm ensures convergence for all values of

the carriers eNodeBs maximum rate Rl for all l. Algorithm 11 and 12 allocated rates coincide

with Algorithm 1 and 2 in [1] for
∑

i∈Ml rinf
i � Rl ∀ l ∈ L. For

∑
i∈ML r

inf
i >

∑
l∈LRl,

robust algorithm avoids the fluctuation in the non-convergent region discussed in the previous

section. This is achieved by adding a convergence measure ∆w(n) that senses the fluctuation

in the bids wli. In case of fluctuation, it decreases the step size between the current and

the previous bid wli(n) − wli(n − 1) for every user i using fluctuation decay function. The

fluctuation decay function could be in the following forms:

• Exponential function: It takes the form ∆w(n) = h1e
− n

h2 .

• Rational function: It takes the form ∆w(n) = h3
n

.

where h1, h2, h3 can be adjusted to change the rate of decay of the bids wli.

Remark 4.5.5. The fluctuation decay function can be included in the UE or the eNodeB

Algorithm.

In our model, we add the decay part to the UE Algorithm as shown in Algorithm 11.

4.6 Simulation Results

Algorithm 11 and 12 were applied to various logarithmic and sigmoidal-like utility functions

with different parameters in MATLAB. The simulation results showed convergence to the

global optimal rates. In this section, we present the simulation results for two carriers in

a heterogeneous network (HetNet) that consists of one macro cell, one small cell and 12
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Algorithm 12 The lth eNodeB Algorithm

loop
Receive bids wli(n) from UEs {Let wli(0) = 0 ∀i}
if |wli(n)− wli(n− 1)| < δ ∀i then

Allocate rates, ropt
li = wli(n)

pl(n)
to ith UE

STOP
else

Calculate pl(n) =
∑M

i=1 wli(n)

Rl

Send new shadow price pl(n) to all UEs
end if

end loop

active UEs as shown in Figure 4.2. The UEs are divided into two groups. The 1st group

of UEs (index i = {1, 2, 3, 4, 5, 6}) is located in the macro cell under the coverage area

of both the 1st carrier (C1) and the 2nd carrier (C2) eNodeBs. We use three normalized

sigmoidal-like functions that are expressed by equation (4.1) with different parameters. The

used parameters are a = 5, b = 10 corresponding to a sigmoidal-like function that is an

approximation to a step function at rate r = 10 (e.g. VoIP) and is the utility of UEs with

indexes i = {1, 7}, a = 3, b = 20 corresponding to a sigmoidal-like function that is an

approximation of an adaptive real-time application with inflection point at rate r = 20 (e.g.

standard definition video streaming) and is the utility of UEs with indexes i = {2, 8}, and

a = 1, b = 30 corresponding to a sigmoidal-like function that is also an approximation of an

adaptive real-time application with inflection point at rate r = 30 (e.g. high definition video

streaming) and is the utility of UEs with indexes i = {3, 9}, as shown in Figure 4.3. We

use three logarithmic functions that are expressed by equation (4.2) with rmax = 100 and

different ki parameters which are approximations for delay-tolerant applications (e.g. FTP).

We use k = 15 for UEs with indexes i = {4, 10}, k = 3 for UEs with indexes i = {5, 11},

and k = 0.5 for UEs with indexes i = {6, 12}, as shown in Figure 4.3. A summary is shown

in table 4.1. A three dimensional view of the sigmoidal-like utility function Ui(r1i + r2i) is

show in Figure 4.4.
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Figure 4.2: System model with two groups of users. The 1st group with UE indexes i =
{1, 2, 3, 4, 5, 6}, 2nd group with UE indexes i = {7, 8, 9, 10, 11, 12}.
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Figure 4.3: The users utility functions Ui(r1i+r2i) used in the simulation (three sigmoidal-like
functions and three logarithmic functions).

4.6.1 Allocated Rates for 30 ≤ R1 ≤ 200 and R2 = 70

In the following simulations, we set δ = 10−3, the 1st carrier eNodeB rate R1 takes values

between 30 and 200 with step of 10, and the 2nd carrier eNodeB rate is fixed at R2 = 70.
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Figure 4.4: The sigmoidal-like utility Ui(r1i + r2i) = ci(
1

1+e−ai(r1i+r2i−bi)
− di) of the ith user,

where r1i is the rate allocated by 1st carrier eNodeB and r2i is the rate allocated by 2nd

carrier eNodeB.

Table 4.1: Users and their applications utilities

Applications Utilities Parameters Users Indexes

Sig1 Sig a = 5, b = 10 i = {1, 7}

Sig2 Sig a = 3, b = 20 i = {2, 8}

Sig3 Sig a = 1, b = 30 i = {3, 9}

Log1 Log k = 15, rmax = 100 i = {4, 10}

Log2 Log k = 3, rmax = 100 i = {5, 11}

Log3 Log k = 0.5, rmax = 100 i = {6, 12}

In Figure 4.5, we show the final allocated optimal rates ri = r1i + r2i of different users

with different 1st carrier eNodeB total rate R1 and observe how the proposed rate allocation

algorithm converges when the eNodeBs available resources are abundant or scarce. In Figure

4.5(a), we show the rates allocated to the 1st group of UEs by only C1 eNodeB since C2

eNodeB is not within these users range, we observe the increase in the rate allocated to

these users with the increase in R1. Figure 4.5(b) shows the final allocated rates to the 2nd

group of UEs by both C1 and C2 eNodeBs. Since these users located under the coverage
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area of both the macro cell and the small cell, they are allocated rates jointly using the

proposed RA with joint CA approach. Figure 4.5(a) and 4.5(b) show that by using the RA

with joint CA algorithm, no user is allocated zero rate (i.e. no user is dropped). However,

the majority of the eNodeBs resources are allocated to the UEs running adaptive real-time

applications until they reach their inflection rates the eNodeBs then allocate more resources

to the UEs with delay-tolerant applications, as real-time application users bid higher than

delay-tolerant application users by using the utility proportional fairness policy.

In Figure 4.6, we show the rates allocated to the 2nd group users, located under the coverage

area of both the macro cell and small cell eNodeBs, by each of the two carriers’ eNodeBs

with the increase in the 1st carrier eNodeB resources. In Figure 4.6(a) and 4.6(b), when the

resources available at C2 eNodeB (i.e. R2) is more than that at C1 eNodeB, we observe

that most of the 2nd group rates are allocated by C2 eNodeB. However, the delay tolerant

applications are not allocated much resources since most of R2 is allocated to the real-time

applications. With the increase in C1 eNodeB resources R1, we observe a gradual increase

in the 2nd group rates allocated to real-time applications from C1 eNodeB and a gradual

decrease from C2 eNodeB resources allocated to real-time-applications. This shift in the

resource allocation increases the available resources in C2 eNodeB to be allocated to 2nd

group delay tolerant applications by C2 eNodeB.

4.6.2 Pricing Analysis and Comparison for 30 ≤ R1 ≤ 200 and

R2 = 70

In the following simulations, we set δ = 10−3 and the 1st carrier eNodeB rate R1 takes

values between 30 and 200 with step of 10, and C2 eNodeB total rate is fixed at R2 = 70.

As discussed before, the users’ allocated rates are proportional to the users’ bids. Real-time

application users bid higher than delay-tolerant application users due to their applications
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(a) The rates allocated r1i from the 1st carrier eNodeB (i.e. the macro cell eNodeB)
to users of the 1st group (i.e. i = 1, 2, 3, 4, 5, 6).
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(b) The rates r1i + r2i allocated from 1st and 2nd carriers eNodeBs (i.e. the macro
cell and the small cell eNodeBs) to users of the 2nd group (i.e. i = 7, 8, 9, 10, 11, 12).

Figure 4.5: The allocated rates
∑K

l=1 rli of the two groups of users verses 1st carrier rate
30 < R1 < 200 with 2nd carrier rate fixed at R2 = 70.

nature and the utility proportional fairness policy. Therefore, the pricing which is propor-

tional to the bids is traffic-dependent, i.e. when the demand by users increases, as a result

the price increases and vice versa.

In Figure 4.7, we compare between the shadow price of C1 and C2 eNodeBs when using

the proposed RA with joint CA approach with their shadow prices obtained when using
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(a) The allocated rates r1i from the 1st carrier eNodeB to the 2nd group of users.
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(b) The allocated rates r2i from the 2nd carrier eNodeB to the 2nd group of users.

Figure 4.6: The allocated rates from C1 and C2 eNodeBs to the 2nd group of users with 1st

carrier eNodeB rate 30 < R1 < 200 and 2nd carrier eNodeB rate fixed at R2 = 70.

the multi-stage RA with CA approach in [24, 85, 86]. For the RA with joint CA case, we

observe that the shadow price of C1 eNodeB is higher than that of C2 eNodeB for R1 < 80

and approximately equal for 80 ≤ R1 ≤ 200 which shows how it is very efficient to use the

joint CA approach for the pricing of the user. We also show how the prices decrease with

the increase in the eNodeBs total rate. By using this traffic-dependent pricing, the network

providers can flatten the traffic specially during peak hours by setting traffic-dependent

resource price, which gives an incentive for users to use the network during less traffic hours.
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Figure 4.7: The 1st carrier shadow price p1 and 2nd carrier shadow price p2 for both multi-
stage RA with CA and joint RA methods with C1 eNodeB rate 30 < R1 < 200 and C2
eNodeB rate R2 = 70.

On the other hand, for the multi-stage RA with CA approach, we show in Figure 4.7 the

changes in C1 and C2 eNodeBs shadow prices with R1. When using the multi-stage RA

with CA approach, all users are first allocated rates by the macro cell eNodeB, once C1

eNodeB is done allocating its resources C2 eNodeB starts allocating its resources only to

the 2nd group users as they are located within its coverage area. Since the pricing method

in multi-stage RA with CA approach is not optimal, this explains why the shadow prices of

C1 and C2 eNodeBs, in Figure 4.7, when using the proposed RA with joint CA approach

are less than their corresponding prices when using the multi-stage RA with CA approach.

This shows how the proposed algorithm outperforms the algorithms presented in [24,85,86]

as it guarantees that mobile users receive optimal price (minimum) for resources.

4.7 Summary and Conclusions

In this chapter, we introduced a novel resource allocation optimization problem with joint

carrier aggregation in cellular networks. We considered mobile users running real-time and

delay-tolerant applications with utility proportional fairness allocation policy. We proved
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that the global optimal solution exists and is tractable for mobile stations with logarithmic

and sigmoidal-like utility functions. We presented a novel robust distributed algorithm for

allocating resources from different carriers optimally among the mobile users. Our algorithm

ensures fairness in the utility percentage achieved by the allocated resources for all users.

Therefore, the algorithm gives priority to users with adaptive real-time applications while

providing a minimum QoS for all users. In addition, the proposed RA with joint CA algo-

rithm guarantees allocating resources from different carriers with the lowest resource price

for the user. We analyzed the convergence of the algorithm with different network traffic

densities and presented a robust algorithm that overcomes the fluctuation in allocation dur-

ing peak traffic hours. We showed through simulations that our algorithm converges to the

optimal resource allocation and that the proposed algorithm outperforms the multi-stage

RA with CA algorithms presented in [24, 85, 86] as it guarantees that mobile users receive

optimal price for the allocated resources.



Chapter 5

Resource Allocation with User

Discrimination for Spectrum Sharing

In this chapter, we focus on the problem of radio resource allocation with user discrimina-

tion for different scenarios in cellular networks. First, we present a resource allocation with

user discrimination approach between public safety and commercial users. It is important

to have a common technical standard for commercial and public safety users as it provides

advantages for both. The public safety systems market is much smaller than the commercial

cellular market which makes it unable to attract the level of investment that goes in to com-

mercial cellular networks and this makes a common technical standards for both the best

solution. The public safety community gains access to the technical advantages provided by

the commercial cellular networks whereas the commercial cellular community gains enhance-

ment in their systems and makes it more attractive to consumers. The National Public Safety

Telecommunications Council (NPSTC) and other organizations recognized the desirability of

having an inter operable national standard for a next generation public safety network with

broadband capabilities. The USA has reserved spectrum in the 700MHz band for an LTE

based public safety network. The current public safety standards support medium speed

94
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data which drives the need of new technology to add true mobile broadband capabilities and

makes LTE the baseline technology for next generation broadband public safety networks.

Then, we provide a resource allocation with user discrimination optimization framework

in cellular networks for different types of users running multiple applications simultaneously.

Mobile users are now running multiple applications simultaneously on their smart phones.

Operators are moving from single-service to multi-service and new services such as multime-

dia telephony and mobile-TV are now provided. In addition, different users subscribing for

the same service may receive different treatment from the network providers [3] because of

the subscriber differentiation provided by the service providers.

In addition, we present an efficient resource allocation with user discrimination framework

for 5G Wireless Systems to allocate multiple carriers resources among users with elastic

and inelastic traffic. As 5G systems’ expected capabilities have started to take shape, CA

is expected to be supported by 5G. Therefore, CA needs to be taken into consideration

when designing 5G systems. Beside CA capability, 5G wireless network promises to handle

diverse QoS requirements of multiple applications since different applications require different

application’s performance. Furthermore, certain types of users may require to be given

priority when allocating the network resources (i.e. such as public safety users) which needs

to be taken into consideration when designing the resource allocation framework.

5.1 Spectrum Sharing between Public Safety and Com-

mercial Users in Cellular Networks

In this section, we propose a spectrum sharing approach between two groups of users,

public safety and commercial users. We focus on finding an optimal solution for the resource

allocation problem for the two groups of users running applications that are presented by
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logarithmic utility functions or sigmoidal-like utility functions. These utility functions are

concave and non-concave utility functions, respectively. The optimization problem allocates

part of the bandwidth from one eNodeB to each user subscribing for a mobile service taking

into consideration that each user is getting a minimum QoS. In addition, the public safety

users in emergency mode are given priority over the commercial users and within each group

the non concave functions that are approximated by sigmoidal-like functions and presenting

real-time applications are given priority over the concave functions approximated by log-

arithmic functions and presenting delay tolerant applications. In our system model, each

public safety subscriber has an assigned application target rate that varies based on the

application type and assigned to the public safety subscriber by the network.

Our resource allocation algorithm first allocates the application target rate to each public

safety UE when that UE is in emergency mode. It then allocates the remaining resources

among the commercial UEs subscribing for resources.

Our contributions in this section are summarized as:

• We present a resource allocation optimization problem to allocate the eNodeB resources

optimally among public safety and commercial users. The eNodeB and the UE collab-

orate to allocate an optimal rate to each UE with priority given to public safety users.

Within the same group of users, a priority is given to real time applications presented

by sigmoidal-like utility functions.

• We show that each of our two cases resource allocation (RA) optimization problems

has a unique tractable global optimal solution.

5.1.1 Problem Formulation

We consider a single cell 4G-LTE mobile system with a single eNodeB, N commercial UEs

and M public safety UEs. The user i is allocated certain bandwidth ri based on the type of
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application the UE is running. Each user is assigned a utility function Ui(ri) based on the

application running on the UE and whether it is a commercial or public safety user. Our

goal is to determine the optimal bandwidth that needs to be allocated to each user by the

eNodeB.

Utility functions Ui(ri) are used to represent the applications running on the UEs. Log-

arithmic utility functions expressed by equation (2.2) and sigmoidal-like utility functions

expressed by equation (2.1) are used to represent delay tolerant and real-time applications,

respectively. The basic formulation of the resource allocation problem is given by the fol-

lowing optimization problem:

max
r

M∏
i=1

Ui(ri,s)
N∏
j=1

Uj(rj,c)

subject to
M∑
i=1

ri,s +
N∑
j=1

rj,c ≤ R,

ri,s ≥ rti,s, i = 1, 2, ...,M

rj,c ≥ 0, j = 1, 2, ..., N.

(5.1)

where R is the maximum achievable rate of the eNodeB, r = {r1,s, ..., rM,s, r1,c, ..., rN,c}

where ri,s is the rate for public safety user i, rj,c is the rate for commercial user j, rti,s is the

application target rate for public safety user i which is the mnimum rate that the user wants

to achieve, M and N are the numbers of the public safety and commercial UEs, respectively.

The resource allocation objective function maximizes the product of users utilities system

utility when allocating resources to each user. Therefore, it provides a proportional fairness

among utilities. Public safety users that are running real-time applications are given the

priority when allocating resources by the eNodeB. The next priority is given to the elastic

traffic running by public safety users. Once each public safety user satisfies its application

target rate the eNodeB starts allocating resources to commercial users giving priority to

users running real time applications. We assume that the public safety users are in an
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emergency mode, therefore these users are given a higher priority over the commercial users.

The optimization problem (5.1) has a unique tractable global optimal solution [21] that will

be discussed in the next section.

We used utility proportional fairness model because non-zero rate allocation is guaranteed

to all users. So it is impossible to set a users allocation to zero without setting the efficiency

of the network to zero. Because this resource allocation strategy does not disenfranchise any

given user, it will be considered as an appropriate fairness model for this problem.

5.1.2 Resource Allocation Optimization Problem

The resource allocation for public safety and commercial users is divided into two cases.

The first case is when the maximum available resources R for the eNodeB is less than the

sum of the total application target rates of the public safety UEs subscribing for a service

from that eNodeB and the second case is when R is greater than that total. The two cases

are two different optimization problems that will be solved by our proposed algorithm to

obtain the optimal rate for each UE.

5.1.2.1 The First Case RA Optimization Problem when
∑M

i=1 r
t
i,s ≥ R

As mentioned before the first case optimization problem is applied in the case of
∑M

i=1 r
t
i,s ≥

R. In this case the eNodeB only allocates resources to the public safety users because they

are considered more important and the eNodeB’s available resources doesn’t exceed their

need. The commercial users will not be given any of the eNodeB resources in this case. This

optimization problem can be written as:
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max
r

M∏
i=1

Ui(ri,s)

subject to
M∑
i=1

ri,s ≤ R,

0 ≤ ri,s ≤ rti,s, i = 1, 2, ...,M.

(5.2)

where Ui is the public safety ith utility function and r = {r1,s, ..., rM,s} and M is the number

of public safety UEs in the coverage area of the eNodeB. The solution of the optimization

problem (5.2) is the optimal solution when
∑M

i=1 r
t
i,s ≥ R. This solution will guarantee that

the public safety users are given priority when allocating the eNodeB resources. The optimal

rate for each public safety UE is less than or equal to the application target rate for each

public safety UE. The public safety users running real time applications will be given priority

over public safety users with elastic traffic.

The objective function in the optimization problem (5.2) is equivalent to max
r

∑M
i=1 logUi(ri,s).

The optimization problem (5.2) is a convex optimization problem and there exists a unique

tractable global optimal solution as shown in Theorem (III.1) [21]. This optimal solution

gives each of the M users an optimal rate ropt
i,s .

5.1.2.2 The Second Case RA Optimization Problem when
∑M

i=1 r
t
i,s<R

The second case optimization problem is applied in the case of
∑M

i=1 r
t
i,s<R. The eN-

odeB collaborate with the UEs to solve this optimization problem. The eNodeB allocates

resources to both public safety and commercial users because its available resources exceed

the minimum need of the public safety UEs expressed by the application target rates. As

mentioned before, the eNodeB gives priority to the public safety users and within the public

safety group the priority is given to the UEs running inelastic traffic. This optimization

problem can be written as:
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max
r

M∏
i=1

Ui(ri,s)
N∏
j=1

Uj(rj,c)

subject to
M∑
i=1

ri,s +
N∑
j=1

rj,c ≤ R,

ri,s ≥ rti,s, i = 1, 2, ...,M

rj,c ≥ 0, j = 1, 2, ..., N.

(5.3)

This optimization problem is same as the one discussed in the problem formulation (section

5.1.1). First, the eNodeB allocates the application target rate to each public safety UE. It

then starts allocating its remaining resources both to the public safety and commercial UEs

based on utility proportional fairness. The solution of the optimization problem (5.3) is

the global optimal solution that gives an optimal rate ropt
i,s to each public safety UE and an

optimal rate ropt
i,c to each commercial user UE.

Proposition 5.1.1. The optimization problem (5.3) is a convex optimization problem and

there exists a unique tractable global optimal solution.

Proof. We introduce a new parameter ci where ci is the application target rate for the public

safety UE whereas it is 0 for the commercial UE, the optimization problem (5.3) can be

rewritten as follows:

max
r

M+N∏
i=1

Ui(ri + ci)

subject to
M+N∑
i=1

(ri + ci) ≤ R,

ri ≥ 0, i = 1, 2, ...,M +N.

(5.4)

ci =


rti,s if public safety UE

0 if commercial UE

where R is the maximum achievable rate of the eNodeB, r = {r1, ..., rM , rM+1, ..., rM+N}
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where the first M rates are for the M public safety users and the last N rates are for

the N commercial users, Ui(ri + ci) is the UE utility function, this optimization problem

guarantees an optimal rate that is at least equal to the application target rate for the

public safety UE. The objective function in the optimization problem (5.4) can be written

as
∑M+N

i=1 logUi(ri + ci).

The utility function Ui(ri + ci) for the UE is strictly concave or sigmoidal-like function

as mentioned in section 5.1.1. As shown in Theorem (III.1) [21], logUi(ri) is a strictly

concave function for a strictly concave or sigmoidal-like utility function. It follows that the

optimization problem 5.4 that is equivalent to (5.3) is convex. Therefore, there exists a

tractable global optimal solution for the optimization problem (5.3).

5.1.3 Algorithm

In our proposed iterative algorithm, the eNodeB and the UEs collaborate to allocate

optimal rates for the public safety and commercial users subscribing for a mobile service.

Algorithm 1 and algorithm 2 are the public safety UE and the commercial UE algorithms,

respectively. Algorithm 3 is the eNodeB algorithm. The algorithm starts when each UE

transmits an initial bid wi(1) to the eNodeB. Additionally, each public safety UE transmits

its application target rate to the eNodeB. The eNodeB checks whether the
∑M

i=1 r
t
i,s is less or

greater than R and send a flag with this information to each UE. In the case of
∑M

i=1 r
t
i,s ≥ R,

the commercial UEs will not be allocated any of the resources and will not be sending any

further bids to the eNodeB unless they receive a flag from the eNodeB with
∑M

i=1 r
t
i,s<R.

On the other hand, each public safety UE checks whether the difference between the

current received bid and the previous one is less than a threshold δ, if so it exits. Otherwise,

if the difference is greater than δ, eNodeB calculates the shadow price p(n) =
∑M

i=1 wi(n)

R
.

The estimated p(n) is then sent to the public safety UEs where it is used to calculate the
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rate ri,s(n) which is the solution of the optimization problem ri,s(n) = arg max
ri,s

(logUi(ri,s)−

p(n)ri,s). A new bid wi(n) is calculated using ri(n) where wi(n) = p(n)ri,s(n). All public

safety UEs send their new bids wi(n) to the eNodeB. The Algorithm is finalized by the

eNodeB. Each public safety UE then calculates its allocated rate ropt
i,s = wi(n)

p(n)
.

In the case of
∑M

i=1 r
t
i,s<R, the eNodeB sends a flag with this information to each UE. Each

public safety and commercial UE checks whether the difference between the current received

bid and the previous one is less than a threshold δ, if so it exits. Otherwise, if the difference

is greater than δ, eNodeB calculates the shadow price p(n) =
∑M+N

i=1 wi(n)

R
. The estimated

p(n) is then sent to the public safety and commercial UEs where it is used by the public

safety UE to calculate the rate ri,s(n) = ri + rt
i,s which is the solution of the optimization

problem ri,s(n) = arg max
ri,s

(logUi(ri + ci) − p(n)(ri + ci)). A new bid wi(n) is calculated

by the public safety UE using ri(n) where wi(n) = p(n)(ri(n) + ci). All public safety UEs

send their new bids wi(n) to the eNodeB. On the other hand, the commercial UEs receive

p(n) and use it to calculate the rate ri,c(n) which is the solution of the optimization problem

ri,c(n) = arg max
ri,c

(logUi(ri,c)−p(n)ri,c). A new bid wi(n) is calculated by the commercial UE

using ri,c(n) where wi(n) = p(n)ri(n). All public safety UEs send their new bids wi(n) to the

eNodeB. The Algorithm is finalized by the eNodeB. Each public safety UE then calculates its

allocated rate ropt
i,s = wi(n)

p(n)
and each commercial UE calculates its allocated rate ropt

i,c = wi(n)
p(n)

.

5.1.4 Simulation Results

We consider one eNodeB with four public safety UEs and another four commercial UEs

in its coverage area. We use multiple sigmoidal-like and logarithmic utility functions in our

simulations and present two cases, one when the eNodeB resources R is less than the total

application target rates of the public safety UEs and the other when R is greater than that

total. We applied algorithm 1, 2 and 3 in C++ to the sigmoidal-like and logarithmic utility

functions. The simulation results showed convergence to the optimal global point in both
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Algorithm 13 Public Safety UE Algorithm

Send initial bid wi(1) to eNodeB
Send the application target rate rt

i,s to eNodeB
loop

while Flag
∑M

i=1 r
t
i,s ≥ R from eNodeB do

Receive shadow price p(n) from eNodeB
if STOP from eNodeB then

Calculate allocated rate ropt
i,s = wi(n)

p(n)

else
Solve ri,s(n) = arg max

ri,s

(
logUi(ri,s)− p(n)ri,s

)
Send new bid wi(n) = p(n)ri,s(n) to eNodeB

end if
end while
while Flag

∑M
i=1 r

t
i,s<R from eNodeB do

Receive shadow price p(n) from eNodeB
if STOP from eNodeB then

Calculate allocated rate ropt
i,s = wi(n)

p(n)

else
Solve ri,s(n) = ri + rt

i,s = arg max
ri

(
logUi(ri + ci)− p(n)(ri + ci)

)
Send new bid wi(n) = p(n)(ri(n) + ci) to eNodeB

end if
end while

end loop

Algorithm 14 Commercial UE Algorithm

Send initial bid wi(1) to eNodeB
loop

while Flag
∑M

i=1 r
t
i,s ≥ R from eNodeB do

Allocated rate ropt
i,c = 0

end while
while Flag

∑M
i=1 r

t
i,s<R from eNodeB do

Receive shadow price p(n) from eNodeB
if STOP from eNodeB then

Calculate allocated rate ropt
i,c = wi(n)

p(n)

else
Solve ri,c(n) = arg max

ri,c

(
logUi(ri,c)− p(n)ri,c

)
Send new bid wi(n) = p(n)ri,c(n) to eNodeB

end if
end while

end loop
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Algorithm 15 eNodeB Algorithm

loop
Receive bids wi(n) from UEs {Let wi(0) = 0 ∀i}
Receive application target rates from public safety UES
while

∑M
i=1 r

t
i,s ≥ R do

Send flag
∑M

i=1 r
t
i,s ≥ R to all UEs

if |wi(n)− wi(n− 1)| < δ, i = {1, ....,M} then
STOP and allocate rates (i.e ropt

i,s to public safety user i)
else

Calculate p(n) =
∑M

i=1 wi(n)

R
, i = {1, ....,M}

Send new shadow price p(n) to public safety UEs
end if

end while
while

∑M
i=1 r

t
i,s<R do

Send flag
∑M

i=1 r
t
i,s<R to all UEs

if |wi(n)− wi(n− 1)| < δ ∀i then
STOP and allocate rates (i.e ropt

i,s or ropt
i,c to user i)

else
Calculate p(n) =

∑M+N
i=1 wi(n)

R

Send new shadow price p(n) to all UEs
end if

end while
end loop

cases. We present the simulation results for eight utility functions that correspond to public

safety and commercial UEs running real time application or delay tolerant applications. We

use two normalized utility functions expressed in equation (2.1) with different parameters

a and b for each utility function, a = 3, b = 20 for the first public safety user, a = 1,

b = 30 for the second public safety user. We set the application target rate rti,s for these two

users to equal b that is 20 and 30 respectively. Another two normalized utility functions are

used with the same a and b parameters to represent two commercial users running real time

applications. Each sigmoidal-like function is an approximation to a step function at rate b.

We also use two logarithmic functions expressed in equation (2.2) with different parameters

k = 3 for one public safety UE and k = 0.5 for second public safety UE running delay

tolerant application. We set the application target rate rti,s for each of these two users to

equal 15. Another two logarithmic utility functions are used with the same k parameters to
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represent two commercial users running delay tolerant applications.

5.1.4.1 Convergence Dynamics for R = 70 where
∑M

i=1 r
t
i,s ≥ R

This represents the first case where
∑M

i=1 r
t
i,s ≥ R. We set R = 70 and δ = 10−2. As

mentioned before, in this case the commercial UEs will not be allocated any of the eNodeB

resources because R does not exceed the public safety application target rates which need

to be satisfied before the eNodeB starts allocating resources to the commercial users. In

Figure 5.1, we show the simulation results for the rate of different public safety users and

the number of iterations. The sigmoidal-like utility functions are given priority over the

logarithmic utility functions for rate allocation. This explain the results we got in Figure

5.1. In this case the final optimal rate does not exceed the user application target rate. In

Figure 5.2, we show the bids of the four public safety users with the number of iterations.

As expected, user rates are proportional to the user bids. The algorithm allows users with

real-time applications to bid higher than the other users until each one of them reaches its

inflection point, which is equivalent to their application target rates, then users with elastic

traffic start dividing the remaining resources among them based on their parameters while

not exceeding their application target rates. In Figure 5.3, we show the shadow price p(n)

with the number of iterations where the convergence behavior of the shadow price with the

number of iterations is shown.

5.1.4.2 Convergence Dynamics for R = 200 where
∑M

i=1 r
t
i,s<R

Figure 5.4 shows four public safety normalized sigmoidal-like utility functions expressed in

equation (2.1) corresponding to two public safety users and another two commercial users.

We also show four logarithmic functions expressed in equation (2.2), which represent delay

tolerant applications for two public safety users and another two commercial users. We set

R = 120 and δ = 10−2. This represents the second case where
∑M

i=1 r
t
i,s<R. In this case
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Figure 5.1: The rates ri(n) with the number of iterations n for different users and R = 70.
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Figure 5.2: The bids convergence wi(n) with the number of iterations n for different users
and R = 70.

the public safety UEs are given priority over the commercial UEs. In Figure 5.5, we show

the simulation results for the rate of different public safety and commercial users and the

number of iterations., first the algorithm allocates an equivalent amount of resources to the

application target rate to each public safety user. It then starts allocating resources to each

commercial UE with inelastic traffic until it reaches the inflection point of that user utility

function. It then starts dividing the remaining resources among all users based on their

parameters. In Figure 5.6, we show the bids of the eight users with the number of iterations.
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Figure 5.3: The shadow price convergence with the number of iterations n.
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Figure 5.4: The users utility functions Ui(ri + ci).

The algorithm allows public safety users to bid higher than the other users until each one of

them reaches its application target rate. Commercial users with inelastic traffic then start

bidding higher until they each utility function reaches its inflection point. In Figure 5.7, we

show the shadow price p(n) with the number of iterations where the convergence behavior

of the shadow price with the number of iterations is shown.
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Figure 5.5: The rates ri(n) with the number of iterations n for different users and R = 200.
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Figure 5.6: The bids convergence wi(n) with the number of iterations n for different users
and R = 200.
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Figure 5.7: The shadow price convergence with the number of iterations n.
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5.2 Multi-Application Resource Allocation with User

Discrimination in Cellular Networks

In this section, we focus on finding an optimal solution for the resource allocation problem

for different types of users running multiple types of applications simultaneously on their

UEs. We considered subscriber differentiation, application status differentiation (application

weight) and application target rate when formulating the resource allocation optimization

problem. In our model, each user subscribing for a service is assigned a subscription weight

by the network. Each user can run multiple applications simultaneously and each applica-

tion is represented by a utility function based on the application type. In addition, each

application is assigned an application weight by the UE based on the application instanta-

neous usage percentage and importance to the UE. Furthermore, certain type of users with

higher priority (e.g. VIP users) are assigned applications target rates by the network. There-

fore, these VIP UEs’ applications are given higher priority by the network when allocating

resources. A minimum QoS is guaranteed for each user by using a proportional fairness

approach and real-time applications are given priority over delay-tolerant applications. Our

objective is to allocate the resources optimally among the UEs and their applications from

a single eNodeB based on a utility proportional fairness policy. We propose a two-stage rate

allocation algorithm to allocate the eNodeB resources among users and their applications.

In the first stage, the eNodeB collaborates with the UEs to allocate user rates. In the second

stage, the rates are allocated to user applications internally by the UEs. Our contributions

in this section are summarized as:

• We present a resource allocation optimization problem to allocate the eNodeB resources

optimally among different types of users running multiple applications.

• We propose a two-stage rate allocation method to allocate rates optimally among users.
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Figure 5.8: System Model, one eNodeB with N VIP UEs and another M regular UEs
subscribing for a mobile service in the eNodeB coverage area.

First, the eNodeB and the UE collaborate to allocate an optimal rate to each UE. Each

UE then allocates its assigned rate optimally among its applications.

• We show that our resource allocation optimization problems have unique tractable

global optimal solutions.

5.2.1 Problem Formulation

We consider a single cell mobile system that consists of a single eNodeB, M regular UEs

and another N VIP UEs as shown in Figure 5.8. The rate allocated by the eNodeB to the

ith UE is given by ri. Each UE has its own utility function Xi(ri) that corresponds to the

user satisfaction with its allocated rate ri. Our objective is first to determine the optimal

rates the eNodeB shall allocate to the UEs. We assume that the utility function Xi(ri) that

is assigned to the ith user is given by:
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Xi(ri) =

Li∏
j=1

U
αij

ij (rij + cij) (5.5)

cij =



rtij if the jth application is assigned

an application target rate

0 if the jth application is not assigned

an application target rate

where Uij(rij) is the jth application utility function for user i, rij is the rate allocated to the

jth application running on the ith UE, Li is the number of applications running on the ith

UE, cij is the application target rate for the jth application of user i if it is assigned one

whereas it is 0 if the jth application is not assigned an application target rate by the network,

αij is the jth application usage percentage (application weight) of the ith UE and rtij is the

application target rate assigned to the jth application of the ith user.

We express the user satisfaction with its provided service using utility functions [18,82,83].

We assume that the jth application utility function for user i is given by Uij(rij) that is

strictly concave function expressed by equation (2.2) or sigmoidal-like function expressed by

equation (2.1) where rij is the rate allocated to the jth application of user i. Delay tolerant

applications are represented by logarithmic utility functions whereas real-time applications

are represented by sigmoidal-like utility functions.

5.2.2 Resource Allocation Optimization Problem

The resource allocation (RA) optimization problem for multi-application users is divided

into two cases. The first-case is when the maximum available resources R of the eNodeB is
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less than or equal to the total VIP UEs applications target rates. The second-case is when

R is greater than the total UEs applications target rates. The RA optimization problems for

the two cases will be solved by our proposed algorithm to obtain the optimal rate for each

UE as well as the optimal rates for the UE applications.

5.2.2.1 First-Case RA Optimization Problem when
∑M

i=1

∑Li

j=1 r
t
ij ≥ R

In this case, the eNodeB only allocates resources to the M VIP UEs as they are considered

more important and regular users will not be allocated any of the eNodeB resources since

its available resources are limited. In this case, the optimization problem is divided into two

stages. In the first-stage, the eNodeB allocates rates ri to the M group of users. Both the

eNodeB and the M UEs collaborate to achieve the UEs resource allocation. In the second-

stage, each one of these M UEs uses the rate allocated to it by the eNodeB to allocate

optimal rates rij to its Li applications. The second-stage is performed internally in the UE.

5.2.2.1.1 First-Stage of the First-Case Optimization Problem

In this case, the optimization problem for the first-stage can be written as:

max
r

M∏
i=1

Xβi
i (ri)

subject to
M∑
i=1

ri ≤ R

0 ≤ ri ≤
Li∑
j=1

rtij, i = 1, 2, ...,M.

(5.6)

where Xi =
∏Li

j=1 U
αij

ij (rij), r = {r1, r2, ..., rM} is the rate allocated by the eNodeB to the ith

UE, M is the number of VIP UEs in the coverage area of the eNodeB, R is the maximum

achievable rate of the given eNodeB and βi is the ith user subscription weight assigned by
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the network.

The objective function in the optimization problem (5.6) is equivalent to
∑M

i=1 βi log(Xi(ri)).

Therefore, the optimization problem (5.6) is a convex optimization problem and there exists

a unique tractable global optimal solution as shown in Corollary (III.1) [23]. This optimal

solution gives each of the M users an optimal rate ropt
i that is less than or equal to the total

applications target rates for that UE.

5.2.2.1.2 Second-Stage of the First-Case Optimization Problem

Each one of the M VIP UEs allocates optimal rates roptij to its Li applications. The optimal

rate allocated to each application depends on the application differentiation weight and the

application type. This optimization problem is solved internally in the UE and can be written

for the ith UE as follows:

max
ri

Li∏
j=1

U
αij

ij (rij)

subject to

Li∑
j=1

rij ≤ ropt
i

0 ≤ rij ≤ rt
ij, j = 1, 2, ..., Li.

(5.7)

where ri = {ri1, ri2, ..., riLi
}, ropt

i is the optimal rate allocated by the eNodeB to the ith

UE and Li is number of the UE applications. Since the objective function in the optimiza-

tion problem (5.7) is equivalent to
∑Li

j=1 αij log(Uij(rij)), then optimization problem (5.7)

is convex and there exists a unique tractable global optimal solution as shown in Corollary

(III.2) [23]. This optimal solution represents the optimal rate ropt
ij allocated to each of the

Li applications.
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5.2.2.2 Second-Case RA Optimization Problem when
∑M

i=1

∑Li

j=1 r
t
ij<R

In this case, the eNodeB first allocates resources to the M VIP UEs. It then allocates the

remaining resources based on the proportional fairness approach. The optimization problem

in this case is divided into two stages. In the first-stage, the eNodeB collaborates with the

UEs to allocate rates ri to all UEs. In the second-stage, each one of these M + N UEs

allocates optimal rates rij to its applications. The second-stage is performed internally in

the UE. The inelastic traffic are given priority when allocating the resources internally by

the UEs.

5.2.2.2.1 First-Stage of the Second-Case Optimization Problem

In this case, the optimization problem of the first-stage can be written as:

max
r

M+N∏
i=1

Xβi
i (ri)

subject to
M+N∑
i=1

ri ≤ R

ri ≥ 0, i = 1, 2, ...,M +N.

(5.8)

where Xi =
∏Li

j=1 U
αij

ij (rij + cij) and r = {r1, r2, ..., rM+N} and M +N is the number of the

VIP and regular UEs subscribing for a service in the coverage area of the eNodeB and βi is

the ith user subscription weight assigned by the network. Each UE is allocated at least the

total amount of its applications target rates if it has any.

The objective function in the optimization problem (5.8) is equivalent to
∑M+N

i=1 βi log(Xi(ri)).

Therefore, optimization problem (5.8) is a convex optimization problem and there exists a

unique tractable global optimal solution ropt
i for each of the M +N users as shown in Corol-

lary (III.1) [23].
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5.2.2.2.2 Second-Stage of the Second-Case Optimization Problem

Each one of the M +N UEs allocates optimal rates roptij to its applications. Each UE first

allocates the application target rate to each of its applications if it is assigned one. It then

starts allocating the remaining resources among all the applications based on the application

differentiation weight and the type of the application. This optimization problem is solved

internally in the UE and can be written for the ith UE as follows:

max
ri

Li∏
j=1

U
αij

ij (rij + cij)

subject to

Li∑
j=1

(rij + cij) ≤ ropt
i

rij ≥ 0, j = 1, 2, ..., Li.

(5.9)

where ri = {ri1, ri2, ..., riLi
}, ropt

i is the rate allocated by the eNodeB to the ith UE in the

first-stage and cij is same as before. The objective function of the optimization problem

(5.9) is equivalent to
∑Li

j=1 αij log(Uij(rij + cij)). Therefore, optimization problem (5.9) is a

convex optimization problem and there exists a unique tractable global optimal solution as

shown in Corollary (III.2) [23]. Each UE allocates an optimal rate ropt
ij = rij + cij to each of

its applications.

5.2.3 Algorithms

As mentioned before, the RA for the multi-application users with different priorities is

achieved in two-stages. In the first-stage, the eNodeB and the UEs collaborate to allo-

cate optimal rates ri for users as shown in VIP UE Algorithm (16), regular UE Algorithm

(17) and eNodeB Algorithm (18). In the second-stage, the UE internal algorithm allocates

applications rates rij to the UE’s applications as shown in the internal UE Algorithm (19).
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5.2.3.1 First-Stage RA Algorithm

The first-stage of the RA algorithm is presented in this section. The algorithm starts when

each UE transmits an initial bid wi(1) to the eNodeB. Additionally, each VIP UE transmits

its applications target rates to the eNodeB. The eNodeB checks whether the
∑M

i=1

∑Li

i=1 r
t
ij

is less or greater than R and sends a flag with this information to each UE. In the case of∑M
i=1

∑Li

i=1 r
t
ij ≥ R, the regular UEs will not be allocated any of the resources and will not

be sending any further bids to the eNodeB.

Algorithm 16 VIP UE Algorithm

Send initial bid wi(1) to eNodeB
Send the applications target rates rt

ij to eNodeB
loop

while Flag
∑M

i=1

∑Li

j=1 r
t
ij ≥ R from eNodeB do

Receive shadow price p(n) from eNodeB
if STOP from eNodeB then

Calculate allocated rate ropt
i = wi(n)

p(n)

else
Solve ri(n) = arg max

ri

(
βi logXi(ri)− p(n)ri

)
Send new bid wi(n) = p(n)ri(n) to eNodeB

end if
end while
while Flag

∑M
i=1

∑Li

j=1 r
t
ij<R from eNodeB do

Receive shadow price p(n) from eNodeB
if STOP from eNodeB then

Calculate allocated rate ropt
i = wi(n)

p(n)

else
Solve ri(n) = arg max

ri

(
βi logXi(ri)− p(n)(ri +

∑Li

j=1 r
t
ij)
)

Calculate new bid wi(n) = p(n)(ri(n) +
∑Li

j=1 r
t
ij)

if |wi(n)− wi(n− 1)| > ∆w then
wi(n) = wi(n− 1) + sign(wi(n)− wi(n− 1))∆w(n)

{∆w(n) = l1e
− n

l2 }
end if
Send new bid wi(n) to eNodeB

end if
end while

end loop

Each VIP UE checks whether the difference between the current received bid and the
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previous one is less than a threshold δ, if so it exits. Otherwise, the eNodeB calculates

the shadow price p(n) =
∑M

i=1 wi(n)

R
and sends it to the VIP UEs where it is used to calcu-

late the ith VIP UE rate ri(n) which is the solution of the optimization problem ri(n) =

arg max
ri

(βi logXi(ri)− p(n)ri) where Xi(ri) =
∏Li

j=1 U
αij

ij (rij). A new bid wi(n) = p(n)ri(n)

is then calculated and the VIP UEs check the fluctuation condition as in [22] and send their

new bids to the eNodeB. The Algorithm is finalized by the eNodeB. Each VIP UE then

calculates its allocated rate ropt
i = wi(n)

p(n)
.

Algorithm 17 Regular UE Algorithm

Send initial bid wi(1) to eNodeB
loop

while Flag
∑M

i=1

∑Li

j=1 r
t
ij ≥ R from eNodeB do

Allocated rate ropt
i = 0

end while
while Flag

∑M
i=1

∑Li

j=1 r
t
ij<R from eNodeB do

Receive shadow price p(n) from eNodeB
if STOP from eNodeB then

Calculate allocated rate ropt
i = wi(n)

p(n)

else
Solve ri(n) = arg max

ri

(
βi logXi(ri)− p(n)ri

)
Calculate new bid wi(n) = p(n)ri(n)
if |wi(n)− wi(n− 1)| > ∆w then
wi(n) = wi(n− 1) + sign(wi(n)− wi(n− 1))∆w(n)

{∆w(n) = l1e
− n

l2 }
end if
Send new bid wi(n) to eNodeB

end if
end while

end loop

In the case of
∑M

i=1

∑Li

i=1 r
t
i<R, a flag with this information is sent to each UE by the

eNodeB. Each UE checks whether the difference between the current received bid and the

previous one is less than a threshold δ, if so it exits. Otherwise, the eNodeB calculates the

shadow price p(n) =
∑M+N

i=1 wi(n)

R
and sends it to each UE where it is used by the VIP UE

to calculate the rate ri = ri(n) +
∑Li

j=1 r
t
ij, ri(n) is the solution of the optimization problem

ri(n) = arg max
ri

(βi logXi(ri) − p(n)(ri +
∑Li

j=1 r
t
ij)) where Xi(ri) =

∏Li

j=1 U
αij

ij (rij + cij). A



Chapter 5. Resource Allocation with User Discrimination for Spectrum Sharing 118

new bid wi(n) = p(n)(ri(n) +
∑Li

j=1 r
t
ij) is calculated by the VIP UE. All VIP UEs check

the fluctuation condition and send their new bids to the eNodeB. On the other hand, the

regular UEs receive p(n) and calculate the rate ri(n) which is the solution of the optimization

problem ri(n) = arg max
ri

(βi logXi(ri) − p(n)ri) where Xi(ri) =
∏Li

j=1 U
αij

ij (rij + cij). A new

bid wi(n) = p(n)ri(n) is calculated by the regular UE. All regular UEs check the fluctuation

condition and send their new bids to the eNodeB. The Algorithm is finalized by the eNodeB.

Each VIP and regular UE then calculates its allocated rate ropt
i = wi(n)

p(n)
.

Algorithm 18 eNodeB Algorithm

loop
Receive bids wi(n) from UEs {Let wi(0) = 0 ∀i}
Receive applications target rates from VIP UEs
while

∑M
i=1

∑Li

j=1 r
t
ij ≥ R do

Send flag
∑M

i=1

∑Li

j=1 r
t
ij ≥ R to all UEs

if |wi(n)− wi(n− 1)| < δ, i = {1, ....,M} then
STOP and allocate rates (i.e ropt

i to VIP user i)
else

Calculate p(n) =
∑M

i=1 wi(n)

R
, i = {1, ....,M}

Send new shadow price p(n) to VIP UEs
end if

end while
while

∑M
i=1

∑Li

j=1 r
t
ij<R do

Send flag
∑M

i=1

∑Li

j=1 r
t
ij<R to all UEs

if |wi(n)− wi(n− 1)| < δ ∀i then
STOP and allocate rates (i.e ropt

i to user i)
else

Calculate p(n) =
∑M+N

i=1 wi(n)

R

Send new shadow price p(n) to all UEs
end if

end while
end loop

5.2.3.2 Second-Stage RA Algorithm

The second-stage of RA is presented in this section and shown in Algorithm (19) where the

rates rij are allocated internally by the UE to its applications. Each UE uses its allocated rate
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ropt
i in the first-stage to solve the optimization problem ri = arg max

ri

∑Li

j=1(αij logUij(rij +

cij)−p(rij+cij))+propt
i . The rate roptij = rij+cij is then allocated to the UE’s jth application.

Algorithm 19 Internal UE Algorithm

loop
Receive ropt

i from eNodeB Algorithm (16), (17) and (18)
Solve
ri = arg max

ri

∑Li

j=1(αij logUij(rij + cij)− p(rij + cij)) + propt
i

{ri = {ri1, ri2, ..., riLi
}}

Allocate roptij = rij + cij to the jth application
end loop

5.2.4 Simulation Results

In this section, we consider one eNodeB with four UEs in its coverage area subscribing

for a mobile service. The first and second UEs are VIP UEs and the third and fourth UEs

are regular UEs. Each one of the four UEs is running two applications simultaneously. The

first application is a real-time application whereas the second application is a delay-tolerant

application.

We applied algorithm (16), (17), (18) and (19) in C++ to the UEs functions. The simula-

tion results showed convergence to the optimal global point in the two stages of the algorithm.

We present the simulation results for the four users. The first UE is a VIP UE, we use a

normalized sigmoidal-like utility function that is expressed by equation (2.1) to represent its

first application with a = 3, b = 20 which is an approximation to a step function at rate

r = 20 and we set rt11 = 20. Additionally, for the second application of the first user (VIP

user) we use a logarithmic function that is expressed by equation (2.2) with k = 3 which is

an approximation of a delay-tolerant application. The second user is a VIP user, we use a

normalized sigmoidal-like utility function to represent its first application with a = 1, b = 30

and we set rt21 = 30. Additionally, for the second application of the second user (VIP user)
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Figure 5.9: The applications utility functions Uij(rij).

we use a logarithmic function with k = 0.5 to represent its delay tolerant application. The

same parameters of the first user are used for the third user’s utility functions except that

its applications are not assigned applications target rates. Also, the same parameters of the

second user are used for the fourth user’s utility functions except that its applications are

not assigned applications target rates. Furthermore, we set βi = 1 for all UEs. We use

rmax = 100 for all logarithmic functions, l1 = 5 and l2 = 10 in the fluctuation decay function

of the algorithm and δ = 10−3. Let the application weight αij in the set α corresponds to

the jth application of user i where α be α = {α11, α12, α21, α22, α31, α32, α41, α42}.

Figure 5.9 shows eight applications utility functions corresponding to the four UEs. The

real-time applications of the VIP UEs are assigned applications target rates, this explains

their shifted utility functions by the amount of rtij in Figure 5.9. The other applications do

not have applications target rates (cij = 0 for each one). Figure 5.10 shows the aggregated

utilities Xi(ri) for each user.
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Figure 5.10: The aggregated utility functions Xi(ri) of the ith user.

5.2.4.1 Convergence Dynamics for 5 ≤ R ≤ 200

In the following simulations, we set α = {0.5, 0.5, 0.9, 0.1, 0.5, 0.5, 0.9, 0.1} and the eNodeB

available resources R takes values between 5 and 200 with step of 5. In Figure 5.11, we show

the four users optimal rates ropti with different eNodeB resources R. This represents the

solution of optimization problem (5.6) when R ≤ 50 and optimization problem (5.8) when

R > 50, using the first-stage of the algorithm, where 50 is the total applications target rates

for the the two VIP users. Figure 5.11 shows that when R ≤ 50 the regular UEs are not

allocated any of the eNodeB resources. Furthermore, when R > 50 each VIP user is first

allocated its total applications target rates and the remaining resources are then allocated

to all users based on the proportional fairness approach.

In Figure 5.12, we show the final optimal applications rates roptij for the four users with

different eNodeB resources R. This is the solution of optimization problem (5.7) when

R ≤ 50 and the solution of (5.9) when R > 50 using the user internal algorithm. The figure

shows that when R ≤ 50, the real-time applications are given priority over the delay tolerant

applications when allocating rates by each VIP UE to its applications whereas when R > 50,

the VIP UEs first allocate the applications target rates to the applications that are assigned
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Figure 5.11: The users optimal rates ropti for different values of R.
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Figure 5.12: The applications optimal rates roptij for different values of R.

ones and then allocate the remaining resources among all applications using proportional

fairness approach while giving the priority to the real-time applications. The regular users

also give the priority to their real-time applications when allocating resources as shown in

the same figure.
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Figure 5.13: The users optimal rates ropti with the change in users’ applications usage per-
centages α(t).

5.2.4.2 Rate Allocation Sensitivity to change in α

In the following simulations, we measure the sensitivity of the change in application weight

that is corresponding to the application usage percentage in the UE. We use R = 200 and

the same parameters as before for the four users. The users change their applications usage

percentage with time as the following

α(t) =



α = {0.1, 0.9, 0.5, 0.5, 0.9, 0.1, 0.5, 0.5};

for 0 ≤ t ≤ 10

α = {0.5, 0.5, 0.3, 0.7, 0.2, 0.8, 0.1, 0.9};

for 10 ≤ t ≤ 20

α = {1.0, 0.0, 0.9, 0.1, 0.8, 0.2, 0.1, 0.9};

for 20 ≤ t ≤ 30

(5.10)

Figure 5.13 shows the users optimal rates ropti with time for the changing usage percentages

given by α(t).
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5.3 Resource Allocation with User Discrimination Frame-

work for Multi-Carrier Cellular Networks

In this section, we provide an efficient framework for the resource allocation problem

to allocate multi-carrier resources optimally among users that belong to different classes

of user groups. In our model, we use utility functions to represent users’ applications.

Sigmoidal-like utility functions and logarithmic utility functions are used to represent real-

time and delay-tolerant applications, respectively, running on the UEs [21]. The resource

allocation with user discrimination framework presented in [26] does not consider the case

of multi-carrier resources available at the eNodeB. It only solves the problem of resource

allocation with user discrimination in the case of single carrier. In this section, we consider

the case of multiple carriers’ resources available at the eNodeB and multiple classes of users

located under the coverage area of these carriers. We use a priority criterion for the resource

allocation process that varies based on the user’s class and the type of application running

on the UE. We consider two classes of users, VIP users (i.e. public safety users or users who

require emergency services) and regular users. VIP users are assigned a minimum required

application rate for each of their applications whereas regular users’ applications are not

assigned any.

We formulate the resource allocation with user discrimination problem in a multi-stage

resource allocation with carrier aggregation optimization problem to allocate resources to

each user from its all in range carriers based on a utility proportional fairness policy. Each

application running on the UE is assigned an application minimum required rate by the net-

work that varies based on the type of user’s application and the user’s class. Furthermore, if

the user’s in range carriers have enough available resources, the user is allocated at minimum

its applications’ minimum required rates. VIP users are given priority over regular users by

the network when allocating each carrier’s resources, and real-time applications are given
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priority over delay-tolerant applications.

Our contributions in this section are summarized as:

• We present a multi-stage resource allocation with user discrimination optimization

problem to allocate multi-carrier resources optimally among different classes of users.

• We prove that the resource allocation optimization problem is convex and therefore

the global optimal solution is tractable.

• We present a resource allocation algorithm to solve the optimization problem and

allocate each user an aggregated final rate from its in range carriers. The proposed al-

gorithm outperforms that presented in [26] as it considers allocating each user resources

from multiple carriers using a resource allocation with carrier aggregation approach.

• We present simulation results for the performance of the proposed resource allocation

algorithm.

5.3.1 Problem Formulation

In this paper, we consider a single cell mobile system with one eNodeB, K carriers (fre-

quency bands) that have resources available at the eNodeB, M regular and VIP UEs. Let

M be the set of all regular and VIP UEs where M = |M|. The set of carriers is given by

K = {1, 2, ..., K} with carriers in order from the highest frequency to the lowest frequency.

Higher frequency carriers have smaller coverage area than lower frequency carriers. The eN-

odeB allocates resources from multiple carriers to each UE. Users located under the coverage

area of multiple carriers are allocated resources from all in range carriers. The rate allocated

by the eNodeB to UE i from all in range carriers is given by ri. Each application running

on the UE is mathematically represented by a utility function Ui(ri) that corresponds to the

application’s type and represents the user satisfaction with its allocated rate ri. Our goal is
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to determine the optimal rates that the eNodeB shall allocate from each carrier to each UE

in order to maximize the total system utility while ensuring proportional fairness between

utilities.

The rate allocated to the ith user in M by the jth carrier in K is given by rj,alli . The final

allocated rate by the eNodeB to the ith user is given by

ri =
∑
j∈K

rj,alli (5.11)

where ri is equivalent to the sum of rates allocated to the ith user from all carriers in its range.

Based on the coverage area of each carrier and the users’ classes, a user grouping method is

introduced in 5.3.1.1 to partition users into groups. The eNodeB performs resource allocation

with user discrimination based on carrier aggregation to allocate each carrier’s resources to

users located within the coverage area of that carrier.

We express the user satisfaction with its rate using utility functions that represent the

degree of satisfaction of the user function with the rate allocated by the cellular network

[18,22,82,83]. We represent the ith user application utility function Ui(ri) by sigmoidal-like

function expressed by equation (2.1) or logarithmic function expressed by equation (2.2)

where ri is the rate of the ith user.

5.3.1.1 User Grouping Method

In this section we introduce a user grouping method to create user groups for each carrier

j ∈ K. The eNodeB creates a user group Mj for each carrier where Mj is a set of users

located under the coverage area of the jth carrier. The number of users in Mj is given by

Mj = |Mj|. Furthermore, users inMj are partitioned into two groups of users. A VIP user

groupMVIP
j and a regular user groupMReg

j , whereMVIP
j andMReg

j are the sets of all VIP

users and regular users, respectively, located under the coverage area of the jth carrier with
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Mj =MVIP
j ∪MReg

j . The number of users in MVIP
j and MReg

j is given by MVIP
j = |MVIP

j |

and MReg
j = |MReg

j |, respectively. The eNodeB allocates the jth carrier resources to users

in Mj with a priority given to VIP users (i.e. users in MVIP
j ). Users located under the

coverage area of multiple carriers (i.e. common users in multiple user groups) are allocated

resources from these carriers and their final rates are aggregated under a non adjacent inter

band aggregation scenario.

The ith user is considered part of user group Mj if it is located within a distance of Dj

from the eNodeB where Dj represents the coverage radius of the jth carrier. Let di denotes

the distance between the eNodeB and user i. The jth carrier user group Mj is defined as

Mj = {i : di < Dj, 1 ≤ i ≤M}, 1 ≤ j ≤ K. (5.12)

On the other hand, the eNodeB creates a set of carriers Ki, for each user, that is defined

as

Ki = {j : di < Dj, 1 ≤ j ≤ K}, 1 ≤ i ≤M. (5.13)

The number of carriers that the ith user can be allocated resources from is given by Ni =

|Ki|. Higher frequency carriers have smaller coverage radius than lower frequency carriers

(i.e. D1 < D2 < ... < DK). Therefore, user group M1 ⊆ M2 ⊆ ... ⊆ MK . Figure 5.14

shows one cellular cell with one eNodeB under non adjacent inter band scenario with K

carriers in K and M users in M and how users are partitioned into user groups based on

their location and their class.



Chapter 5. Resource Allocation with User Discrimination for Spectrum Sharing 128

 

.

.

.

 

.

.

.

 

.

.

.

.

.

.

.

.

.

 

=µ 

.

.

.

.

.

.

1 

j

.

.

.

.

.

.

 

.

.

.

Carriers Users 

Figure 5.14: User grouping for a LTE mobile system with M users in M and K carriers in
K. Mj represents the set of users located under the coverage area of the jth carrier with

Mj =MV IP
j ∪MReg

j . Ki represents the set of all in range carriers for the ith user.

5.3.2 Multi-Carrier Resource Allocation with User discrimination

Optimization Problem

In this section, we present a multi-stage resource allocation (RA) with user discrimination

optimization problem to allocate multi-carrier resources optimally among users in their cov-

erage area. Our objective is to find the final allocated rate to each user from its all in range

carriers based on a utility proportional fairness policy. We use utility functions of users rates

to represent the type of application running on the UE. Every user subscribing for a mobile

service is guaranteed to achieve a minimum QoS with priority criterion. VIP users are given
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priority when allocating each carrier’s resources and within each user class group, whether it

is VIP or regular user group, real time applications are given priority when allocating each

carrier’s resources. This is due to the nature of sigmoidal-like utility functions that are used

to represent real-time applications.

The eNodeB performs the resource allocation process for all carriers one at a time and one

after another in ascending order of their coverage radius Dj. Each carrier j ∈ K has a limited

amount of available resources that is given by Rj and each user’s application has a minimum

required rate rreq
i that is equivalent to zero in the case of regular users and is equivalent to

certain value (i.e. rate) in the case of VIP users. The eNodeB starts the RA process by

performing a RA for carrier 1 in K as it has the smallest coverage radius D1. After allocating

its resources to users in M1, the eNodeB then starts the RA process to allocate carrier 2

resources to users in M2. In addition, since M1 ⊆ M2 the eNodeB allocates users in M1

resources from carrier 2 and the rates are aggregated based on a non adjacent inter band

aggregation scenario. The eNodeB continues the resource allocation process by allocating

the jth carrier resources to users in Mj. Let rj,all
i represents the rate allocated by the jth

carrier to UE i and let Ci represents the total aggregated rate allocated to UE i by carriers

{1, 2, ..., j − 1} where Ci =
∑j−1

l=1 r
l,all
i . Furthermore, let Cj

i be a constant that is always

equivalent to zero for regular users whereas for VIP users Cj
i is equivalent to zero or rreq

i −Ci

based on some conditions that are discussed later in this section. The resource allocation

process is finalized by allocating the Kth carrier resources to users in MK , i.e. all users

in the cellular cell as they are all located within its coverage radius. We consider a utility

proportional fairness objective function, based on carrier aggregation, that the eNodeB seeks

to maximize for each time it allocates a carrier’s resources.

The proposed RA optimization problem for multi-carrier cellular systems is divided into

three cases. In order for the eNodeB to guarantee that VIP users are given priority when

allocating each carrier’s resources, each time the eNodeB performs a RA process for a car-
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rier it checks the values of 1) the carrier’s available resources Rj, 2) the current total rate

allocated to each VIP UE i ∈ MVIP
j from other carriers (i.e. Ci =

∑j−1
l=1 r

l,all
i ) and 3) the

value of rreq
i −Ci for each VIP UE i ∈MVIP

j if Ci < rreq
i . Based on these values, the eNodB

performs the RA process that corresponds to the most appropriate case among the three

cases. The three cases and their RA optimization framework are presented below.

Case 1. RA Optimization Problem when Ci ≥ rreqi ∀i ∈Mj:

The eNodeB chooses the RA optimization problem of this case in order to allocate the

jth carrier resources if the total aggregated rate Ci that is allocated to each UE i ∈ Mj

from carriers {1, 2, ..., j − 1} is greater than or equal the minimum required application rate

rreq
i . In this case, since each UE has already been allocated at least its application minimum

required rate from other carriers, the eNodeB performs the RA process among all users under

the coverage area of carrier j. The RA optimization problem for the jth carrier in this case

is given by:

max
rj

Mj∏
i=1

Ui(Ci + Cj
i + rji )

subject to

Mj∑
i=1

rj,all
i ≤ Rj, rj,all

i ≥ 0

rj,all
i = rji + Cj

i , Cj
i = 0

Ci =

j−1∑
l=1

rl,all
i , Ci ≥ rreq

i , i = 1, 2, ...,Mj,

(5.14)

where Cj
i is a constant that is equivalent to zero in this case, Ui(Ci + Cj

i + rji ) is the util-

ity function of the summation of the rate Ci allocated to the application running on the

ith user by carriers {1, 2, ..., j − 1} and the rate rj,all
i allocated to the same application by

carrier j where rj,all
i = Cj

i + rji , rj = {rj1, r
j
2, ..., r

j
Mj
} and Mj is the number of users in Mj

(i.e. both VIP and regular users) located under the coverage area of the jth carrier. Af-

ter the eNodeB performs the RA process for the jth carrier by solving optimization problem
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(5.14), the total rate allocated to each user by the eNodeB is equivalent to Ci+rj,all
i . In opti-

mization problem (5.14), we consider a utility proportional fairness objective function, based

on carrier aggregation, that the eNodeB seeks to maximize when it performs RA for carrier j.

Case 2. RA Optimization Problem when Ci < rreqi for any user i ∈ Mj and
∑MVIP

j

i=1 qji ≥ Rj

where qji = 0 if Ci ≥ rreqi and qji = rreqi − Ci if Ci < rreqi :

The eNodeB selects the optimization problem of this case to allocate the jth carrier re-

sources if the total aggregated rate Ci for any user i is less than the user’s application

minimum required rate rreq
i and

∑MVIP
j

i=1 qji for VIP users inMVIP
j is greater than or equal the

carrier’s available resources Rj. In this case, the eNodeB allocates the jth carrier resources

only to VIP UEs inMVIP
j as they are considered more important and regular users inMReg

j

are not allocated any of the jth carrier resources since the carrier’s resources are limited.

The RA optimization problem for the jth carrier in this case is given by:

max
rj

MVIP
j∏
i=1

Ui(Ci + Cj
i + rji )

subject to

MVIP
j∑
i=1

rj,all
i ≤ Rj, rj,all

i ≥ 0

Ci =

j−1∑
l=1

rl,all
i , rj,all

i = rji + Cj
i

Cj
i = 0

qji =


0 if Ci ≥ rreq

i

rreq
i − Ci if Ci < rreq

i

MVIP
j∑
i=1

qji ≥ Rj, i = 1, 2, ...,MVIP
j ,

(5.15)

where rj = {rj1, r
j
2, ..., r

j

MVIP
j
}, Cj

i = 0 and MVIP
j is the number of users in MVIP

j . After the
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eNodeB performs the RA process for the jth carrier by solving optimization problem (5.15),

each VIP user in MVIP
j is allocated a rate that is equivalent to rj,all

i by carrier j whereas

users in MReg
j are not allocated any of the jth carrier resources. The total rate allocated

by the eNodeB to each user is equivalent to Ci + rj,all
i . In optimization problem (5.15), we

consider a utility proportional fairness objective function, based on carrier aggregation, that

the eNodeB seeks to maximize when it performs RA for carrier j.

Case 3. RA Optimization Problem when Ci < rreqi for any user i ∈MVIP
j and

∑MVIP
j

i=1 qji < Rj

where qji = 0 if Ci ≥ rreqi and qji = rreqi − Ci if Ci < rreqi :

The eNodeB selects the optimization problem of this case to allocate the jth carrier re-

sources if the total aggregated rate Ci for any user i is less than the user’s application

minimum required rate rreq
i and the summation

∑MVIP
j

i=1 qji for VIP users in MVIP
j is less

than the carrier’s available resources Rj. In this case, the eNodeB allocates the jth carrier

resources to all UEs in Mj. The RA optimization problem for the jth carrier in this case is

given by:
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max
rj

Mj∏
i=1

Ui(Ci + Cj
i + rji )

subject to

Mj∑
i=1

rj,all
i ≤ Rj, rj,all

i ≥ 0

Ci =

j−1∑
l=1

rl,all
i , rj,all

i = rji + Cj
i

Cj
i =


0 if Ci ≥ rreq

i

rreq
i − Ci if Ci < rreq

i

qji =


0 if Ci ≥ rreq

i

rreq
i − Ci if Ci < rreq

i

MVIP
j∑
i=1

qji < Rj, i = 1, 2, ...,Mj,

(5.16)

where rj = {rj1, r
j
2, ..., r

j
Mj
} and Mj is the number of users inMj. After the eNodeB performs

the RA process for the jth carrier by solving optimization problem (5.16), each user in Mj

is allocated a rate that is equivalent to rj,all
i by carrier j and the total rate allocated by

the eNodeB to each user is equivalent to Ci + rj,all
i . In optimization problem (5.16), we

consider a utility proportional fairness objective function, based on carrier aggregation, that

the eNodeB seeks to maximize when it performs RA for carrier j.

Each of the three RA optimization problems (5.14), (5.15) and (5.16) of the jth carrier can
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be expressed by the following generalized optimization problem:

max
rj

|αj |∏
i=1

Ui(Ci + Cj
i + rji )

subject to

|αj |∑
i=1

rj,all
i ≤ Rj, rj,all

i ≥ 0

Ci =

j−1∑
l=1

rl,all
i , rj,all

i = rji + Cj
i

qji =


0 if Ci ≥ rreq

i

rreq
i − Ci if Ci < rreq

i

i = 1, 2, ..., |αj|,

(5.17)

where Cj
i and αj in (5.17) are given by

Cj
i =



0 if Ci ≥ rreq
i

rreq
i − Ci if Ci < rreq

i and
∑|MVIP

j |
i=1 qji < Rj

0 if Ci < rreq
i and

∑|MVIP
j |

i=1 qji ≥ Rj

αj =



Mj if Ci ≥ rreq
i ∀i ∈Mj

MVIP
j if Ci < rreq

i for any user i ∈Mj

and
∑MVIP

j

i=1 qji ≥ Rj

Mj if Ci < rreq
i for any user i ∈MVIP

j

and
∑MVIP

j

i=1 qji < Rj

(5.18)
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where rj = {rj1, r
j
2, ..., r

j
|αj |}, αj is a set of users located under the coverage area of carrier j

that is equivalent toMj orMVIP
j based on certain conditions as shown in (5.18) and |αj| is

the number of users in αj.

The objective function in optimization problem (5.17) is equivalent to
∑|αj |

i=1 logUi(Ci+C
j
i +

rji ). Later in this section we prove that optimization problem (5.17) is a convex optimization

problem and there exists a unique tractable global optimal solution. Once the eNodeB is

done performing the RA process, for the jth carrier, by solving optimization problem (5.17),

each user in αj is allocated a rate that is equivalent to rj,all
i = rji + Cj

i and the user’s total

aggregated rate allocated by the eNodeB from carriers {1, 2, ..., j} is given by
∑j

l=1 r
l,all
i .

Lemma 5.3.1. The utility functions logUi(Ci +Cj
i + rji ) in optimization problem (5.17) are

strictly concave functions.

Proof. The utility functions are assumed to be logarithmic functions expressed by equation

(2.2) or sigmoidal-like functions expressed by equation (2.1). Therefore, Ui(Ci + Cj
i + rji )

is a strictly concave (i.e. in the case of logarithmic utility functions) or a sigmoidal-like

function of the total aggregated rate Ci+Cj
i +rji allocated to user i application from carriers

{1, 2, ..., j} after performing the RA process of the jth carrier by the eNodeB.

In the case of logarithmic utility function, recall the utility function properties in Chap-

ter 2 Section 2.1, the utility function of the application rate is positive, increasing and

twice differentiable with respect to the application rate. It follows that U ′i(Ci + Cj
i + rji ) =

dUi(Ci+C
j
i +rji )

drji
> 0 and U ′′i (Ci + Cj

i + rji ) =
d2Ui(Ci+C

j
i +rji )

drji
2 < 0, i.e. since Ci + Cj

i is greater or

equal zero. Then the function logUi(Ci + Cj
i + rji ) has

d log(Ui(Ci+C
j
i +rji ))

drji
=

U ′i(Ci+C
j
i +rji )

Ui(Ci+C
j
i +rji )

> 0

and
d2 log(Ui(Ci+C

j
i +rji ))

drji
2 =

U ′′i (Ci+C
j
i +rji )Ui(Ci+C

j
i +rji )−U ′2i (Ci+C

j
i +rji )

U2
i (Ci+C

j
i +rji )

< 0. Therefore, the natural

logarithm of the logarithmic utility function log(Ui(Ci + Cj
i + rji )) is strictly concave.

On the other hand, in the case of sigmoidal-like utility function, the normalized sigmoidal-

like function is given by Ui(Ci+C
j
i +rji ) = ci

(
1

1+e−ai(Ci+C
j
i
+r

j
i
−bi)
−di

)
. For 0 < rji < (Rj−Cj

i ),
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we have

0 < ci

(
1

1 + e−ai(Ci+C
j
i +rji−bi)

− di

)
< 1

di <
1

1 + e−ai(Ci+C
j
i +rji−bi)

<
1 + cidi
ci

1

di
> 1 + e−ai(Ci+C

j
i +rji−bi) >

ci
1 + cidi

0 < 1− di(1 + e−ai(Ci+C
j
i +rji−bi)) <

1

1 + cidi

It follows that for 0 < rji < (Rj − Cj
i ), we have the first and second derivatives as

d

drji
logUi(Ci+C

j
i + rji ) =

aidie
−ai(Ci+C

j
i +rji−bi)

1− di(1 + e−ai(Ci+C
j
i +rji−bi))

+
aie
−ai(Ci+C

j
i +rji−bi)

(1 + e−ai(Ci+C
j
i +rji−bi))

> 0

d2

drji
2 logUi(Ci+C

j
i + rji ) =

−a2
i die

−ai(Ci+C
j
i +rji−bi)

ci

(
1− di(1 + e−a(Ci+C

j
i +rji−bi))

)2

+
−a2

i e
−ai(Ci+C

j
i +rji−bi)

(1 + e−ai(Ci+C
j
i +rji−bi))2

< 0.

Therefore, the natural logarithm of the sigmoidal-like utility function log(Ui(Ci + Cj
i + rji )

is strictly concave function. Therefore, the utility functions natural logarithms have strictly

concave natural logarithms in both cases of logarithmic utility functions and sigmoidal-like

utility functions.
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Theorem 5.3.2 proves the convexity of optimization problem (5.17).

Theorem 5.3.2. Optimization problem (5.17) is a convex optimization problem and there

exists a unique tractable global optimal solution.

Proof. It follows from Lemma 5.3.1 that all UEs utility functions of applications rates are

strictly concave. Therefore, optimization problem (5.17) is a convex optimization problem.

For a convex optimization problem there exists a unique tractable global optimal solution

[89].

5.3.3 RA Optimization Algorithm

In this section, we present our multi-carrier resource allocation with user discrimination

algorithm. The proposed algorithm consists of UE and eNodeB parts shown in Algorithm 20

and Algorithm 21, respectively. The execution of the algorithm starts by UEs, subscribing

for mobile services, transmitting their application utility parameters to the eNodeB, which

allocates available carriers’ resources to UEs based on a proportional fairness policy. First,

the eNodeB performs the user grouping method described in Section 5.3.1.1 for each carrier

by creating three user group setsMVIP
j ,MReg

j andMj for UEs located within the coverage

area of the jth carrier. It then starts performing the RA process to allocate the carriers

resources starting with carrier 1 in K (i.e. the carrier with the smallest coverage radius)

in ascending order 1 → K. In order to allocate certain carrier’s resources, the eNodeB

performs the RA process that corresponds to the most appropriate case among the three

cases presented in Section 5.3.2. From optimization problem (5.17), we have the following

Lagrangian
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L(rj, pj) =

|αj |∑
i=1

logUi(Ci + Cj
i + rji )

− pj(
|αj |∑
i=1

(Cj
i + rji ) +

|αj |∑
i=1

zi −Rj),

(5.19)

where zi ≥ 0 is the slack variable and pj is Lagrange multiplier that represents the shadow

price (price per unit bandwidth for all the |αj| channels). The rates, solutions to equation

(5.17), are the values rji which solve equation
∂ logUi(Ci+C

j
i +rji )

∂rji
= pj and are the intersection

of the time varying shadow price, horizontal line y = pj, with the curve y =
∂ logUi(Ci+C

j
i +rji )

∂rji

geometrically. The rate allocated by carrier j to the ith UE is equivalent to rj,all
i = rji + Cj

i .

When the eNodeB is done allocating the Kth carrier resources, each user is then allocated

its final aggregated rate ri =
∑K

j=1 r
j,all
i .

Algorithm 20 The ith UE Algorithm

loop
Send application utility parameters ki, ai, bi, r

max
i and rreq

i to eNodeB.
Receive the final allocated rate ri from the eNodeB.

end loop

5.3.4 Simulation Results

Algorithm 20 and 21 were applied in C++ to multiple utility functions with different

parameters. Simulation results showed convergence to the global optimal rates. In this

section, we consider a mobile cell with one eNodeB, two carriers with available resources and

8 active UEs located under the coverage area of the eNodeB as shown in Figure 5.15. The

UEs are divided into two groups. The 1st group of UEs (index i = {1, 2, 3, 4}) represents

user groupM1 located within the coverage radius D1 of carrier 1. Each user inM1 belongs

to one of the two classes of user groups, i.e. VIP user group and Regular user group, where

MVIP
1 = {2, 4},MReg

1 = {1, 3} andM1 =MVIP
1 ∪MReg

1 . On the other hand, the 2nd group

of UEs (index i = {1, 2, 3, 4, 5, 6, 7, 8}) represents user groupM2 located within the coverage
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Algorithm 21 The eNodeB Algorithm

loop
Initialize Ci = 0; Cj

i = 0; rj,all
i = 0.

Receive application utility parameters ki, ai, bi, r
max
i and rreq

i from all UEs in M.
for j ← 1 to K do

Create user groupsMVIP
j ,MReg

j andMj for UEs located within the coverage area of

the jth carrier.
end for
for i← 1 to |Mj| do

Create carrier group Ki for the ith UE’s all in range carriers.
end for
for j ← 1 to K do

if Ci < rreq
i then

qji = rreq
i − Ci

else
qji = 0

end if
if Ci ≥ rreq

i ∀i ∈Mj then
Cj
i = 0

Solve rj = arg max
rj

∑|Mj |
i=1 logUi(Ci + Cj

i + rji )− pj(
∑|Mj |

i=1 (rji + Cj
i )−Rj).

Allocate rate rj,all
i = rji + Cj

i by the jth carrier to each user in Mj.

Calculate new Ci = Ci + rj,all
i ∀i ∈Mj

else if Ci < rreq
i for any user i ∈Mj &&

∑MVIP
j

i=1 qji ≥ Rj then
Cj
i = 0

Solve rj = arg max
rj

∑|MVIP
j |

i=1 logUi(Ci + Cj
i + rji )− pj(

∑|MVIP
j |

i=1 (rji + Cj
i )−Rj).

Allocate rate rj,all
i = rji + Cj

i by the jth carrier to each user in MVIP
j .

Calculate new Ci = Ci + rj,all
i ∀i ∈MVIP

j

else if Ci < rreq
i for any user i ∈MVIP

j and
∑|MVIP

j |
i=1 qji < Rj then

if Ci < rreq
i then

Cj
i = rreq

i − Ci
else
Cj
i = 0

end if
Solve rj = arg max

rj

∑|Mj |
i=1 logUi(Ci + Cj

i + rji )− pj(
∑|Mj |

i=1 (rji + Cj
i )−Rj).

Allocate rate rj,all
i = rji + Cj

i by the jth carrier to each user in Mj.

Calculate new Ci = Ci + rj,all
i ∀i ∈Mj

end if
end for
Allocate total aggregated rate ri =

∑K
j=1 r

j,all
i by the eNodeB to each UE i in M

end loop
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Table 5.1: Users and their applications utilities

Applications Utilities Parameters Users Indexes

Sig1 Sig ai = 5, bi = 10 i = {5}

Sig2 Sig ai = 3, bi = 20 i = {1}

Sig3 Sig ai = 1, bi = 30 i = {2, 6}

Log1 Log ki = 15, rmax
i = 100 i = {7}

Log2 Log ki = 3, rmax
i = 100 i = {3}

Log3 Log ki = 0.5, rmax
i = 100 i = {4, 8}

radius D2 of carrier 2. Each user inM2 belongs to a VIP user group or a regular user group

where MVIP
2 = {2, 4, 6, 8}, MReg

2 = {1, 3, 5, 7} and M2 =MVIP
2 ∪MReg

2 .

We use sigmoidal-like utility functions and logarithmic utility functions with different

parameters to represent each of the users’ applications. We use three normalized sigmoidal-

like functions that are expressed by equation (2.1) with different parameters. The used

parameters are ai = 5, bi = 10 that correspond to a sigmoidal-like function with inflection

point ri = 10 which represents the utility of UE with index i = {5}, ai = 3, bi = 20 that

correspond to a sigmoidal-like function with inflection point ri = 20 which represents the

utility of UE with index i = {1}, and ai = 1, bi = 30 that correspond to a sigmoidal-

like function with inflection point ri = 30 which represents the utility of UEs with indexes

i = {2, 6}, as shown in Figure 5.16. We use three logarithmic functions expressed by equation

(2.2) with rmax
i = 100 and different ki parameters to represent delay-tolerant applications.

We use ki = 15 for UE with index i = {7}, ki = 3 for UE with index i = {3}, and ki = 0.5

for UEs with indexes i = {4, 8}, as shown in Figure 5.16. A summary is shown in table 5.1.

We use an application minimum required rate that is equivalent to the inflection point of

the sigmoidal-like function, i.e. rreq
i = bi, for each VIP user running a real-time application,

we use rreq
i = 15 for each VIP user running a delay-tolerant application and rreq

i = 0 for each

regular user whether it is running real-time application or delay-tolerant application.
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Carrier 2

UE7eNodeB

1 (Reg) 2 (VIP)

3 (Reg) 4 (VIP)

6 (VIP)

8 (VIP)
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Figure 5.15: System model for a mobile system with M = 8 users and K = 2 carriers
available at the eNodeB. Carrier 1 coverage radius is D1 and carrier 2 coverage radius is D2

with D1 < D2. M1 = {1, 2, 3, 4} and M2 = {1, 2, ..., 8} represent the sets of user groups
located under the coverage area of carrier 1 and carrier 2, respectively.

5.3.4.1 Carrier 1 Allocated Rates for 60 ≤ R1 ≤ 150

In the following simulations, we set δ = 10−3, carrier 1 rate R1 takes values between 60

and 150 with step of 10. In Figure 5.17, we show the allocated rates r1,all
i of different users

with different values of carrier 1 total rate R1 and observe how the proposed rate allocation

algorithm converges for different values of R1. In Figure 5.17, we show that both VIP and

regular users in user group M1 are allocated resources by carrier 1 when 60 ≤ R1 ≤ 150

since carrier 1 available resources R1 is greater than the total applications minimum required

rates for users in M1. Figure 5.17 also shows that by using the proposed RA with user

discrimination algorithm, no user is allocated zero rate (i.e. no user is dropped). However,

carrier 1 resources are first allocated to the VIP users until each of their applications reaches
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Figure 5.16: The users utility functions Ui(ri) used in the simulation (three sigmoidal-like
functions and three logarithmic functions).
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Figure 5.17: The rates r1,all
i allocated from carrier 1 toM1 user group with carrier 1 available

resources 60 < R1 < 150.

the application minimum required rate rreq
i . Then the majority of carrier 1 resources are

allocated to the UEs running adaptive real-time applications until they reach their inflection

rates, the eNodeB then allocates more of carrier 1 resources to UEs with delay-tolerant

applications.
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5.3.4.2 Carrier 2 Allocated Rates and the Total Aggregated Rates for 10 ≤ R2 ≤

150

In the following simulations, we set δ = 10−3, carrier 2 rate R2 takes values between 10

and 150 with step of 10 and carrier 1 rate is fixed at R1 = 60. In Figure 5.18, we show

the allocated rates r2,all
i and the final aggregated rates ri of different users with different

values of carrier 2 total rate R2 and observe how the proposed rate allocation algorithm

converges for different values of R2. In Figure 5.18(a), we show that when 10 ≤ R2 ≤ 45

only VIP users in M2 (i.e. UEs in MVIP
2 ) that were not allocated resources by carrier 1 or

did not reach their applications minimum required rates are allocated resources by carrier

2. Whereas when 45 < R2 ≤ 150, both VIP and regular users inM2 are allocated resources

by carrier 2 as carrier 2 total rate R2 is greater than
∑MVIP

2
i=1 q2

i (i.e. the total required

rates for UEs to reach their rreq
i ). Figure 5.18(a) also shows that by using the proposed

RA with user discrimination algorithm that is based on carrier aggregation, the eNodeB

takes into consideration the rates allocated to users in M2 by carrier 1 when allocating

carrier 2 resources. Carrier 2 resources are first allocated to VIP users until each of their

applications reaches the application minimum required rate rreq
i . Then the majority of carrier

2 resources are allocated to the UEs running adaptive real-time applications until they reach

their inflection rates, the eNodeB then allocates more of carrier 2 resources to UEs with

delay-tolerant applications.

Figure 5.18(b) shows the total aggregated rates ri =
∑2

j=1 r
j,all
i for the 8 users.

5.3.4.3 Pricing Analysis for Carrier 1 and Carrier 2

In the following simulations, we set δ = 10−3. In Figure 5.19, we show carrier 1 shadow

price with 60 ≤ R1 ≤ 150. We observe that carrier 1 price p1 is traffic-dependant as it

decreases for higher values of R1. In Figure 5.20, we show the offered price of carrier 2
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(a) The rates r2,alli allocated from carrier 2 to M2 user group.
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(b) The total aggregated rates ri allocated by the eNodeB to the 8 users.

Figure 5.18: The rates r2,all
i allocated from carrier 2 to users inM2 and the total aggregated

rates allocated to the 8 users with carrier 2 available resources 10 < R2 < 150 and carrier 1
resources fixed at R1 = 60.

with 10 ≤ R2 ≤ 150 and R1 = 60. We observe that p2 decreases when R2 increases for

10 ≤ R2 ≤ 45, only VIP users are allocated rates by carrier 2 when 10 ≤ R2 ≤ 45. However,

we observe a jump in the price when R2 = 50 as more users are considered in the rate

allocation process (i.e VIP users and regular users in M2). Figure 5.20 also shows that

carrier 2 price p2 decreases when R2 increases for 50 ≤ R2 ≤ 150.
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Figure 5.19: Carrier 1 shadow price p1 with carrier 1 resources 60 < R1 < 150.
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Figure 5.20: Carrier 1 shadow price p1 and carrier 2 shadow price p2 with carrier 2 resources
10 < R2 < 150 and carrier 1 resources fixed at R1 = 60.

5.4 Summary and Conclusions

In this chapter, we introduced a framework for the problem of resource allocation with user

discrimination in cellular systems. In section 5.1, We presented a spectrum sharing approach

between two types of users; i.e. public safety users and commercial users, running delay

tolerant or real-time applications. We proposed an iterative decentralized RA algorithm for

the eNodeB and both the public safety and commercial UEs. The algorithm provides a
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utility proportional fair resource allocation which guarantees a minimum QoS based on the

public safety UEs application target rates, the group that the UE belongs to and the eNodeB

available resources. The public safety users group is given priority over the commercial users

group and within each group, users running real time applications are prioritized over those

running delay tolerant applications. We showed through simulations that our algorithm

converges to the optimal rates.

In section 5.2, we proposed a novel RA approach to allocate a single eNodeB resources

optimally among multi-application UEs with different priority. Two cases of RA optimization

problems are considered in our approach. The two cases are based on the total applications

target rates of the VIP UEs compared to the eNodeB available resources. A two-stage

RA algorithm is presented for each case to allocate the eNodeB resources among users and

their applications. Different parameters are taken into consideration by our algorithm when

allocating resources such as the application type, the application target rate (if the user

application has one), the user subscription weight and the application weight. We showed

through simulations that our two-stage RA algorithm converges to the optimal rates.

In section 5.3, we proposed an efficient resource allocation with user discrimination ap-

proach for 5G systems to allocate multiple carriers resources optimally among UEs that

belong to different user groups classes. We used utility functions to represent the applica-

tions running on the UEs. Each user is assigned a minimum required application rate based

on its class and the type of its application. Users are partitioned into different user groups

based on their class and the carriers coverage area. We presented resource allocation opti-

mization problems based on carrier aggregation for different cases. We proved the existence

of a tractable global optimal solution. We presented a RA algorithm for allocating resources

from different carriers optimally among different classes of mobile users. The proposed algo-

rithm ensures fairness in the utility percentage, gives priority to VIP users and within a VIP

or a regular user group it gives priority to adaptive real-time applications while providing a
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minimum QoS for all users. We showed through simulations that the proposed resource al-

location algorithm converges to the optimal rates. We also showed that the pricing provided

by our algorithm depends on the traffic load.



Chapter 6

RA with CA for a Cellular System

Sharing Spectrum with S-band Radar

As a result of the high demand for spectrum by commercial wireless operators, federal

agencies are now willing to share their spectrum with commercial users. The 3550-3650

MHz band, currently used for military radar operations, is identified for spectrum sharing

between military radars and communication systems, according to the NTIA’s 2010 Fast

Track Report [11]. This band is very favorable for commercial cellular systems such as LTE-

Advanced systems. However, radar interference to cellular systems is a cause of concern for

commercial operators and thus innovative methods are required to make spectrum sharing

between radars and cellular systems a reality.

In this chapter, we consider a LTE-Advance cellular system sharing the 3550− 3650 MHz

band with a MIMO radar. The LTE-Advanced cellular system has NBS base stations. In or-

der to mitigate radar interference, a spectrum sharing algorithm is proposed. The algorithm

selects the best interference channel for radar’s signal projection to mitigate radar interfer-

ence to the ith BS. We consider a MIMO colocated radar mounted on a ship. Colocated

radars have improved spatial resolution over widely-spaced radars [90]. The LTE cellular

148
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system operates in its regular licensed band and shares the 3.5 GHz band with a MIMO

radar in order to increase its capacity such that the two systems do not cause interference

to each other. We focus on finding an optimal solution for the resource allocation with

carrier aggregation problem to allocate the LTE-Advanced BS/eNodeB and the available

MIMO radar resources optimally among users subscribing for a service in the cellular cell

coverage area. Each user is assigned a utility function based on the application running on

its UE. Real-time applications are represented by sigmoidal-like utility functions whereas

delay-tolerant applications are represented by logarithmic utility functions. Real-time appli-

cations are given the priority when allocating resources. A resource allocation with carrier

aggregation algorithm is proposed in this chapter to allocate the LTE-Advanced eNodeB and

the MIMO radar resources optimally among users. The proposed algorithm is performed in

two stages, the LTE-Advanced eNodeB resources are first allocated to users subscribing for

a service and then the available MIMO radar resources are allocated to the same users. The

algorithm employs a proportional fairness approach in its two stages to guarantee that no

user is allocated zero resources and gets dropped.

Our contributions in this chapter are summarized as:

• We present a spectrum sharing scenario between a MIMO radar and LTE system with

multiple base stations and propose a channel-selection algorithm to select the best

channel for radar’s signal projection that maintains a minimum degradation in the

radar performance while causing no interference to the LTE BS. We also present our

null-space projection (NSP) algorithm that performs the null space computation.

• We present a resource allocation optimization problem with carrier aggregation to

allocate the LTE-Advanced and the MIMO radar carriers resources optimally among

users running real-time or delay-tolerant applications.

• We propose a two-stage resource allocation algorithm to allocate the two carriers re-
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sources optimally among users. First, the LTE-Advanced eNodeB and the UEs collab-

orate to allocate an optimal rate to each UE. Once the LTE-Advanced eNodeB finishes

allocating resources to the UEs, the eNodeB then allocates the MIMO radar’s available

resources to these UEs.

The remainder of this chapter is organized as follows. Section 6.1 discusses the spectrum

sharing scenario between MIMO radar and LTE cellular system. In Section 6.2, we de-

scribe colocated MIMO radars. In section 6.3, we present our channel-selection and NSP

algorithms and explain the projection of radar signal onto the null space of the selected

interference channel. In Section 6.4 we present our resource allocation with carrier aggre-

gation optimization problem using a utility proportional fairness approach. In section 6.5

we present our two-stage distributed robust resource allocation with carrier aggregation al-

gorithm for the optimization problem. Section 6.6 discusses simulation setup and provides

quantitative results along with discussion. Section 6.7 concludes the paper.

6.1 System Model

We consider a colocated MIMO radar and a MIMO LTE communication system. The two

systems are the primary users of the 3550-3650 MHz band under consideration. The MIMO

radar has MT transmit antennas and MR receive antennas. The LTE communication system

has NBS base stations, each BS is equipped with NBS
T transmit antennas and NBS

R receive

antennas, with the ith BS supporting KUE
i user equipments (UE)s. Each UE is equipped with

NUE
T transmit antennas and NUE

R receive antennas. The colocated radars give better target

parameter identifiability and improved spatial resolution as their antenna spacing is on the

order of half the wavelength of the carrier [90]. The MIMO radar projects its signal onto

the null space of the interference channel while illuminating a target. The MIMO radar is

sharing NBS interference channels H
NBS

R ×MT

i with the LTE system. Let xRadar(t) and xUE
j (t)
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Figure 6.1: Spectrum-sharing scenario between LTE cellular system and a maritime MIMO
radar.

be the signals transmitted from the MIMO radar and the jth UE in the ith cell, respectively.

The received signal at the ith BS receiver can be written as

yi(t) = H
NBS

R ×MT

i xRadar(t) +
∑
j

H
NBS

R ×N
UE
T

j xUE
j (t) + w(t)

for 1 ≤ i ≤ NBS and 1 ≤ j ≤ KUE
i

where w(t) is the additive white Gaussian noise. In order to avoid interference to the ith

LTE BS, the MIMO radar maps xRadar(t) onto the null-space of H
NBS

R ×MT

i . Figure 6.1 shows

a spectrum sharing scenario between a maritime MIMO radar and a LTE cellular system

where the MIMO radar is sharing NBS interference channels H
NBS

R ×MT

i with the LTE system.
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6.2 Radar-LTE Spectrum Sharing Approach

The MIMO radar we consider is a colocated MIMO radar with MT transmit antennas and

MR receive antennas. Let xRadar(t) be the signal transmitted from the MIMO radar, defined

as

xRadar(t) =

[
x1(t)ejωct x2(t)ejωct · · · xMT

ejωct(t)

]T
where ωc is the carrier angular frequency, xk(t) is the baseband signal from the kth transmit

element and t ∈ [0, To] with To being the observation time. The radar transmit steering

vector is defined as

aT (θ) ,

[
e−jωcτT1 (θ) e−jωcτT2 (θ) · · · e

−jωcτTMT
(θ)

]T

the radar receive steering vector is defined as

aR(θ) ,

[
e−jωcτR1

(θ) e−jωcτR2
(θ) · · · e

−jωcτRMR
(θ)

]T

and the transmit-receive steering matrix is defined as

A(θ) , aR(θ)aTT (θ).

Then, the signal received from a single point target at an angle θ is given by

yRadar(t) = α e−jωDt A(θ) xRadar(t− τ(t))

where τ(t) = τr = τTk(t) + τRl
(t) is the sum of propagation delays between the target and

the kth transmit element and between the target and the lth receive element, respectively;

and α represents the complex path loss including the propagation loss and the coefficient of

reflection.
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6.3 Spectrum Sharing Algorithms

In this section, we present a channel-selection algorithm to select the best interference

channel on which radar signals are projected. We also present NSP algorithm that performs

the null space computation.

6.3.1 Channel-Selection Algorithm

Our channel-selection algorithm, shown in Algorithm (22), selects the best interference

channel onto which radar signals are projected. Based on our system model, we assume that

there exist NBS interference channels Hi, i = 1, 2, . . . , NBS between the MIMO radar and the

LTE system. Our goal is to select the best interference channel defined as

imin , arg min
1≤i≤NBS

‖xRadar −PVi
xRadar‖

HBest , Himin

we also seek to avoid the worst interference channel defined as

imax , arg max
1≤i≤NBS

‖xRadar −PVi
xRadar‖

HWorst , Himax

where (xRadar − PVi
xRadar) is the difference between the original radar waveform xRadar

and the radar waveform projected onto the null space of Hi and the Euclidean norm of

(xRadar −PVi
xRadar) is defined as

‖xRadar −PVi
xRadar‖ =√

(xRadar −PVi
xRadar)H(xRadar −PVi

xRadar).
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We use the blind null space learning algorithm introduced in [91] to estimate the channel

state information (CSI) of the NBS interference channels at the MIMO radar. The projection

matrix PVi
of each of the NBS interference channels is then found using Algorithm (23).

Once Algorithm (22) receives the projection matrices of the interference channels, it selects

the best interference channel H̆ and sends it to Algorithm (23) for NSP of radar signals.

Selecting the best interference channel using our channel-selection algorithm (i.e. Algorithm

(22)) guarantees minimum degradation in the performance of the radar while maintaining

no interference to the LTE BS.

Algorithm 22 Channel-Selection Algorithm

loop
for i = 1 : NBS do

Estimate CSI of Hi.
Send Hi to Algorithm (23) for null space computation.
Receive projection matrix PVi

from Algorithm (23).
end for
Find imin = arg min1≤i≤NBS

‖xRadar −PVi
xRadar‖.

Set H̆ = Himin
as the best interference channel.

Set PV̆ = PVimin
.

Send PV̆ to Algorithm (23) to get NSP radar waveform.
end loop

6.3.2 Null-Space Projection (NSP) Algorithm

In this section, we present our proposed null-space projection algorithm. We also explain

the projection of radar signals onto null space of the best interference channel selected using

Algorithm (22). The CSI of each of the NBS interference channels is first estimated using

a blind null space learning algorithm [91]. Algorithm (23) gets the CSI estimates of the

interference channels from Algorithm (22) and finds the null space of each H
NBS

R ×MT

i . This

is performed using the singular value decomposition (SVD) theorem as shown in our NSP
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algorithm (Algorithm (23)). The SVD for the complex ith interference channel is given by

H
NBS

R ×MT

i = UiΣ
NBS

R ×MT

i VH
i

and Σ
NBS

R ×MT

i is given by

Σi
NBS

R ×MT = diag(σ1, ..., σk, ..., σl) ∈ RNBS
R ×MT

s.t. l = min{NBS
R ,MT}σi =


σi, i ≤ k

0 , i > k

where Ui is the complex unitary matrix, Σi is the matrix of singular values, σ1>σ2>...>σk>σk+1 =

... = σl = 0 and VH
i is the complex unitary matrix. Once the null space of all interference

channels is determined, Σ′i
MT×MT is then calculated as follows

Algorithm (23) uses Σ′i
MT×MT for the formation of the projection matrix PVi

that is given

by

PVi
= ViΣ

′
i
MT×MT VH

i

where PVi
satisfies the following properties:

• HiPVi
= 0.

• PVi

2 = PVi
.

Algorithm (22) receives the projection matrices PVi
and uses them to determine the best

interference channel H̆ and its corresponding PV̆, the one with the minimum ‖xRadar −

PVi
xRadar‖, which according to our Algorithm (22) is given by

imin = arg min
1≤i≤NBS

‖xRadar −PVi
xRadar‖



Chapter 6. RA with CA for a Cellular System Sharing Spectrum with S-band Radar 156

H̆ = Himin

PV̆ = PVimin
.

Algorithm (22) sends PV̆ to Algorithm (23) where it is used for the projection of the radar

waveform. The radar waveform projected onto the null space of H̆ can be written as

x̆Radar = PV̆xRadar. (6.1)

Algorithm 23 Null-Space Projection (NSP) Algorithm

if Hi received from Algorithm (22) then
Perform SVD on Hi (i.e. Hi = UiΣiV

H
i ).

Find projection matrix PVi
= ViΣ

′
i
MT×MT VH

i .
Send projection matrix PVi

to Algorithm (22).
end if
if PV̆ received from Algorithm (22) then

Get NSP radar signal via x̆Radar = PV̆xRadar.
end if

6.4 RA with CA for Radar-LTE Spectrum Sharing

Each of the NBS LTE-Advanced base stations has LUE UEs/mobiles and two carriers. One

of the carriers is the LTE-Advanced carrier that is considered to be the primary carrier and

the other one is the MIMO radar carrier considered to be the secondary carrier. Each user

is allocated certain bandwidth ri based on the type of application the UE is running. Our

goal is to determine the optimal bandwidth that needs to be allocated to each user by the

two carriers.

Each UE has its own utility function Ui(ri) that corresponds to the application running

on the UE. We assume that the utility function assigned to the ith user is a strictly concave

utility function if the user is running delay-tolerant application or a sigmoidal-like utility
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function if the user is running real-time application.

The first resource allocation optimization problem is the primary carrier (LTE-Advanced

carrier) optimization. The primary carrier allocates its resources using a utility proportional

fairness approach to guarantee that no user is allocated zero resources.

The LTE-Advanced carrier optimization problem can be written as:

max
rLTE

LUE∏
i=1

Ui(ri,LTE)

subject to
LUE∑
i=1

ri,LTE ≤ RLTE

0 ≤ ri ≤ RLTE, i = 1, 2, ..., LUE.

(6.2)

where rLTE = {r1,LTE, r2,LTE, ..., rLUE,LTE} and LUE is the number of mobile users in the

coverage area of primary carrier and RLTE is the maximum achievable rate of the primary

carrier. This resource allocation objective function is to maximize the total system utility

when allocating resources to each user. Furthermore, it provides a proportional fairness

among utilities. Users running real-time applications are allocated more resources in this

approach.

The objective function in the optimization problem (6.2) is equivalent to max
rLTE

∑LUE

i=1 logUi(ri,LTE),

so the optimization problem (6.2) is a convex optimization problem and there exists a unique

tractable global optimal solution as shown in [21]. The solution of this optimization problem

is the first optimal solution that gives each of the LUE users the optimal rate ropt
i,LTE only from

the primary carrier and not yet the final optimal rate.

As mentioned before, once the LTE-Advanced carrier finishes allocating its resources to

the LUE users, the MIMO radar carrier starts to allocate its available resources to the same

users using proportional fairness approach to ensure a minimum user QoS.

The optimization problem for the secondary carrier (MIMO radar) can be written as:
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max
rradar

LUE∏
i=1

Ui(ri,radar + ropt
i,LTE)

subject to
LUE∑
i=1

ri,radar ≤ Rradar

0 ≤ ri,radar ≤ Rradar, i = 1, 2, ..., LUE.

(6.3)

where rradar = {r1,radar, r2,radar, ..., rLUE,radar} and LUE is the number of UEs in the coverage

area, Rradar is the maximum achievable rate by the secondary carrier and ropt
i,LTE is the optimal

rate allocated to user i by the LTE-Advanced carrier in (6.2). Optimization problem (6.3)

ensures a minimum rate of ropt
i,LTE for each user and gives priority for users running real-time

applications.

The objective function in the optimization problem (6.3) is equivalent to max
rradar

∑LUE

i=1 logUi(ri,radar+

ropt
i,LTE), so the optimization problem (6.3) is a convex optimization problem and there exists

a unique tractable global optimal solution [21].

The final optimal aggregated rate ri,agg for user i is obtained by the sum of the solution of

the optimization problem (6.2) ropt
i,LTE and the solution of (6.3) ropt

i,radar and can be written as

ropt
i,agg = ropt

i,radar + ropt
i,LTE, such that ropt

i,agg is the global final optimal solution that gives each of

the LUE users the optimal rate from both the LTE-Advanced and the MIMO radar carriers.

The solution of the optimization problem (6.3) is the global optimal solution that gives each

of the M users optimal rates from both the primary and secondary carriers.

6.5 Two-stage Carrier Aggregation Algorithm

Our two-stage algorithm is a modified version of the algorithm proposed in [24]. In the

first stage, the UEs and the primary carrier collaborate to allocate an optimal rate to each

UE. The first stage of the algorithm starts when each UE transmits an initial bid wi,LTE(1) to
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the LTE-Advanced eNodeB. The eNodeB checks the difference between the current received

bid and the previous one, if it is less than a threshold ε it exits. Otherwise, if the difference

is greater than ε, the shadow price PLTE(n) =
∑LUE

i=1 wi,LTE(n)

RLTE
is calculated by the LTE-

Advanced eNodeB. The shadow price represents the total price per unit bandwidth for all

users. It depends on the users bids and the eNodeB’s available resources. The LTE-Advanced

eNodeB sends the calculated PLTE(n) to each UE where it is used to calculate the rate

ri,LTE(n) that is the solution of the optimization problem ri,LTE(n) = arg max
ri,LTE

(logUi(ri,LTE)−

PLTE(n)ri,LTE). The calculated rate is then used to estimate a new bid wi,LTE(n) where

wi,LTE(n) = PLTE(n)ri,LTE(n). All UEs check the fluctuation condition and send their new

bids wi,LTE(n) to the LTE eNodeB. Once the first stage is finalized by the eNodeB, each UE

calculates its allocated rate ropt
i,LTE =

wi,LTE(n)

PLTE(n)
.

Algorithm 24 UE First Stage Algorithm

Send initial bid wi,LTE(1) to LTE-Advanced eNodeB
loop

Receive shadow price PLTE(n) from LTE eNodeB
if STOP from LTE eNodeB then

Calculate allocated rate ropt
i,LTE =

wi,LTE(n)

PLTE(n)

else
Solve ri,LTE(n) = arg max

ri,LTE

(
logUi(ri,LTE)− PLTE(n)ri,LTE

)
Calculate new bid wi,LTE(n) = PLTE(n)ri,LTE(n)
if |wi,LTE(n)− wi,LTE(n− 1)| > ∆w then
wi,LTE(n) = wi,LTE(n− 1) + sign(wi,LTE(n)− wi,LTE(n− 1))∆w(n)

{∆w(n) = l1e
− n

l2 }
end if
Send new bid wi,LTE(n) to eNodeB

end if
end loop

After allocating rates ropt
i,LTE from the LTE carrier, the second-stage of the algorithm starts

performing. Each UE transmits its initial bid wi,radar(1) to the MIMO radar eNodeB. The

eNodeB checks the difference between the current received bid and the previous one if it is

less than a threshold ε it exits. Otherwise, if the difference is greater than ε, the MIMO radar

eNodeB calculates the shadow price Pradar(n) =
∑LUE

i=1 wi,radar(n)

Rradar
. The radar eNodeB sends the
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Algorithm 25 LTE eNodeB Algorithm

loop
Receive bids wi,LTE(n) from UEs {Let wi,LTE(0) = 0 ∀i}
if |wi,LTE(n)− wi,LTE(n− 1)| < ε ∀i then

STOP and allocate rates (i.e ropt
i,LTE to user i)

else

Calculate PLTE(n) =
∑LUE

i=1 wi,LTE(n)

RLTE

Send new shadow price PLTE(n) to all UEs
end if

end loop

LTE 
carrier 

Radar 
carrier 

Allocate rate 
from secondary 
carrier

Allocate rate 
from primary 

carrier 

Bid     , 1

Bid    , 1

Price     1

Price     1
.
.
.

.

.

.First-stage 

Second‐stage

Figure 6.2: Flow Diagram for the two-stage RA with carrier aggregation Algorithm.

calculated Pradar(n) to the UEs. Each UE calculates the rate ri,radar(n) which is the solution

of the optimization problem ri,radar(n) = arg max
ri,radar

(logUi(ri,radar + ropt
i,LTE)− Pradar(n)ri,radar).

A new bid wi,radar(n) is calculated using ri,radar(n) where wi,radar(n) = Pradar(n)ri,radar(n).

All UEs check the fluctuation condition and send their new bids wi,radar(n) to the radar

eNodeB. The second-stage of the Algorithm is finalized by the radar eNodeB. Each UE then

calculates its allocated rate ropt
i,radar =

wi,radar(n)

Pradar(n)
by the radar eNodeB. The final global optimal

rate ropt
i,agg = ropt

i,radar + ropt
i,LTE is then allocated to each UE. Figure 6.2 shows a flow chart of the

LTE-Advanced two-stage RA with carrier aggregation Algorithm.
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Algorithm 26 UE Second Stage Algorithm

Send initial bid wi,radar(1) to the radar eNodeB
loop

Receive shadow price Pradar(n) from the radar eNodeB
if STOP from the radar eNodeB then

Calculate allocated rate ropt
i,agg =

wi,radar(n)

Pradar(n)
+ ropt

i,LTE

else
Solve ri,radar(n) = arg max

ri,radar

(
logUi(ri,radar + ropt

i,LTE)− Pradar(n)ri,radar

)
Calculate new bid wi,radar(n) = Pradar(n)ri,radar(n)
if |wi,radar(n)− wi,radar(n− 1)| > ∆w then
wi,radar(n) = wi,radar(n− 1) + sign(wi,radar(n)− wi,radar(n− 1))∆w(n)

{∆w(n) = l1e
− n

l2 }
end if
Send new bid wi,radar(n) to eNodeB

end if
end loop

Algorithm 27 MIMO Radar eNodeB Algorithm

loop
Receive bids wi,radar(n) from UEs {Let wi,radar(0) = 0 ∀i}
if |wi,radar(n)− wi,radar(n− 1)| < ε ∀i then

STOP and allocate rates (i.e ropt
i,radar to user i)

else

Calculate Pradar(n) =
∑LUE

i=1 wi,radar(n)

Rradar

Send new shadow price Pradar(n) to all UEs
end if

end loop

6.6 Simulation Results

In our spectrum sharing model, the LTE-Advanced system has NBS BS, only the ith BS

is under zero interference from the MIMO radar due to the spectrum sharing approach

employed by the proposed spectrum sharing model. We consider this BS which has two

eNodeBs, one is configured at the LTE-Advanced carrier and the second is configured to use

radar carrier when there is no interference from radar. In this BS we consider four UEs in its

coverage area subscribing for a mobile service. The first and second UEs are running real-

time applications presented by sigmoidal-like utility functions whereas the third and fourth
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UEs are running delay-tolerant applications presented by logarithmic utility functions. The

four UEs are to be allocated resources from the LTE-Advanced and the MIMO radar carriers.

The proposed RA with CA algorithm is applied in C++ to the sigmoidal-like and loga-

rithmic utility functions. Simulation results showed convergence to the optimal global point

in the two stages of the algorithm. Each of the four UEs is allocated a final optimal rate

by the two carriers. We use a normalized sigmoidal-like utility function that is expressed by

equation (2.1) to represent the first user real-time application with a = 3, b = 20 which is an

approximation to a step function at rate r = 20. Additionally, we use another sigmoidal-like

utility function to represent the second user real-time application with a = 1, b = 30. Fur-

thermore, we use logarithmic functions to represent the third and fourth UEs delay-tolerant

applications with k = 3 and k = 0.5, respectively. Additionally, We use rmax = 100 for all

logarithmic functions, l1 = 5 and l2 = 10 in the fluctuation decay function of the algorithm

and ε = 10−7.

6.6.1 Rate Allocation for 10 ≤ RLTE ≤ 70 in the First-Stage of the

RA Algorithm

We apply Algorithm (24) and (25) of the first-stage in C++ to the sigmoidal-like and

logarithmic utility functions. The LTE-Advanced eNodeB available resources RLTE takes

values between 10 and 70 with step of 10. In Figure 6.3, we show the four users optimal rates

ropti,LTE allocated by the LTE-Advanced eNodeB with different eNodeB resources RLTE. This

represents the solution of optimization problem (6.2). As mentioned before the sigmoidal-like

utility functions are given priority over the logarithmic utility functions for rate allocation

and this explain the results we got in Figure 6.3 where the algorithm gives priority to real-time

applications when allocating the LTE-Advanced eNodeB resources as it uses proportional

fairness approach. Users with real-time applications bid higher than the other users until
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Figure 6.3: The users optimal rates ropti,LTE for different values of RLTE for Algorithm (24) and
(25).

each one of them reaches its inflection point then the algorithm starts dividing the remaining

resources among users running delay-tolerant applications based on their utility functions

parameters.

6.6.2 Rate Allocation for 10 ≤ Rradar ≤ 80 in the Second-Stage of

the RA Algorithm

We apply Algorithm (26) and (27) of the second-stage in C++ to the sigmoidal-like and

logarithmic utility functions. The radar carrier available resources Rradar takes values be-

tween 10 and 80 with step of 10. In Figure 6.4, we show the four users optimal rates ropti,radar

allocated by the radar eNodeB with different available resources Rradar. This represents the

solution of optimization problem (6.3). Each user running real-time application is allocated

at least its utility inflection rate ri = bi by the LTE-Advanced carrier in the first-stage of

the Algorithm, this explains the result we got in Figure 6.4 where most of the radar carrier

resources are allocated to users running delay-tolerant applications.
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Figure 6.4: The users optimal rates ropti,radar for different values of Rradar for Algorithm (26)
and (27).

6.6.3 RA with Carrier Aggregation for 10 ≤ R ≤ 150

In the following simulations, the total rate of the LTE-Advanced carrier takes values be-

tween 10 and 70 and the MIMO radar carrier has available resources that takes values be-

tween 10 and 80. The two carriers resources are to be allocated to the four users subscribing

for a mobile service in the LTE-Advanced cellular cell using RA with carrier aggregation.

In Figure 6.5, we show the optimal rate allocated to each user by the first-stage of the

algorithm when 10 ≤ R ≤ 70 is the LTE-Advanced carrier available resources. The final

optimal rates allocated to each user by the second-stage of the algorithm are also shown

in Figure 6.5 for 70<R ≤ 150 where R is the total available resources of RLTE = 70 and

10 ≤ Rradar ≤ 80. The LTE carrier allocates the majority of its resources to the UEs

running real-time applications until they reach the inflection rate ri = bi. When the LTE-

Advanced resources RLTE exceed the total inflection rates of the users real-time applications,

the LTE-Advanced carrier starts allocating resources to the delay-tolerant applications. The

aggregated final optimal rate allocated to each user by the LTE-Advanced and the radar
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Figure 6.5: The users final optimal rates ropt
i,agg for different values of R where 10 ≤ R ≤ 70 is

the LTE-Advanced carrier available resources and 70<R ≤ 150 is the total available resources
of RLTE = 70 and 10 ≤ Rradar ≤ 80.

carriers is the total optimal rate allocated to each user by the LTE-Advanced carrier when

RLTE = 70 and the optimal rate allocated to the same user by the radar carrier when

10 ≤ Rradar ≤ 80. Since users running real-time applications are allocated at least their

utilities inflection rates ri = bi by the LTE-Advanced carrier, the radar carrier allocates

most of its resources to users running delay-tolerant applications.

6.6.4 Price Sensitivity to Change in R

In the following simulations, the total available resources takes different values between

10 and 150 with step of 10. In Figure 6.6, we show the shadow price P , that represents

the total price per unit bandwidth for all users, with the total available resources R of the

LTE-Advanced and radar carriers. R is the LTE-Advanced carrier available resources for

10 ≤ R ≤ 70 whereas when 70<R ≤ 150 R is the total available resources of RLTE = 70 and

10 ≤ Rradar ≤ 80. As expected the price is higher for smaller R when the number of users is
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Figure 6.6: The shadow price P for different values of R and fixed number of users (same
four users), R is the LTE-Advanced carrier available resources for 10 ≤ R ≤ 70 whereas
when 70<R ≤ 150 R is the total available resources of RLTE = 70 and 10 ≤ Rradar ≤ 80.

fixed (the same four users).

6.7 Summary and Conclusions

In this chapter, we presented a spectrum sharing scenario between a MIMO radar and

LTE cellular system with multiple BSs. We proposed a channel-selection algorithm and

NSP algorithm to select the best interference channel and project the radar signal onto it.

Our proposed algorithms guarantee a minimum degradation in the radar’s performance by

selecting the best interference channel for the NSP of the radar signal. In addition, we

presented an optimal resource allocation with carrier aggregation approach to allocate LTE-

Advanced and MIMO radar carriers’ resources optimally among LTE-Advanced users in a

cellular cell. We considered two utility functions based on the application type running on the

UE, sigmoidal-like utility functions represent real time applications and logarithmic utility

functions represent delay tolerant applications. As a result of our analysis, we presented
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an iterative distributed RA with carrier aggregation algorithm for the UEs and both LTE-

Advanced and radar carriers. The algorithm provides a utility proportional fair resource

allocation which guarantees a minimum QoS to each user while giving priority to users

running real-time applications. We showed through simulations that our algorithm converges

to the optimal rates in its two stages.



Chapter 7

Utility Proportional Fairness

Resource Block Scheduling with

Carrier Aggregation

Utility proportional fairness (PF) resource allocation for a single carrier in cellular networks

have been extensively studied in [21]. The problem of RA for multi-carrier systems in single

cell have been given attention in recent years [24, 29–31]. In [24], a multi-stage resource

allocation with CA algorithms are presented. However, non of these RA approaches have

considered the problem of RB scheduling for multiple component carriers.

In this chapter, we focus on solving the problem of utility PF resource block scheduling

with CA for multi-carrier cellular networks. The resource scheduling approach presented

in [28, 92] does not consider the case of multi-carrier resources available at the eNodeB. It

only solves the problem of RB scheduling in the case of single carrier.

Our contributions in this chapter are summarized as:

• We propose a framework for the problem of utility proportional fairness RB scheduling

168
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with CA for multi-carrier cellular networks.

• We introduce a user grouping method that creates a user group for each component

carrier such that each carrier assigns its resources only to users in its user group. Each

user subscribing for a mobile service is assigned on multiple component carriers’ RBs

based on the proposed user grouping method and a utility proportional fairness policy.

• We prove that the proposed resource scheduling policy, that is based on CA, exists and

that the optimal solution is tractable.

• We present simulation results for the proposed resource scheduling with CA approach

and compare its performance in the case of using the proposed resource scheduling

policy and the case of using the scheduling policy presented in [92].

7.1 System Model and Problem Setup

The transmission resources in a LTE downlink have dimensions in frequency, time and

space [93]. The frequency is represented by subcarriers. The time is divided into frames and

each frame is further divided into subframes. The space is provided by the transmit and

receive antennas. One RB consists of 12 continuous subcarriers. In reuse-1 radio systems,

that is considered in this chapter, a RB can be allocated to only one user.

We consider a single cell LTE-Advanced mobile system with one eNodeB and M users.

Let the number of CCs that the system can aggregate be K. The set of CCs is given by

K = {f1, f2, ..., fK} with CCs in order from the highest frequency to the lowest frequency

(i.e. f1 > f2 > ... > fK). We consider an equal power allocation (EPA) scheme that each

frequency component has the same transmitting power. Furthermore, a non adjacent inter

band aggregation scenario is considered. Because the channel fading for high frequency is

larger than that for low frequency, higher frequency carriers have smaller coverage areas
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than lower frequency carriers. Users located under the coverage area of multiple carriers

are scheduled resources from all in band carriers. The eNodeB assigns RBs from multiple

carriers to each UE. The total allocated rate achieved by assigning RBs to the ith UE is

given by ri. Each UE has its own utility function Ui(ri) that corresponds to the type of

application running on the ith UE. Our goal is to determine which RBs from each CC should

be allocated to each UE by the eNodeB in order to maximize the total system utility while

ensuring PF between utilities.

We define Zk, where 1 ≤ k ≤ K, to be the set of RBs available by fk carrier where zk,j

denotes a single RB in Zk = {zk,1, zk,2, ...}, zk,j ∈ Zk is the jth RB in CC fk and |Zk| denotes

the number of RBs available by fk carrier. The signal to noise ratio (SNR) of user i on RB

zk,j is given by γi,zk,j = Pzk,j |Gi,zk,j |2/Ni,zk,j where Gi,zk,j is the complex channel gain between

the eNodeB and the ith UE on RB zk,j, Ni,zk,j is the noise power experienced by the ith UE

on RB zk,j and Pzk,j is the transmission power that the eNodeB assigns to RB zk,j. Under

the EPA, Pzk,j = Pk/|Zk| where Pk is the transmitting power of CC fk. Then the achievable

data rate of the ith user on RB zk,j is given by

Hi,zk,j = W log(1 + βzk,jγi,zk), (7.1)

where W is the bandwidth of a RB and βzk,j is the SNR gap.

In each frame, the eNodeB schedules each of the frame’s RBs to one UE. Let φi,zk,j be the

proportion of frames that the ith UE is scheduled by the eNodeB on RB zk,j. The ith UE

rate on all RBs scheduled by carrier fk is given by

ri,fk =
∑

zk,j∈Zk

φi,zk,jHi,zk,j . (7.2)

The overall rate of the ith UE, that is the sum of the rates achieved by all carriers RBs

assignments, is given by ri =
∑

fk∈K ri,fk .
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We express the user satisfaction with its application rates using utility functions. We

represent the ith user application utility function Ui(ri) by sigmoidal-like function or loga-

rithmic function where ri is the rate of the ith user application. Logarithmic utility functions

expressed by equation (2.2) and sigmoidal-like utility functions expressed by equation (2.1)

are used to represent delay tolerant and real-time applications, respectively.

A user grouping method is introduced in 7.2 to partition users into groups depending on

their location in the cell. The eNodeB performs RBs assignments from each CC to the user

group located in the coverage area of that carrier.

7.2 User Grouping Method

In this section we introduce a user grouping method to create one user group Mfk for

each CC fk where Mfk is a set of users located under the coverage area of carrier fk. Users

in Mfk are assigned RBs on CC fk by the eNodeB. Users located under the coverage area

of multiple carriers (i.e. common users in multiple user groups) are assigned RBs on these

carriers and their final rates are aggregated under a non adjacent inter band aggregation

scenario.

The ith user is part of user groupMfk if it satisfies certain path loss constraints on CC fk.

Assume that the maximum pathloss in a carrier can not exceed a threshold Lth. In order

for the eNodeB to identify a user group for each CC, it first computes the ith user pathloss

on each CC and creates a set αi that includes all in range carriers such that the ith user is

assigned RBs only from carriers in αi.

Higher frequency carriers have smaller coverage radius Rk than lower frequency carriers

(i.e. R1 < R2 < ... < RK). Therefore, user group Mf1 ⊆Mf2 ⊆ ... ⊆MfK .
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7.3 RB Scheduling with CA Problem

In this section, we present our RB scheduling with CA approach. Our objective is to assign

RBs to each user (i.e. the ith user) on all of its in range carriers (i.e. CCs in αi) based on a

utility PF policy. We use utility functions of users’ applications rates to represent the type

of application running on the UE. Given that different applications may have different QoS

requirements, every user subscribing for a mobile service is guaranteed to achieve minimum

QoS for each of its applications with a priority criterion. Users running real-time applications

are given priority when assigning RBs due to the sigmoidal-like utility functions nature used

to represent their applications. In addition, our utility PF approach guarantees that no user

is assigned zero RBs.

The eNodeB performs the RBs assignment for each of the CC’s RBs in Zk. It assigns the

RBs of each CC fk one at a time and one after another in ascending order of their coverage

radius Rk. It starts with CC f1 as it has the smallest coverage radius R1. After assigning

all users in Mf1 on f1 RBs, the eNodeB then assigns users in Mf2 on f2 RBs. In addition,

since Mf1 users are also in Mf2 (i.e. Mf1 ⊆ Mf2), the eNodeB assigns Mf1 users on f2

RBs and the rates are aggregated based on a non adjacent inter band aggregation scenario.

The eNodeB continues the RB assignment process by assigning Mfk users on CC fk RBs.

Finally, the RB assignment process is finalized by assigning carrier fK RBs to all users in

the cellular cell as they are all located within its coverage radius. We consider a utility PF

objective function, based on CA, that the eNodeB seeks to maximize for each time it assigns

user on a RB. The utility PF resource scheduling with CA optimization problem for the
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eNodeB assignments of Mfk users on Zk RBs is given by

max
φi,zk

Mk∏
i=1

Ui

(
ci,fk +

∑
zk,j∈Zk

(φi,zk,jHi,zk,j)

)

subject to

Mk∑
i=1

φi,zk,j = 1, ci,f1 = 0,

φi,zk,j ≥ 0, i = 1, 2, ...,Mk

ci,fk =
k−1∑
l=1

ri,fl , k > 1.

(7.3)

where Mk = |Mfk | is the number of UEs in the coverage area of carrier fk, ci,f1 = 0 and ci,fk

for k > 1 is equivalent to
∑k−1

l=1 ri,fl that is the ith UE total rate on all RBs scheduled by

carriers {f1, ..., fk−1}. The eNodeB seeks to maximize the objective function of this resource

scheduling optimization problem that is achieved by maximizing the product of all UEs’

utilities when assigning the UEs on the carriers’ RBs. The goal of this resource scheduling

objective function is to allocate the resources to the UE that maximizes the total cellular

network objective (i.e. the product of the utilities of all UEs) while ensuring PF between

individual utilities. This objective function ensures non-zero RA for all users. Therefore, the

resource scheduling optimization problem guarantees minimum QoS for all users. In addition,

this approach allocates more resources to real-time applications providing improvement to

the QoS of LTE system.

Later in this section we prove that there exists a tractable global optimal solution to

optimization problem (7.3). However, the user’s final rate, achieved by assigning each user

on its in range carriers’ RBs, is determined using a multi-stage approach where optimization

problem (7.3) is required for each CC fk. In addition, optimization problem (7.3) needs to be

applied in a multi-stage scenario starting from the carrier with the smallest coverage area (i.e.

f1) and ending with the carrier that has the largest coverage area (i.e. fK). The rate achieved

for each user after assigning CC fk RBs is needed for the next stage optimization problem
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(7.3) of carrier fk+1. The objective function in optimization problem (7.3) is equivalent

to arg max
φi,zk

∑Mk

i=1 log(Ui(ci,fk +
∑

zk,j∈Zk
(φi,zk,jHi,zk,j))). The utility functions log(Ui(ci,fk +∑

zεZ φi,b(i),zHi,b(i),z)) that are equivalent to log(Ui(ci,fk + ri,fk) are strictly concave functions

as proved in [21]. As a result, optimization problem (7.3) is a convex optimization problem

and there exists a unique tractable global optimal solution [21,24].

In order to consider the case when the entire input is not available from the beginning,

we use an online algorithm as in [92, 94]. The total achieved data rate of each UE when

assigning it on different CCs’ RBs, i.e. ri, requires the knowledge of φi,zk,j on each RB zk,j

the UE is assigned on. We use an online scheduling algorithm to decrease the computation

overhead while processing the rate information as in [92].

Let φi,zk,j [n] be the proportion of the frames that UE i is scheduled on RB zk,j in the first n

frames. Then, the proportion of the frames that UE i is scheduled on RB zk,j in the [n+ 1]th

frame is defined as follows:

φi,zk,j [n+ 1] =



n−1
n
φi,zk,j [n] + 1

n
,

if UE i is scheduled on RB zk,j

in the (n+ 1)th frame

n−1
n
φi,zk,j [n], otherwise.

(7.4)

In the proposed scheduling policy, for certain CC’s RB zk,j, the eNodeB schedules the UE

that maximizes
U ′i(ci,fk+

∑
zk,j∈Zk

φi,zk,jHi,zk,j
)Hi,zk,j

Ui(ci,fk+ri,fk )
on RB zk,j.

Lemma 7.3.1. Using the scheduling policy in (7.4), we show that lim infn→∞
∑Mk

i=1 logUi(ci,fk+∑
zk,j∈Zk

(φi,zk,j [n]Hi,zk,j)) exists for optimization problem (7.3).

Proof. We define L(φ) =
∑Mk

i=1 logUi(ci,fk +
∑

zk,j∈Zk
(φi,zk,jHi,zk,j)) where φ, φ[n] and H are

the short terms for φi,zk,j , φi,zk,j [n] andHi,zk,j , respectively. Let ri,fk [n] =
∑

zk,j
(φi,zk,j [n]Hi,zk,j).
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Using Taylor’s theorem, for any φ and ∆φ we have

L(φ+ ∆φ) = L(φ) + L′(φ)∆φ+ π(φ,∆φ)

where |π(φ+ ∆φ)| < b|∆φ|2, for some constant b.

Let ∆φi,zk,j [n] = φi,zk,j [n+ 1]− φi,zk,j [n], then

∆φi,zk,j [n] =



1
n
−

φi,zk,j [n]

n
,

if UE i is scheduled on RB zk,j

in the (n+ 1)th frame

−φi,zk,j [n]

n
, otherwise.

|∆φi,zk,j [n]| < 1
n
, for all i and zk,j. As a result;

L(φ[n+ 1]) = L(φ[n] + ∆φ[n]),

≥ L(φ[n]) + ∆L(φ[n])− b

n2
,

= L(φ[n]) +

(∑
i

U ′i(ci,fk +
∑

zk,j
φH)

Ui(ci,fk + ri,fk)

H∆φ

)
− b

n2

= L(φ[n]) +
1

n

(
max
i

U ′i(ci,fk +
∑

zk,j
φH)

Ui(ci,fk + ri,fk)

H −
∑
i

U ′i(ci,fk +
∑

zk,j
φH)

Ui(ci,fk + ri,fk)
Hφ[n]

)
− b

n2

≥ L(φ[n])− b

n2
,

(7.5)

where ∆φ[n] is substituted by ( 1
n
−

φi,zk,j [n]

n
) (i.e. user i has the largest

U ′i(ci,fk+
∑

zk,j
φH)H

Ui(ci,fk+ri,fk )

among all users) and the last inequality holds since
∑

i φi,zk,j [n] = 1 for all i and zk,j.
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Let β := lim supn→∞ L(φ[n]). For any ε > 0, there exists large enough N so that L(φ[N ]) >

β− ε
2

and
∑∞

n=N
b
n2 <

ε
2
. For any n̂ > N , L(φ[n̂]) ≥ L(φ[N ])−

∑n̂
n=N

b
n2 > β− ε. Therefore,

L(φ[n]) converges to β, as n→∞.

Due to the constraint
∑Mk

i=1 φi,zk,j = 1 in (7.3), φ is a solution to optimization problem

(7.3) if and only if

dL

dφi,zk,j
=
U ′i(ci,fk +

∑
zk,j

φH)H

Ui(ci,fk + ri,fk)

= max
m

U ′m(cm,fk +
∑

zk,j
φm,zk,jHm,zk,j)

Um(cm,fk + rm,fk)
Hm,zk,j ,

(7.6)

for all i and zk,j such that
∑Mk

i=1 φi,zk,j = 1 and φi,zk,j ≥ 0.

Theorem 7.3.2. Using the scheduling policy (7.6), limn→∞ L(φ)[n] =
∑Mk

i=1 logUi(ci,fk +∑
zk,j

(φi,zk,j [n]Hi,zk,j)) (i.e. limn→∞ L(φ[n])) achieves the maximum of optimization problem

(7.3).

Proof. Suppose limn→∞ L(φ[n]) does not achieve the maximum of the optimization problem.

There exists δ > 0, λ > 0, and positive integer N such that for all n > N , there exists

some in ∈ Mk and znk,j ∈ Zk so that φin,znk,j [n] > δ and
U ′in (cin,fk

+
∑

zk,j
φin,zn

k,j
Hin,zn

k,j
)Hin,zn

k,j

Ui(cin,fk
+rin,fk

)
<

maxm
U ′m(cm,fk

+
∑

zk,j
φm,zn

k,j
Hm,zn

k,j
)Hm,zn

k,j

Um(cm,fk
+rm,fk

)
− λ. Now we have:

L(φ[n+ 1])− L(φ[n]) ≥ L′(φ[n]))∆φ[n]− b

n2

=

Mk∑
i=1

U ′i(ci,fk +
∑

zk,j
φ[n]H)H

Ui(ci,fk + ri,fk)
∆φ[n]− b

n2

=
δλ

n
− b

n2
≥ δλ

2n
,

for large enough n. Since
∑∞

n=1
1
n

=∞, which is a contradiction. As a result, limn→∞ L(φ[n])

achieves the maximum of the optimization problem.
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7.4 Simulation Results

In this section we present simulation results for the proposed resource scheduling with CA

approach. We consider a LTE-Advanced mobile system with M = 8 users and two CCs f1

and f2 available at the eNodeB with f1 > f2 as shown in Figure 7.1. We apply the user

grouping method presented in 7.2 and two user groups are obtained, Mf1 = {1, 2, 3, 4} and

Mf2 = {1, 2, ..., 8} where user i ∈ Mfk represents the ith user located under the coverage

area of carrier fk. Users {1, 2, 5, 6} are running real-time applications that are represented

by sigmoidal-like utility functions with parameters ai = 5 and bi = 10 for users {1, 5} and

ai = 1 and bi = 30 for users {2, 6}. Users {3, 4, 7, 8} are running delay-tolerant applications

that are represented by logarithmic utility functions with parameters ki = 15 for users {3, 7}

and ki = 0.5 for users {4, 8}. The simulation was run using MATLAB.

We compare the performance of the resource scheduling with CA approach in the case

of using the proposed utility proportional fairness (UPF) resource scheduling policy and

in the case of using the traditional proportional fairness (traditional-PF) scheduling policy

presented in [92]. We assume equal channel gain in our simulation. In Figure 7.2, we show

simulation results and compare the performance of different scheduling policies for users in

Mf1 that are assigned RBs by carrier f1 and users inMf2 that are assigned RBs by carrier

f1 and f2. Figure 7.2 shows the objective function of carrier f1 RA optimization problem

that is given by the multiplication of all users’ applications quality of experience (QoE) for

users in Mf1 and the objective function of carrier f2 RA optimization problem when using

the aforementioned scheduling policies. Figure 7.2 shows that the system performance,

represented by the objective function value of the RA optimization problem that is given by

the multiplication of all users applications’ utilities, that represent users’ satisfaction with

the allocated rates in the case of the proposed UPF scheduling policy is much greater than

the objective function value when using the traditional-PF scheduling policy. It also shows
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Figure 7.1: LTE-Advanced mobile system with two component carriers (i.e. f1 and f2)
available at the eNodeB with f1 > f2 and R1 < R2.

that the system performance when using the traditional-PF with equal priority weights is

worse than the system performance when using the traditional-PF with non equal priority

weights.
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Figure 7.2: Performance comparison for different scheduling policies represented by the
objective function of carrier f1 and f2 RA optimization problems.
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7.5 Summary and Conclusions

In this cchapter, we introduced a RB scheduling with CA approach in LTE-Advanced.

Users are partitioned in user groups and each user is assigned on RBs of its corresponding in

range carriers. We used utility PF with CA policy and presented users’ applications using

utility functions. We proved that our scheduling policy exists and therefore the optimal

solution is tractable. Simulation results showed that the proposed resource scheduling with

CA policy achieves better QoE than the traditional proportional fairness policy.



Chapter 8

Resource Management for a

Multi-Tier Wireless Spectrum

Sharing System Leveraging Secure

Spectrum Auctions

The dilemma between the spectrum scarcity and the booming demand for more spec-

trum has driven the FCC to pour out new technologies that allow opportunistic access to

the under-utilized spectrum bands [95, 96]. The FCC has acknowledged the possibility for

spectrum licensees to trade their unused spectrum to secondary spectrum markets by leas-

ing it temporarily or on long term basis [55]. An efficient functionality by these secondary

spectrum markets can improve spectrum utilization and therefore increase the spectrum ca-

pacity available to wireless service demands. Recently, auction theory has been recognized

as a promising tool to solve various spectrum trading problems due to their economically

robust allocation efficiency [56–58]. However, traditional auctions can not be directly applied

in a spectrum auction because of the reusability property of the radio spectrum.

181



Chapter 8. Resource Management for Wireless SSS Leveraging Secure Spectrum Auctions 182

Secure spectrum auctions can revolutionize the spectrum utilization of cellular networks

and satisfy the ever increasing demand for resources. In this research work, we focus on

designing a framework for a multi-tier dynamic spectrum sharing system to provide an

efficient sharing of spectrum with commercial wireless system providers (WSPs), with an

emphasis on federal spectrum sharing. In this chapter we present a spectrum sharing system

that provides an efficient usage of spectrum resources, manage intra-WSP and inter-WSP

interference and provide essential level of security, privacy, and obfuscation to enable the

most efficient and reliable usage of the shared spectrum. The proposed spectrum sharing

system features an intermediate spectrum auctioneer responsible for allocating resources to

commercial WSPs by running secure spectrum auctions while preventing possible fraud and

bid-rigging.

In addition, we propose an optimal bidding mechanism for a truthful secure spectrum

auction in which bidders are BSs that seek to obtain additional temporary resources by par-

ticipating in the spectrum auction. By using the proposed bidding strategy, each bidder first

determines its true bidding price for each number of spectrum bands it is bidding for and

submits its corresponding encrypted bidding value. The proposed bidding mechanism takes

into consideration that BSs participating in the spectrum auction have permanent resources

and will be aggregating their winning spectrum bands (temporary resources) with the per-

manent resources, based on a non adjacent carrier aggregation scenario, when allocating

optimal rates to active users under their coverage area. We consider a secure spectrum auc-

tion that uses homomorphic encryption through Pailliar cryptosystem to prevent possible

fraud and bid-rigging. We also focus on providing an efficient resource management solution

to distribute the auctioned resources among end users (i.e. UEs) in order to improve the

UEs quality of experience. Furthermore, a resource allocation based on carrier aggregation

approach is proposed to allocate the BS’s permanent spectrum resources as well as its tem-

porary resources (i.e. the auctioned under-utilized frequency bands) optimally among mobile

users.
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8.1 A Multi-Tier Wireless Spectrum Sharing System

Leveraging Secure Spectrum Auctions

In this section we design a secure spectrum auction framework by considering the spectrum

spatial reuse property. We propose MTSSA, a secure spectrum auction design that provides

framework for a multi-tier dynamic spectrum sharing system to allocate spectrum resources

that are managed by a broker (i.e. the auctioneer). Beside supporting multi-tier spectrum

sharing systems, the computational and communication complexity for the proposed spec-

trum auction framework is less than other secure spectrum auctions, e.g. [81], making it a

practical and implementable system. MTSSA allows the auctioneer to allocate its under-

utilized frequency bands that are leased from federal government to commercial WSPs’ BSs

by running secure spectrum auction. By leveraging Paillier cryptosystem, MTSSA can

prevent possible frauds and bid-rigging.

The major contributions of the proposed spectrum auction are summarized as:

• MTSSA considers spectrum reusability and the case of heterogeneous frequency bands,

e.g. commercial and federal bands.

• MTSSA provides a framework for a multi-tier dynamic spectrum sharing system that

allows an efficient spectrum sharing of the under-utilized spectrum with commercial

WSPs. The auctioneer allocates the under-utilized frequency bands to commercial

WSPs’ BSs by running a secure spectrum auction. MTSSA optimizes the usage of

spectrum resources by managing intra-WSP and inter-WSP interference. In order to

account for frequency reusability, the network is divided into subnets and the auctioneer

auctions the frequency bands in each of the subnets one after another. An intermediate

federal gateway maintains a conflict-table for each BS that is updated when changes

in frequency bands allocation are made.
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• MTSSA provides a truthful auction that is achieved when each bidder submits its

true evaluation value. Truthfulness is a dominant strategy for MTSSA as it prevents

manipulating the auction.

• MTSSA uses a payment method that satisfies some essential economic properties such

as incentive compatibility, individual rationality and no positive transfers.

• MTSSA leverages Paillier cryptosystem [81,97,98] to create a ciphertext for the bid-

ding values. Each BS submits its bidding values through a buffer that creates an

encrypted version of the bidding values. While the actual bidding values are kept se-

cret from the auctioneer, the auctioneer is still able to reveal the auction results and

charge the bidders securely.

• MTSSA provides a secure spectrum auction that prevents frauds of insincere auction-

eers and bid-rigging with less computational and communication complexity compared

to other secure spectrum auctions, e.g. [81]. Simulation results show that MTSSA

achieves an efficient spectrum utilization, revenue and bidders’ satisfaction.

8.1.1 System Model

8.1.1.1 Spectrum Trading Architecture

We consider a spectrum trading scenario where the spectrum owner is a federal regulatory

agency that leases its under-utilized spectrum on a long-term basis to a broker which manages

spectrum assets and plays the role of a middleman for the spectrum owner of the under-

utilized spectrum, e.g. federal government, and the WSPs. The architecture of this spectrum

assignments is represented through a spectrum pyramid as shown in Figure 8.1. At the top

of this pyramid, is the spectrum owner that leases the under-utilized frequency bands to a

spectrum broker under certain rules [55,99,100]. The broker represents a secondary market
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Figure 8.1: A spectrum pyramid that represents an architecture for the under-utilized spec-
trum assignments.

place that auctions these frequency bands to WSPs’ base stations (BS)s. At the bottom

of the pyramid, are the end users devices (i.e. users equipments (UE)s) that are assigned

spectrum by the WSPs’ BSs. We focus on designing a secure spectrum auction between

the broker (i.e. the auctioneer) and the WSPs base stations to allocate the under-utilized

frequency bands.

8.1.1.2 Spectrum Auction Model

Consider a spectrum auction setting, where one auctioneer (i.e. the broker in Figure 8.1)

auctions a set of frequency bandsM = {1, 2, ...,M} to N = {1, 2, ..., N} bidders (i.e. nodes

representing BSs) located in the same geographical region where N represents a set of all

bidders that belong to different WSPs and N = |N | represents the number of these bidders.

Let L be the number of WSPs where each WSP has a coverage area within the auction’s

geographical region. Each WSP (i.e. the lth WSP) provides a mobile wireless service over

multiple cellular cells. Its cellular network consists of macro cells and small cells. Within the

coverage area of some macro cells, there exist one or more small cells with pico/femto BSs,
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see Figure 8.2. Let N l be the set of all macro cells and small cells BSs that belong to the

lth WSP and are interested in bidding for frequency bands, the set of all bidders N consists

of all BSs that belong to the L WSPs where N = N 1 ∪N 2 ∪ ... ∪N L and N = |N |.

We consider a multi-band spectrum auction where each BS can bid for a single or multiple

frequency bands from the set of available frequency bands M based on its demand. Let

M = |M| denotes the number of the auctioneer’s available frequency bands and let J be the

number of bidders that is announced by the federal gateway to the BSs where N < J < N+δ

and δ is a positive integer that is greater than or equal 2. Once the broker leases the spectrum

owner’s unused frequency bands inM for a time duration T , the broker becomes the owner

of the spectrum bands inM. Meanwhile, the interested BSs submit their bids to the broker.

In the proposed spectrum auction model, since BSs do not know the right number of bidders,

each BS bids for certain number of frequency bands while taking into consideration that the

number of bidders is J . Let K = {α1, α2, ...} be the allocation set for the M frequency bands

that each BS bids for based on its knowledge that the number of all bidders is J . For example,

given that M = {A,B} and N = {1, 2}, let J = 3 then we have K = {α1 = (2, 0, 0), α2 =

(0, 2, 0), α3 = (0, 0, 2), α4 = (1, 1, 0), α5 = (1, 0, 1), α6 = (0, 1, 1)}. Each BS submits its sealed

bids for the allocations in K where bn = [bn(α1), bn(α2), ...] represents the sealed bids that

bidder n in N submits for the allocations in K, e.g. b1 = [4, 0, 0, 2, 2, 0] indicates that BS

1 bids 4 for allocation α1, 0 for allocation α2, 0 for allocation α3, 2 for allocation α4, 2

for allocation α5 and 0 for allocation α6. For certain allocation α, the nth BS has a true

evaluation value vn(α). Let vn = [vn(α1), vn(α2), ...] be the true evaluation vector for BS

n. Let pn represents the price that is charged by the auctioneer to BS n for allocating the

frequency bands. The utility of BS n, denoted by Un, is defined as the difference between the

BS’s true evaluation value and the actual price it pays to the auctioneer pn, Un = vn(α)−pn,

for a specific allocation α. The Auctioneer’s revenue from the spectrum sales is defined as

R =
∑n=N

n=1 pn. We assume that each BS submits same bids for different allocations in K if

the number of frequency bands that corresponds to that BS (i.e. the number of frequency
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bands that the BS bids for) in these allocations is the same; i.e. in the example mentioned

above BS 1 submits the same bid for allocations α4 = (1, 1, 0) and α5 = (1, 0, 1). We assume

that bidders treat different frequency bands similarly1. The bidding values of each BS is

proportional to the price of the frequency bands it is requesting. This price depends on

the BS’s demand for spectrum and is traffic-dependent; i.e. the price per unit bandwidth is

optimally calculated by each BS and is proportional to the number of active UEs and the

type of their applications as shown in [22]. Table 8.1 summarizes some of the notations used

in the design.

Table 8.1: Key symbols

M Frequency bands set
N l Set of all BSs that belong to WSP l
N Set of all BSs that belong to the L

WSPs, N = N 1 ∪N 2 ∪ ... ∪N L

K Allocation set K = {α1, α2, ...}
bn BS n sealed bids vector for the alloca-

tion set K
vn True evaluation vector of BS n
pn Price charged by the auctioneer to BS

n
Un BS n utility, Un = vn(α)− pn
R Auctioneer’s revenue, R =

∑n=N
n=1 pn

In Figure 8.2, we show two WSPs (i.e. L = 2) providing service in the same geograph-

ical region where the broker performs its spectrum auction. Both WSPs are interested in

the auctioneer’s frequency bands M. Therefore, both of them participate in the spectrum

1This is a valid assumption since bidders in the system model are BSs and not end users. Once each
bidder/BS is allocated frequency bands by the auctioneer, the BS then allocates these bands to UEs such
that the channel state is maximized for the link between the BS and each UE in order to maximize the BS’s
aggregated throughput. Therefore, each BS submits its bidding values based on the number of frequency
bands it is bidding for and does not submit different bids for different frequency bands since these frequency
bands will be eventually utilized by allocating them to UEs subscribing for the BS’s resources. If bidders
are end users (i.e. UEs) and not BSs as the model presented in [81], each bidder submits its bidding values
based on which frequency bands it is bidding for. In this case, each UE bids for more allocations since the
set K consists of more possible allocations when bidders are end users compared to the number of allocations
when bidders are BSs.
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auction. In the coverage area of each WSP there exists multiple macro cells and small cells

managed by that WSP. BSs requesting additional frequency bands submit sealed bidding

vectors to the auctioneer via an intermediate secure gateway to participate in the auction of

the under-utilized federal spectrum bands. Considering the frequency reuse property [60,65],

each BS has certain coverage radius (i.e. assume it is equivalent to the cell’s radius). Within

the coverage radius of the nth BS, non of the interfering BSs can simultaneously use any of

the frequency bands that the nth BS is using. However, a non-interfering BS can use the same

frequency band that is simultaneously used by a BS located outside its coverage radius with-

out causing interference, i.e. frequency reuse is utilized in our model. An interference conflict

graph is constructed by the federal gateway for all the BSs that are participating in the auc-

tion. In Figure 8.3, we show the frequency conflict graph with all bidders/BSs that belong

to the two WSPs, each BS is connected with other BSs located within its coverage radius

(i.e. BS n is connected with all BSs that must not simultaneously use same frequency bands

due to interference between them) where the edges represent mutual interference between

the corresponding BSs. The interference conflict graph can be constructed using physical or

protocol channel model [101]. The interference conflict graph is constructed and updated by

an intermediate gateway that is operated by federal government which keeps it unknown to

the bidders. It is important to keep the interference conflict graph unknown to the bidders

so that each bidder is unaware of other BSs connected to it in the interference conflict graph

to prevent possible bid-rigging among bidders in case if certain bidder is aware of which

BSs are connected to it and attempts to collude with them. It is assumed that there exists

a pilot channel, like the one in [85], to exchange information between the federal gateway

and the BSs or simply by sending that unsecured information with the bids. Furthermore,

the proposed spectrum auction is executed in one subnet after another where a subnet is

defined to be a group of BSs that includes one root BS, i.e. BS n, and all other BSs that

are connected to it through interference edges (i.e. the BSs that have mutual interference

with BS n) but not previously considered root BSs. Figure 8.3 shows two subnets in the
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Figure 8.2: Two WSPs with a coverage area within the geographical region where the auction
takes place. In each WSP’s macro cells and small cells, all the BSs that are interested in the
auctioneer’s under-utilized frequency bands are part of the interference conflict graph.

frequency conflict graph of the two WSPs. In Figure 8.4, we show the spectrum auction

model for MTSSA for two WSPs that participate in the spectrum auction. First, all BSs

submit their encrypted bidding vectors to the federal gateway. The auctioneer then carries

out a secure spectrum auction in one subnet after another. It then allocates the winning

BSs frequency bands and charges them for the allocated resources.

8.1.2 Design Considerations

In this section, we present the payment method for the proposed auction. We also discuss

some economic properties that need to be considered in the design and prove that by using

a VCG based auction approach, when running the auction in each subnet, some desired
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Figure 8.3: Frequency conflict graph for all BSs that belong to the two WSPs shown in Figure
8.2. Each node represents one BS and the edges represent mutual interference between the
end points (i.e. BSs). Subnet 1 consists of the small cell’s BS (i.e. BS 1), which represents
the root BS for the subnet, and the macro cell’s BS (i.e. BS 2). Subnet 2 consists of BSs 2,
3, 4 and 5 where BS 2 is the root BS.

economic properties can be satisfied.

8.1.2.1 The Payment Method

Our goal is to use a payment rule that satisfies some of the required economic properties,

such as incentive compatibility, individual rationality and no positive transfers. In addition,

it is important for the payment rule to provide a satisfactory revenue for the auctioneer. Un-

der certain assumptions, it has been proven that VCG auction satisfies these three economic

properties while maximizing the auctioneer’s revenue [102]. VCG auction is also proven to

be Pareto efficient [103]. In VCG, each bidder submits its true evaluation values regardless

of the bidding values that other bidders submit. This is a dominant strategy for the bidder

to maximize its utility and win the auction. In our design, we use a payment method that is
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Macro Cells BSs
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. . . 

Small Cells BSs
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Figure 8.4: Spectrum auction model for the proposed MTSSA with two WSPs’ BSs partic-
ipating in the auction.
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based on VCG mechanism with Clarke pivot payments [104]. Using this payment rule, each

bidder pays the difference between the social welfare with and without his participation (i.e.

bidder n pays the externality he causes). Consider the same system setup as described in

Section 8.1.1. Each BS n submits its sealed bidding vector bn for the allocation set K. The

auctioneer selects a Pareto efficient allocation α∗ ∈ K where α∗ is defined as

α∗ = arg max
α∈K

∑
n

bn(α). (8.1)

With truthful bidding values, the auctioneer assigns its frequency bandsM to bidders based

on α∗ allocation. Furthermore, let α∗−n ∈ K be an allocation without BS n participating

that is defined as

α∗−n = arg max
α∈K

∑
k 6=n

bk(α). (8.2)

The auctioneer charges BS n a payment pn that is equivalent to

pn =
∑
k 6=n

bk(α
∗
−n)−

∑
k 6=n

bk(α
∗). (8.3)

Then, the utility of BS n can be expressed as

Un = vn(α∗)− pn

= vn(α∗)− (
∑
k 6=n

bk(α
∗
−n)−

∑
k 6=n

bk(α
∗))

= [vn(α∗) +
∑
k 6=n

bk(α
∗)]−

∑
k 6=n

bk(α
∗
−n).

(8.4)

8.1.2.2 Desired Economic Auction Properties

It is essential for an auction to have certain economic properties. First, we discuss these

economic properties and then we prove that by using a VCG based auction approach these
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properties can be satisfied.

1. Incentive Compatibility (truthfulness): An auction is incentive compatible if non of

the bidders can get higher utility by not reporting its true evaluation vector. Based

on this property, a dominant strategy for any bidder is to declare its true evaluation

value regardless of what the other bidders do.

2. Individual Rationality: An auction is individually rational if the utility Un for each

bidder n is greater or equal zero (i.e. Un ≥ 0). Meaning that the winning bidders

obtain non-negative utility (i.e. bidders do not pay more than their evaluation values)

from the auction and no one suffer as a result of participating in the auction.

3. No Positive Transfers: In auctions with no positive transfers, the payment of any

bidder n must be greater or equal zero (i.e. pn ≥ 0). This prevents situations when

the auctioneer has to pay the bidders.

In Lemma 8.1.1, Lemma 8.1.2 and Lemma 8.1.3, we show that by using the payment

method and the VCG based auction approach discussed above, the aforementioned desired

economic properties can be satisfied.

Lemma 8.1.1. Let vn and v
′
n 6= vn be the nth BS bidding vector when it is equivalent to its

true evaluation values and any other values, respectively, and let α∗ and α∗
′

be the allocations

that maximize the social welfare when vn and v
′
n are declared, respectively. Then, for the

nth BS, the utility Un ≥ U
′
n.

Proof. Using the utility definition and payment method in Section 8.1.2.1, the utility of BS

n is Un = vn(α∗) +
∑

k 6=n vk(α
∗) −

∑
k 6=n vk(α

∗
−n) when declaring vn whereas the utility of

BS n is U
′
n = vn(α∗

′
) +

∑
k 6=n vk(α

∗′) −
∑

k 6=n vk(α
∗
−n) when declaring v

′
n. Since α∗ is the
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allocation that maximizes the social welfare, we have the following inequality:

∑
n

vn(α∗) ≥
∑
n

vn(α∗
′
). (8.5)

Now, by subtracting the term
∑

k 6=n vk(α
∗
−n) from both sides of equation (8.5), we get Un ≥

U
′
n which is the incentive compatibility property.

Lemma 8.1.2. Let α∗ and α∗−n be the allocations that maximize the social welfare with and

without BS n’s participation, respectively, with the assumption that each BS submits its true

evaluation values. Then each BS n do not suffer as a result of participating in the auction

and the auction’s winners do not pay more than their evaluation values (i.e. Un ≥ 0).

Proof. To show individual rationality, consider the utility of BS n:

Un = vn(α∗) +
∑
k 6=n

vk(α
∗)−

∑
k 6=n

vk(α
∗
−n)

≥
∑
j

vj(α
∗)−

∑
j

vj(α
∗
−n)

≥ 0.

The first inequality holds since vn(α∗)+
∑

k 6=n vk(α
∗) =

∑
j vj(α

∗),
∑

j vj(α
∗
−n) ≥

∑
k 6=n vk(α

∗
−n)

and
∑

j vj(α
∗
−n) ≥ 0. The second inequality holds because α∗ is the allocation that maximizes

the social welfare,
∑

j vj(α
∗).

Lemma 8.1.3. As a result of using the payment method in Section 8.1.2.1, the auction has

no positive transfers (i.e. pn ≥ 0 ∀n ∈ N ).

Proof. From equation (8.3), we have pn =
∑

k 6=n bk(α
∗
−n)−

∑
k 6=n bk(α

∗) ≥ 0, since α∗−n is the

allocation that maximizes the social welfare without the nth BS participation,
∑

k 6=n bk(α
∗
−n).
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8.1.2.3 Design Challenges

Truthfullness is one of the important properties that needs to be taking into consideration

when designing a spectrum auction. Sealed secondary price auction and VCG auction are

very preferable as they guarantee that bidders submit their true evaluation values. As

mentioned before, VCG auction has many properties that are essential to have in a spectrum

auction. However, VCG requires finding an optimal allocation which is NP-complete because

of the spectrum spatial reusability property. In addition, VCG is vulnerable to frauds of

the auctioneer and bid-rigging between the insincere auctioneer and greedy bidders [81].

Therefore, VCG auction can not be used in a spectrum auction without countermeasures for

fraud and bid-rigging.

Bid-rigging between a greedy bidder and an auctioneer can occur for the benefit of both.

Since the auctioneer is aware of all bidders’ bidding values, he can collude with a greedy

bidder and reveal the winning bid value to him. In Figure 8.5, we show an example of a

spectrum auction where the auctioneer auctions one frequency band |M| = 1 to four BSs

(i.e. subnet 2 of the frequency conflict graph that is shown in Figure 8.3). The auctioneer

runs a VCG auction that is equivalent to a sealed secondary price auction for one frequency

band auction. In Figure 8.5(a), we show an example of bid-rigging. Bidder 4 is the winner

and bidder 2 is a greedy bidder who colludes with the auctioneer and learns about the highest

bid. As a result, bidder 2 bids a value that is higher than his true evaluation but a little bit

less than the highest bid. By doing so, the auctioneer considers the bidding value of bidder

2 to be the charging price for the winner (i.e. bidder 4). By such a bid-rigging action, the

auctioneer can make more profit and share the spoils with bidder 2. Bid-rigging can also

occur among bidders without the auctioneer’s participation for the benefit of one or multiple

bidders. This is possible if a bidder succeeds to know the bidding values of all bidders in his

subnet. However, since each subnet has bidders that belong to different WSPs bid-rigging

among bidders is less likely to happen as it is difficult for a bidder to know the bidding values
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of bidders that are not in his WSP. If all bidders in a subnet belong to the same subnet and

a bidder is aware of that and succeeds to learn other bidders’ bidding values, which may be

possible since all bidders belong to the same WSP, he can collude with other bidders and

manipulate the auction.

On the other hand, a fraud occurs when an insincere auctioneer overcharges the winner in

order to increase his own profit. This results is an unexpected bad utility for the winner. In

Figure 8.5(b), bidder 4 is the winner and the charging price should be 7 which is equivalent

to the second highest bid. However, the insincere auctioneer charges bidder 4 at 7.9 to obtain

higher revenue. This is possible since all bidding values are sealed and bidders do not know

about the bidding values of each other.

To avoid possible bid-rigging and frauds, a successful spectrum auction design needs to

take into consideration securing the auction by making the auctioneer able to decide how

to allocate the frequency bands while keeping the bidders actual bidding values unknown

to the auctioneer. This is essential to avoid possible back-room dealing and ensure a secure

spectrum auction.

8.1.3 MTSSA: Secure Spectrum Auction Design

In order to enable an efficient usage of the under-utilized shared spectrum managed by

a broker. It is important to design a secure spectrum auction that allows the broker to

provide a sufficient level of security, privacy and obfuscation to enable a reliable and efficient

usage of the shared spectrum. In order to thwart back-room dealing, it is essential to have a

mechanism that allows the auctioneer to find the maximum bid among all bidders without

knowing their actual bids. The proposed MTSSA leverages Paillier cryptosystem to avoid

possible frauds and bid-rigging between greedy bidders and the auctioneer. On the other

hand, in order to avoid bid-rigging between bidders, the federal gateway decides whether
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(a) Bid-rigging between an insincere auctioneer and a greedy bidder

(b) Frauds of an insincere auctioneer

Figure 8.5: Examples of bid-rigging and frauds in an unsecured spectrum auction of one
frequency band and four BSs.

to provide the bidders with the right number of the current bidders or not based on the

number of bidders participating in the spectrum auction and the WSPs they belong to. If

all bidders belong to the same WSP or there are only small number of bidders participating
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in the auction, the federal gateway provides the BSs with a random number J for the number

of bidders where N < J < N + δ and δ is a positive integer that is greater than or equal

2 whereas it provides the bidders with the exact number of bidders if the bidders belong

to multiple WSPs. In this section, we first describe Paillier cryptosystem and point out its

special features. We then discuss MTSSA frequency bands allocation procedure. Finally,

we present the security part of MTSSA.

8.1.3.1 Paillier Cryptosystem

Some of Paillier cryptosystem properties are essential for our secure spectrum auction de-

sign. Paillier cryptosystem [81,97,98] is a probabilistic public key encryption system, i.e. the

term probabilistic encryption indicates that when encrypting the same plaintext for multi-

ple times it yields different ciphertexts, that satisfies special features such as homomorphic

addition, indistinguishability and self blinding.

The homomorphic properties of Paillier cryptosystem provide it with a notable feature.

As the encryption function of a message m, is given by C(m), is additively homomorphic.

i.e. C(m1 +m2) = C(m1)C(m2). On the other hand, with the indistinguishability property

of Paillier cryptosystem, if the plaintext m is encrypted twice, the two created cyphertexts

are different from each other and no one can distinguish the original plaintexts, except by

random guessing, unless decrypting the original ciphertexts. The self blinding property

allows changing the ciphertext publicly without affecting the plaintext. Therefore, from the

ciphertext C(m), it is possible to compute a different randomized ciphertext C
′
(m) without

knowing the decryption key or the original plaintext.
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8.1.3.2 Frequency Bands Allocation Procedure

All BSs that are interested in the auction and belong to the WSPs within the geographical

region of the auction submit their bidding values to participate in the auction. Based on

the location of these BSs and which WSPs they belong to, the federal gateway creates an

interference conflict graph (i.e. like the one in Figure 8.3). The auctioneer executes the

auction in one subnet at a time. For each subnet, the auctioneer selects a random BS n ∈ N

to be the current root BS and considers its corresponding subnet, i.e. connected nodes/BSs.

After solving for the current subnet, the auctioneer selects a new BS, that has not been a

root BS before, to be the new root BS and excludes any previous root BS from its subnet

along with the allocated frequency bands to these BSs. Following the same procedure, the

auctioneer continues to execute the auction in one subnet after another until each BS has

participated in the auction. Based on the subnet auction results, the auctioneer allocates

the corresponding root BS the frequency bands and charges it for the allocated resources.

The federal gateway maintains a conflict table for each BS participating in the auction, i.e.

as in [67].

The MTSSA procedure is presented in the following steps:

1. The federal gateway sets up a conflict-table for each BS n ∈ N and each BS

submits its encrypted version of bidding values bn: The federal gateway creates a

set of all BSs N l that are interested in bidding for the auctioneer’s under-utilized frequency

bands for each WSP l within the auctioneer’s geographical region. The federal gateway

creates a conflict table for each BS n ∈ N l with all the interfering BSs denoted by In (i.e. In

is a set of all BSs that are located within the coverage area of BS n). The interfering BSs In

for each bidder n ∈ N l is updated by the federal gateway2. The federal gateway decides the

2It is assumed that the federal gateway is aware of all BSs in the coverage area of each WSP l, within
the auction’s geographical region, whether they belong to WSP l or to other WSPs. Therefore, the set of
interfering BSs In includes all BSs within the coverage area of BS n that belong to WSP l as well as BSs
that belong to other WSPs.
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value of J and sends out the number of bidders J to each bidder. Each bidder n ∈ N l creates

its bidding vector bn that will be an input to a buffer that encrypts the bidding values. The

encrypted bids are then submitted to federal gateway for randomization, see Section 8.1.3.3,

then sent to auctioneer, see Figure 8.4. Neither the auctioneer nor the other BSs know

the actual bidding values bn that BS n has submitted. We show in Section 8.1.3.3.1 the

procedure of encrypting the bidding values using Paillier encryption.

2. Start with a random BS n ∈ N and consider its corresponding subnet: The

auctioneer does not have an optimal choice regarding which subnet it starts the auction from

in order to maximize his revenue. Therefore, the auctioneer selects a random bidder n from

the set N and considers its corresponding subnet (i.e. a subnet consists of a root BS n and

all other BSs connected to BS n in the interference conflict graph except BSs that have been

previously considered root BSs).

3. The auctioneer carries out a secure spectrum auction in the subnet of the

selected BS n: The auctioneer performs a secure spectrum auction procedure (detailed in

Section 8.1.3.3) in the current subnet under consideration.

4. Allocate frequency bands and charge price: Based on the subnet auction’s re-

sults, the auctioneer allocates the root BS frequency bands and charges it for the allocated

resources. The allocation and the payment vary based on the location of root BS and its

relative bid with respect to neighboring BSs. For each winning BS, the federal gateway stores

the allocated frequency bands and the auctioneer’s charging price in the conflict table.

5. Proceed to next root BS: A new root BS is selected based on a random selection

done by the auctioneer and the corresponding subnet secure bids are sent to federal gateway

and the process is repeated starting from Step 2.

Algorithm 28 summarizes MTSSA spectrum auction procedure.
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Algorithm 28 MTSSA Frequency Bands Allocation

N = N 1 ∪N 2... ∪N L {i.e. N is the set of all BSs in the interference conflict graph}
N0 = N
Auctioneer generates his private and public keys of Paillier cryptosystem
Auctioneer sends public key and element x to all BSs via pilot channel
while N ! = φ do
n = random(N ) {Auctioneer selects a random BS}
Nn = include conflict(n) {Auctioneer adds BSs that form the nth subnet from conflict
table of nth BS as root}
N− = (N0 \ N ) ∩Nn {N− is set of previous root BSs in the nth subnet}
Nn = Nn \ N− {Auctioneer removes from Nn previous root BSs}
M− = include alloc(N−) {M− is set of freq. bands allocated to N−}
Mn =M\M− {Auctioneer removes from M freq. bands allocated to N−}
Kn = alloc vect(Nn,Mn) {Auctioneer forms allocation vector Kn and sends to Nn}
BSs ∈ Nn send encrypted bids to federal gateway
Federal gateway randomizes bids and forward to auctioneer
Auctioneer selects the highest allocation α?

Auctioneer charges price pn to BS n
N = N \ {n}

end while

8.1.3.3 Secure Spectrum Auction Using Paillier Cryptosystem

In order for MTSSA to ensure a secure auction, it is important to design MTSSA such

that no way for the auctioneer to manipulate the auction. VCG auction is proven to have the

incentive compatibility property from the bidders side which is essential for our design. In

order for MTSSA to prevent the auctioneer from conducting any frauds or bid-rigging [81],

it is important to limit the auctioneer’s capability by making him only able to exploit the

winners and their payments without knowing the actual bidding values. So, by leveraging

Paillier cryptosystem in our design, MTSSA can ensure a secure spectrum auction. Next,

we discuss in details how both the BSs and the auctioneer need to collaborate in order to

carry out a secure spectrum auction.
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8.1.3.3.1 Impact of Paillier Cryptosystem on the Bidding Values

Encrypting the Bidding Values: Each BS submits its bidding values through a buffer

that uses Paillier cyptosystem to encrypt the bidding values and create a vector of ciphertexts

for each bidding value. Let s be a number that any actual bidding value does not exceed

and let z = b(α) be the actual bidding value for allocation α such that 1 ≤ z ≤ s. Let the

vector of ciphertexts for z be c(z). As in [105], the vector of ciphertexts c(z) is given by

c(z) = (c1, ..., cs)

= (C(x), ..., C(x)︸ ︷︷ ︸
z

, C(0), ..., C(0)︸ ︷︷ ︸
s−z

),
(8.6)

where C(x) is the Paillier encryption of the public element x (i.e. x 6= 0) and C(0) is the

Paillier encryption of 0. As mentioned before, C has a self blinding property which makes z

undeterminable without decrypting the elements in c(z).

Selecting the Maximum Bidding Value: The auctioneer can determine the BS with

the maximum bidding value from the encrypted bidding values without knowing their actual

values. Let c(zj) = (c1
j , ..., c

s
j) be the encrypted bidding vector of BS n for certain allocation

α. First, consider the product of all encrypted bidding vectors for allocation α,

∏
j

c(zj) = (Q1, ..., Qs) = (
∏
j

c1
j , ...,

∏
j

csj). (8.7)

Due to the homomorphic addition property of Paillier cryptosystem, Qi (i.e. 1 ≤ i ≤ s

and i 6= j) is equivalent to

Qi =
∏
j

cij = Cγ(i)(x) = C(γ(i)x), (8.8)
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where γ(i) represents the number of values that are equal to or greater than i, i.e. γ(i) =

|{j : zj ≥ i}|. Given that γ(i) monotonically decreases when i increases, one way to find the

maximum of these bidding values is to decrypt Qi and check whether the decrypted value

C−1(Qi) equals 0 or not for i changing from s→ 1. Once the largest i with a decrypted value

C−1(Qi) 6= 0 is found, then the maximum bidding value for the allocation α is determined

to be i (i.e. i = max{zj}).

Randomizing the Encrypted bidding Values: Without knowing z, the federal gate-

way adds a constant t to the encrypted vector c(z) and randomizes the rest of its elements.

This results in the following vector

c
′
(z + t) = (C(x), ..., C(x)︸ ︷︷ ︸

z

, c
′

1, ..., c
′

s−z), (8.9)

where t can not be obtained from either c(z) or c
′
(z+t) because of the self blinding property

of Paillier cryptosystem. In addition, t can not be figured out by comparing c(z) and c(z+t)

during the shifting and randomizing process.

8.1.3.3.2 Securing the MTSSA Subnet Auction

By using Paillier cryptosystem as discussed in Section 8.1.3.3.1, with encrypted bidding

values it is still possible to find the maximum bid and the encrypted bidding vectors are

randomized without knowing their actual values. This makes it possible to apply a VCG

based auction in each subnet. As mentioned before, the proposed MTSSA auction is carried

out in one subnet after another. In certain subnet, MTSSA auction is performed as follows:

1. The auctioneer generates his private and public keys of Paillier cryptosystem and pub-

lishes his public key and element x over the pilot channel.
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2. Each BS submits its sealed bidding vector bn = vn (i.e. its true evaluation values since

we consider a VCG based auction). The auctioneer creates representing vectors CT = C(O),

C1 = C(O),...,CN = C(O) where N is the number of bidders (i.e. BSs), the initial O(α)

equals 0 and the size of vector C equals |K|. In order for BS z to keep his bidding value

bz secret, he adds his encrypted bidding value to all of the representing vectors except Cz.

Once all BSs are done performing this addition, the auctioneer obtains

CT = (
∏
n

c(bn(α1)), ...,
∏
n

c(bn(α|K|))). (8.10)

Due to the homomorphic addition property of Paillier cryptosystem, equation (8.10) is

equivalent to

CT = (c(
∑
n

bn(α1)), ..., c(
∑
n

bn(α|K|))) = C(
∑
z

bz), (8.11)

and

Cz = C(
∑
n6=z

bz) 1 ≤ z ≤ N. (8.12)

3. Federal gateway adds θ(α) = t to CT ,C1, ...,CN to obtain C(
∑

n bn+θ) and C(
∑

n6=z bn+

θ)∀z. It sends these randomized encrypted bids to auctioneer.

4. In order for the auctioneer to select an allocation for the current subnet and find its

corresponding charging price, it finds the maximum sum value

g = arg max
α∈K

(
∑
n

bn(α) + θ(α))

= arg max
α∈K

(
∑
n

bn(α)) + t,

(8.13)

which can be determined by the auctioneer by taking the product of all the encrypted ele-

ments in CT , i.e. as discussed in Section 8.1.3.3.1, which is equivalent to
∏|K|

i=1 c(
∑N

n=1 bn(αi)+
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t). The auctioneer determines the maximum element in that product which is equivalent to

g in (8.13).

5. For each allocation α, the auctioneer decrypts the gth element of vector c(
∑

n bn(α) +

θ(α)) in CT and finds whether it equals 0 or x. If it equals x at allocation α∗, then the

auctioneer selects α∗ to be the allocation that maximizes
∑

n bn in the current subnet and

considers its corresponding BSs.

6. To find the charging price for the root BS, the auctioneer decrypts c(
∑

n6=z bn(α∗) + θ)

of Cz and finds the masked value (
∑

n6=z bn(α∗) + θ).

7. The auctioneer then finds the maximum masked bid of the product of the encrypted

elements maxα∈K(
∑

n 6=z bn(α)+t), similar to Step 4, which is equivalent to (
∑

n6=z bn(α∗−z)+t).

8. The auctioneer then finds the charging price for root BS of allocation α∗ that is given

by

pz = (
∑
n 6=z

bn(α∗−z) + t)− (
∑
n6=z

bn(α∗) + t). (8.14)

8.1.4 Simulation and Analysis

In this section, we first evaluate the performance of the proposed MTSSA spectrum

auction and compare it with the performance of other spectrum auction mechanisms. Three

performance metrics are considered: spectrum utilization, auctioneer’s revenue and bidders’

satisfaction. These are the most important performance metrics that need to be maximized

in a successful spectrum auction. Then, we analyze the security strategy of the proposed

secure spectrum auction MTSSA that makes it able to avoid possible frauds and bid-rigging.

In addition, we compare the computational and communication complexity of MTSSA with

the spectrum auction mechanism in [81].
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8.1.4.1 Performance Analysis

We consider a spectrum auction hosted by the auctioneer (the broker) in a A ∗ A m2

square geographical region with two cellular networks located within the same region where

the auction takes place. Each cellular network belongs to different WSP, i.e. there exists two

WSPs L = 2 that are interested in participating in the spectrum auction. Each WSP has

certain number of BSs, located in macro cells or small cells, that are interested in bidding

for the auctioneer’s under-utilized frequency bands. The BSs are randomly placed in the

auction’s geographical area. Suppose that the frequency mutual interference between any

two BSs is based on the distance between them. Any two macro cells’ BSs located within a

distance of 0.4A can not be allocated the same frequency bands and these BSs are connected

together in the frequency conflict graph. Also, any small cell’s BS can not be allocated the

same frequency bands of any other BS located within a distance of 0.05A from it. In our

simulation setup, bids are selected randomly with biding per frequency band is monotonically

decreasing, i.e BS’s bid for first frequency band is higher than second frequency band and BS’s

bid for second frequency band is higher than third frequency band and so on, see [?, 21,22].

Based on the frequency assignment policy, three spectrum auction mechanisms are consid-

ered in our simulation as described in the following three cases:

• Case 1 : Conventional spectrum leasing (CSL) case where the government directly

leases the under-utilized spectrum to the WSP with highest bid. Once the winning

WSP is exclusively assigned all frequency bands, it then allocates these resources in-

ternally to its BSs. Other WSPs are deprived from these frequency bands.

• Case 2 : MTSSA where each WSP directly submits all of its BSs’ encrypted bids to

the federal gateway. The auctioneer decides the frequency bands allocation to each BS

whereas the WSP has no control on the resources allocation process. By using MTSSA

frequency assignment process, each BS can be allocated any number of frequency bands
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between zero and all of the auctioneer’s under-utilized frequency bands.

• Case 3 : MTSSA with fixed limit (MTSSA-FL) is a special case of the proposed

MTSSA where the frequency bands allocation policy is similar to the proposed MTSSA

but is restricted in the number of frequency bands that each BS can bid for. Each BS

bids for a fixed number of frequency bands and it can be allocated any number of

frequency bands between zero and that fixed number of frequency bands it submitted

the bids for.

We ran Monte Carlo Simulation, for the three cases described above, and the results are

averaged over 25 independent runs in which the location and the bidding values of the BSs

are generated randomly and the performance metrics are evaluated. We consider the network

setup described above with different number of macro cells and small cells’ BSs that belong

to the two WSPs. First, we consider 8 BSs, i.e. 4 macro cells’ BSs and 4 small cells’ BSs.

Second, we consider 12 BSs, i.e. 6 macro cells’ BSs and 6 small cells’ BSs. Third, we consider

16 BSs, i.e. 8 macro cells’ BSs and 8 small cells’ BSs.

We consider three performance metrics to compare between CSL, MTSSA, and MTSSA-

FL. These performance metrics are:

• Spectrum Utilization: It is represented by the sum of the frequency bands that are

allocated by the auctioneer to the winning BSs.

• Auctioneer’s Revenue: It is given by the sum of all BSs’ payments, i.e R =
∑n=N

n=1 pn.

• Bidders’ Satisfaction: It is represented by the sum of all winning BSs’ utilities divided

by the sum of all BSs’ evaluation values, i.e.
∑

n∈A Un/
∑

n∈N vn, where A is the set

of BSs that are allocated frequency bands (i.e. winning BSs).

In Figure 8.6, we compare the performance of the proposed MTSSA and its special

case MTSSA-FL with that of a CSL based auction. We plot the spectrum utilization,
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auctioneers revenue and BSs satisfaction of the three auction designs with different number

of BSs, i.e. 8 BSs, 12 BSs and 16 BSs as mentioned before.

Figure 8.6(a) shows the spectrum utilization versus the number of available under-utilized

frequency bands. As the number of frequency bands increases, the spectrum utilization,

which is represented by the number of allocated frequency bands, also increases for each of

the three auction mechanisms. For certain number of frequency bands, each of the three

mechanisms shows higher utilization when the number of BSs (bidders) increases. However,

it is not surprising that the performance in terms of utilization for CSL is lower than that

for the other two mechanisms. This is because in CSL, the auctioneer assigns each WSP

different frequency bands and the frequency bands assigned to each WSP are then auctioned

among BSs that belong to that WSP. In the case of CSL, the auctioneer considers one

frequency conflict graph for each WSP and frequency reusability is not applicable among

BSs that belong to different WSPs, i.e. BSs that belong to different WSPs and are not

within the interference range of each other are not allowed to use the same frequency bands.

Moreover, the utilization in the cases of MTSSA and MTSSA-FL is almost the same when

the number of available frequency bands is low and is slightly higher for MTSSA than that

for MTSSA-FL when the number of available frequency bands is higher.

Figure 8.6(b) shows that for each of the three mechanisms, the auctioneer’s revenue in-

creases when the number of BSs increases. This is expected as the auctioneer’s revenue

increases with more bidders requesting more resources. However, for certain number of BSs,

the auctioneer’s revenue for MTSSA-FL is higher than that for MTSSA and CSL and as

expected the auctioneer’s revenue is the lowest in the case of CSL. The bump of MTSSA

over CSL is from the payments received from winning BSs that belong to different WSPs,

and not located within the interference range of each other, but are allocated similar fre-

quency bands. Figure 8.6(b) shows that the auctioneers revenue for MTSSA-FL is higher

than that for MTSSA. This is due to the frequency reuse that is better achieved in the
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case of MTSSA-FL than in MTSSA which makes frequency utilization higher in the case

of MTSSA-FL compared to MTSSA. Also, the difference in the auctioneer’s revenue

between MTSSA and MTSSA-FL is higher when the number of BSs is higher as shown

in Figure 8.6(b). This is because the frequency reuse is higher when the number of BSs

increases.

We show in Figure 8.6(c) that as the number of frequency bands increases, the bidders’

satisfaction also increases until it saturates when each bidder is allocated the number of

frequency bands he bids for. On the other hand, the bidders satisfaction for CSL is higher

than that for MTSSA and MTSSA-FL due to the less number of BSs competing for

resources as all the frequency bands are allocated to one WSP. Therefore, the bidders who

belong to the winning WSP get their requested frequency bands while paying less.

The comparison between the three mechanisms in Figure 8.6 shows MTSSA’s high per-

formance and superiority over conventional spectrum leasing mechanism as it considers spec-

trum reusability and in the same time it guarantees a secure spectrum auction.

In addition, we compare the performance of the proposed spectrum auction MTSSA

and its ability to maximize the auctioneer’s revenue with the spectrum auction mechanism

in [73] (SPRING). We ran simulations for different number of bidders where each bidder

is requesting one spectrum at a time by submitting its true evaluation bidding value from

the set {1, 2, 3, 4, 5}. Simulation results showed that MTSSA and SPRING achieve almost

similar spectrum utilization and bidders satisfaction when each bidder requests one spectrum

band. However, the auctioneer’s revenue is much higher in the case of MTSSA. This is due

to MTSSA payment method which is based on VCG auction as well as the spectrum

allocation procedure used in MTSSA whereas SPRING considers dividing all bidders in

groups such that each group contains bidders that do not have mutual frequency interference

among them. When running SPRING, each group of bidders submits a bidding value for

the whole group that is equivalent to the minimum bidding value among bidders’ bids in that
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group multiplied by the number of bidders in that group. The auctioneer selects the group

with the maximum bidding value to be the winner and changes each bidder within that group

a price that is equivalent to the minimum bid value in that group. Based on the payment

method adopted in SPRING, it is obvious that in the case of MTSSA spectrum auction,

the auctioneer will be gaining more revenue compared to the case when using SPRING

spectrum auction. Figure 8.7 shows the auctioneer’s revenue in the case of MTSSA and in

the case of SPRING for different number of bidders. In addition, MTSSA prevents possible

insincere behavior of the auctioneer or bidders by limiting the auctioneer’s capability and

making him only able to exploit the winners and their payments without knowing the actual

bidding values whereas in the case of SPRING, the auctioneer is able to determine the value

of the minimum bid value which makes fraud of insincere auctioneer possible. Furthermore,

MTSSA considers the possibility of bidders colluding with each other to manipulate the

auction (bid-rigging among bidders) and is designed in away to avoid these situations whereas

bid-rigging among greedy bidders is possible in the case of SPRING.

8.1.4.2 MTSSA Security Analysis

As discussed before, our proposed MTSSA leverages Paillier cryptosystem in order to

ensure that the BSs’ bidding values are kept unknown to the auctioneer while the auctioneer

is still able to find the winners and charges them their corresponding payments. This is

possible because of the indistinguishability property of Paillier cryptosystem, i.e. it is not

possible to know the value of z without decrypting each element in c(z), and the self blinding

property that makes it impossible to find a mapping function from c(t) to c
′
(z+t) [81,97,98].

In order to prevent an insincere auctioneer from performing any frauds, we consider a secure

gateway that is operated by federal government. Its main function is to send out the number

of bidders J to each of the participating BSs in the auction. The number of bidders J can

either be the actual number of bidders or a random number that is decided by the federal
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gateway in order to avoid possible bid-rigging between bidders. The federal gateway also

randomizes the encrypted bids by the random constant t. So auctioneer can determine the

winning allocation and assign secondary price without any knowledge of the original bidding

values of BSs. This way MTSSA can avoid bid-rigging between an insincere auctioneer

and a greedy bidder. This can be guaranteed because even if certain bidder colludes with

auctioneer, he can not find out about the bidding values as federal gateway randomized

it. Therefore, all BSs that belong to different WSPs are treated equally by the proposed

MTSSA and their bidding values are kept secret from the auctioneer who is only able to

determine the winners and their corresponding charged price.

8.1.4.3 MTSSA Complexity Analysis

In this section, we analyze the computational and communication complexity of MTSSA

and show its efficiency compared to other secure spectrum auction models such as THEMIS.

We assume a connected random graph with N nodes, so the size of each subnet is in the order

of O(logN) [106]. Given the number of spectrum bands available for auction in a subnet to

be M , then the number of possible allocations is
(

logN+M−1
M

)
. Using Stirling’s formula, we

have the number of possible allocations in the order of

O

(
1√

2πM

(
1 +

M

logN − 1

)logN− 1
2
(

1 +
logN − 1

M

)M)
.

Table 8.2 shows computational complexity of both MTSSA and THEMIS where s is the

number of possible bidding values. In Figure 8.8, we plot the upper bounds of the number

of possible allocations for MTSSA and THEMIS using the simulation setup given in

Section 8.1.4. It can be observed that our model computational complexity is more practical

and efficient compared to THEMIS. For instant, for the allocation of 15 frequency bands

in a subnet, THEMIS has 10 million possible allocations compared to 100 for MTSSA.

This explains why authors in [81] have only considered the case when each bidder requests
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Table 8.2: Computational Complexity Comparison
Computational Complexity

MTSSA O
(
N logN√

2πM

(
1 + M

logN−1

)logN− 1
2 (

1 + logN−1
M

)M
s logN

)
THEMIS O

(
N logN(logN)Ms logN

)
Table 8.3: Communication Complexity Comparison
Round Volume

MTSSA O(N logN) O
(
N logN√

2πM

(
1 + M

logN−1

)logN− 1
2 (

1 + logN−1
M

)M
s logN

)
THEMIS O(N logN) O

(
N logN(logN)Ms logN

)
one spectrum band in their simulation results. Similarly, Table 8.3 shows communication

complexity of both MTSSA and THEMIS.
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Figure 8.6: Performance comparison of MTSSA, MTSSA-FL and CSL.



Chapter 8. Resource Management for Wireless SSS Leveraging Secure Spectrum Auctions 214

Number of Bidders

4 5 6 7 8 9 10 11 12 13

A
u
c
t
io
n
e
e
r
R
e
v
e
n
u
e

5

10

15

20

MTSSA

SPRING
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8.2 An Optimal Strategy for Determining True Bid-

ding Values in Secure Spectrum Auctions

Some previous research effort has considered designing secured spectrum auctions. In

[78–80], homomorphic encryption is used to provide security in traditional auctions. Our

proposed secure spectrum auction MTSSA allows spectrum reusability among multiple

service providers and provides a truthful secure spectrum auction by assuming that each

bidder submits its true bidding value. However, MTSSA does not provide a bidding strategy

for BSs participating in the spectrum auction. Given that truthfulness is a dominant property

in a secure spectrum auction, as it prevents insincere bidders from manipulating the auction,

it is important to design a bidding mechanism to be used by bidders in order for them to

determine their true bidding values.

In this section, we focus on providing an optimal bidding strategy for BSs participating in

a truthful secure spectrum auction. BSs that belong to different WSPs and are interested in

additional resources participate in the spectrum auction by submitting theirs bidding prices

to the auctioneer. The auctioneer carries out a secure spectrum auction for its available

under-utilized spectrum bands. Based on the auction’s result, the auctioneer allocates each

of the winning bidders the corresponding spectrum bands and charges it for the allocated

resources. The proposed bidding strategy is essential in a truthful secure spectrum auction as

it guarantees that bidders submit their true bidding values preventing insincere bidders from

manipulating the auction. By using the proposed bidding strategy, each BS participating in

the spectrum auction calculates its true bidding value for the number of spectrum bands it is

bidding for based on its demand for these resources. The BS’s decision regarding its demand

for additional resources is driven by the traffic of the active UEs, located under its coverage

area, that are subscribing for mobile services from that BS. In addition, we provide an efficient

resource management solution to enable BSs, participating in the spectrum auction, to
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distribute their temporary auctioned resources as well as their permanent resources optimally

among UEs based on a carrier aggregation scenario.

Our contributions in this section are summarized as:

• We propose an optimal bidding mechanism for determining true bidding values to be

used in secure spectrum auctions by BSs, that belong to different WSPs, participating

in a spectrum auction seeking additional resources to improve the QoE for active UEs

located under their coverage area. The BS’s true bidding values are determined based

on the number of spectrum bands it is bidding for, the applications traffic of users

under its coverage area and the quantity of bidder’s permanent resources.

• We prove that by using the proposed bidding mechanism, when a BS bids for certain

number of spectrum bands n, its bidding price of the lth spectrum band (l ∈ {1, 2, .., n−

1}) is greater than its bidding price of the (l + 1)th spectrum band which is expected

as the BS’s price per spectrum band depends on its demand for that spectrum band.

• We present a resource allocation based on carrier aggregation approach to determine

the BS’s optimal aggregated rate allocated to each UE, under its coverage area, from

both the BS’s permanent resources and the BS’s winning auctioned spectrum resources.

• We show through simulation results the performance of the proposed optimal bidding

strategy when used by BSs participating in a secure spectrum auction and show that

the spectrum auction achieves an efficient spectrum utilization, revenue and bidders’

satisfaction.

8.2.1 System Model

We consider a spectrum sharing scenario where a federal agency leases its under-utilized

spectrum bands on a long term basis to a broker which plays the role of an auctioneer and
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auctions its under-utilized spectrum bands to BSs that belong to different WSPs and located

in the same geographical area. Let L denotes the number of WSPs with coverage areas within

the auction’s geographical region. Each WSP provides wireless services to multiple cellular

cells through BSs where one BS is located in the middle of each cellular cell. Each BS has

permanent resources assigned to it by its WSP and each BS allocates its resources to UEs that

belong to its WSP and located within its coverage area. Each BS with a high traffic volume

(i.e. during peak hours) and scarce permanent resources can participate in the spectrum

auction by submitting its bidding price to the auctioneer. Let Kl denotes the set of BSs,

that belong to WSP l, participating in the spectrum auction and let K = K1 ∪K2 ∪ ...∪KL

denotes the set of the L WSPs’ BSs participating in the spectrum auction where K = |K|

denotes the number of BSs in K. Furthermore, let Mk be the set of UEs subscribing for

mobile services from the kth BS in K. The set of auctioneer’s spectrum bands is given by

N where N = |N | denotes the number of the auctioneer’s available spectrum bands. Let

Rp
k denotes the total achievable rate of the permanent resources of BS k at the time during

which the auction takes place.

In this paper, we consider a multi-band spectrum auction, similar to the one presented

in [107], where each BS can bid for a single or multiple spectrum bands in the setN auctioned

by the broker (auctioneer). Once the auction takes place, each BS in K submits its bids to

the auctioneer. Let α = {α1, α2, ...} be the allocation set for the N spectrum bands where

αj ∈ α is given by αj = (αj(1), ..., αj(k), ..., αj(K)) with αj(i) represents the number of

spectrum bands that the kth BS in K is bidding for. For example, for K = {1, 2, 3} and

N = {a, b} we have α = {α1 = (2, 0, 0), α2 = (0, 2, 0), α3 = (0, 0, 2), α4 = (1, 1, 0), α5 =

(1, 0, 1), α6 = (0, 1, 1)}. Each BS k ∈ K creates its bidding vector bk = [bk(α1), bk(α2), ...]

and submits an encrypted bidding vector b̂k = [b̂k(α1), b̂k(α2), ...] for the allocations in α

where b̂k(αj) is the encrypted bidding value for the actual bid bk(αj). In the above example,

b1 = [6, 0, 0, 3, 3, 0] indicates that BS 1 bids 6 for allocation α1, 0 for allocation α2, 0 for

allocation α3, 3 for allocation α4, 3 for allocation α5 and 0 for allocation α6. We assume
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that the BSs treat different spectrum bands similarly. Let ek(αj) represents the kth BS true

evaluation value for allocation αj and let pk denotes the actual price that the kth BS in K

pays to the auctioneer. The kth BS utility is given by uk = ek(αj)−pk, which is the difference

between the kth BS true evaluation value and the actual price the BS pays to the auctioneer

for the allocated spectrum bands. The auctioneer’s revenue is given by Rev =
∑K

k=1 pk,

which is the sum of all BSs’ payments from the spectrum sale.

Once the auctioneer shares with all WSPs’ BSs (i.e. BSs located within the auction

geographical region) the number of its spectrum bands N , each BS decides whether to

participate in the spectrum auction or not based on the current traffic of the UEs located

under its coverage area (i.e. UEs in Mk) and its current permanent available resources Rp
k.

If the BS’s Rp
k value is considered scarce for the current active UEs’ demand of resources,

the BS decides to participate in the spectrum auction and submit its bidding values for all

possible allocations in α. We assume that the kth BS’s decision on whether to participate

in the spectrum auction or not is driven by its system utility; i.e. if the total system

Quality of Experience (QoE) when the UEs inMk are allocated resources only from the BS’s

permanent resources is below a minimum expected predefined value then the BS decides to

participate in the spectrum auction in order to obtain additional resources and allocates

both of its permanent resources as well as its auctioned resources to the UEs in Mk based

on a carrier aggregation scenario. As in [107], all bidders submit their bidding values to

the auctioneer through an intermediate secure gateway. In order to consider the spectrum

reusability property [60, 65], the secure gateway builds an interference conflict graph which

consists of nodes that represent all BSs participating in the auction. Each BS (node) in the

interference conflict graph is connected with other nodes located within its coverage area;

which indicates that the auctioneer can not allocate the kth BS spectrum bands similar to the

ones simultaneously allocated to any other BS connected to BS k in the interference conflict

graph. The interference conflict graph can be constructed using a physical or a protocol

channel model [101]. Figure 8.9 shows two WSPs located within the auction’s geographical
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Figure 8.9: Frequency conflict graph for two WSPs’s BSs participating in the spectrum
auction where nodes represent BSs and edges represent mutual interference between end
points (BSs) with an illustration of one subnet; i.e. subnet 1 which consists of BSs 1, 2, 3
and 4 where BS 1 is the root BS.

region with all of their BSs participating in the auction. An interference conflict graph for

the two WSPs’ BSs is shown in the same figure with an illustration of one subnet. The

auctioneer runs the spectrum auction in one subnet after another where a subnet consists of

one root BS (i.e. BS1 in Figure 8.9) and all other nodes connected to it in the interference

conflict graph that are not previously considered root BSs.

8.2.2 Spectrum Sharing through Secure and Truthful Spectrum

Auction

In this section, we present a spectrum sharing system that provides an efficient sharing of

spectrum resources with commercial WSPs using a secure truthful spectrum auction. Figure

8.10 shows the proposed spectrum sharing model that is performed in the following steps: 1)
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Secure Federal 
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. . . 

Spectrum Sharing Model

Each BS is allocated the 
spectrum bands it won and 
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The Auctioneer runs a 
secure spectrum auction 
MTSSA in one subnet 
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Each BS allocates its 
winning auctioned 
spectrum bands along with 
its permanent resources to 
its UEs and charges them

Each BS determines its 
optimal true bidding values 
and submits their encrypted 

values to the auctioneer 
through the secure gateway

WSP 2

WSP 1

BSs

Figure 8.10: Spectrum sharing model through a truthful and secure spectrum auction with
BSs that belong to two WSPs participating in the auction.

Each BS that belongs to a WSP within the auction region, and decides to participate in the

spectrum auction, determines its optimal true bidding values (by using the proposed optimal

bidding mechanism) and submits them to the auctioneer through the secure gateway. 2) The

Auctioneer runs a secure spectrum auction MTSSA [107] in one subnet after another. 3)

Each BS is allocated the spectrum bands it won and charged for the allocated resources. 4)

Each BS allocates its winning auctioned spectrum bands (temporary resources) along with

its permanent resources to the UEs under its coverage area based on a carrier aggregation

scenario and charges the UEs for the allocated resources.
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8.2.2.1 An Optimal Mechanism for Determining True Bidding Values

Each BS decides whether its primary resources are sufficient or not based on its available

permanent resources and the traffic of the applications running on the UEs subscribing for

mobile services from that BS. Each BS in K located within the auction region informs the

auctioneer about its interest in participating in the spectrum auction seeking additional

resources. Once the auctioneer runs the spectrum auction, each of the BSs participating in

the auction receives the number of the auctioneer’s spectrum bands N as well as the number

of all bidders K participating in the auction.

Each BS k ∈ K performs a resource allocation process using Utility Proportional Fairness

(UPF) approach to determine its assigned resources from its permanent resources to each

active UE i ∈ Mk. We express the user satisfaction with its application rates using utility

functions. We represent the ith user application utility function Ui(ri) by sigmoidal-like

function or logarithmic function where ri is the rate of the ith user application. Logarithmic

utility functions expressed by equation (2.2) and sigmoidal-like utility functions expressed by

equation (2.1) are used to represent delay tolerant and real-time applications, respectively.

We use a utility proportional fairness resource allocation optimization problem to find the

kth BS assigned resources to each of the UEs inMk and the BS’s price per unit bandwidth.

The UPF resource allocation optimization problem that is used for assigning the kth BS

permanent resources Rp
k is given by:

max
rpk

|Mk|∏
i=1

Ui(r
p
i,k)

subject to

|Mk|∑
i=1

rpi,k ≤ Rp
k

0 ≤ rpi,k ≤ Rp
k, i = 1, 2, ..., |Mk|,

(8.15)

where rpk = {rp1,k, r
p
2,k, ..., r

p
|Mk|,k}, r

p
i,k is the achievable rate of the ith UE in Mk from BS



Chapter 8. Resource Management for Wireless SSS Leveraging Secure Spectrum Auctions 222

k assignment to that UE from its permanent resources, |Mk| is the number of active UEs

under the coverage area of BS k and Rp
K is the maximum achievable rate of the kth BS

from its available permanent resources. The objective function of the above UPF resource

allocation is to maximize the entire cell utility when allocating the BS’s resources and achieve

utility proportional fairness such that non of the UEs is allocated zero resources. Therefore,

it guarantees a minimum QoS for each UE. Real time applications are given priority when

allocating the BS’s resources due to the nature of their utility functions used to represent

their applications. The objective function in optimization problem (8.15) is equivalent to

max
rpk

∑|Mk|
i=1 logUi(r

p
i,k). Optimization problem (8.15) is a convex optimization problem and

there exists a unique tractable global optimal solution as shown in [21,24]. From optimization

problem (8.15), we have the Lagrangian:

Lp(r
p
k, p

p
k) =

|Mk|∑
i=1

logUi(r
p
i,k)

− ppk

( |Mk|∑
i=1

rpi,k + zpk −R
p
k

)
,

(8.16)

where zpk ≥ 0 is the slack variable and ppk is the Lagrange multiplier which represents the

shadow price (price per unit bandwidth) of BS k for its assigned resources from its permanent

available resources. The solution of optimization problem (8.15) is given by the values rpi,k

which are the solution of
∂ logUi(r

p
i,k)

∂rpi,k
= ppk and are the intersection of the time varying shadow

price, horizontal line y = ppk, with y =
∂ logUi(r

p
i,k)

∂rpi,k
geometrically. Once BS k performs

the UPF resource assignments for its permanent resources, each UE inMk will be assigned

rp,opt
i,k = rpi,k rate but not yet allocated its assigned resources. As mentioned above, we assume

that each BS k ∈ K is demanding additional resources and therefore will be participating

in the spectrum auction; i.e. the kth BS’s cell utility obtained from the assigned resources

rp,opt
i,k is less than the minimum required utility.

Each BS k uses the information it receives from the auctioneer regarding the number of all
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bidders K and the number of the auctioneer’s spectrum bands N and uses them to create

the allocation set α. For the number of spectrum bands n = αj(k) (i.e. n ≤ N) that

corresponds to BS k in the allocation αj, BS k determines the maximum achievable rate

Rt
k,n if BS k allocates these temporary resources (i.e. auctioned resources) to its UEs. We

assume that each BS k calculates its bidding price for certain allocation αj based on the

number of spectrum bands that corresponds to that BS (i.e. αj(k)) regardless of the number

of spectrum bands that correspond to other BSs in the same allocation αj. Therefore, BS

k bidding price will be the same for all allocations αj ∈ α that have similar αj(k) values.

In order for BS k to determine its true bidding price that needs to be submitted to the

auctioneer, it uses a UPF resource allocation with carrier aggregation to find its aggregated

assigned resources from both its permanent resources Rp
k and its auctioned resources Rt

k,n,

assuming that this BS will be winning its corresponding number of spectrum bands in that

allocation (i.e. αj(k)). Additionally, each BS also determines the price per unit bandwidth

for the temporary auctioned resources based on resource allocation with carrier aggregation

optimization and calculates its bidding value for each allocation that has αj(k) = n based

on that price. The kth BS’s UPF resource allocation optimization problem that is used for

assigning the temporary auctioned resources Rp
k,n that corresponds to n spectrum bands

(n ≤ N) is given by:

max
rtk,n

|Mk|∏
i=1

Ui(r
t
i,k,n + rp,opt

i,k )

subject to

|Mk|∑
i=1

rti,k,n ≤ Rt
k,n

0 ≤ rti,k,n ≤ Rt
k,n, i = 1, 2, ..., |Mk|,

(8.17)

where rtk,n = {rt1,k,n, rt2,k,n, ..., rt|Mk|,k,n}, r
t
i,k,n is the achievable rate of the ith UE inMk from

BS k assignment to that UE from its temporary auctioned resources, |Mk| is the number of

UEs that will be assigned temporary auctioned resources by BS k and Rt
k,n is the maximum
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achievable rate of the kth BS from the auction resources. The objective function of the

above optimization problem is to maximize the entire cell utility when allocating the BS’s

temporary resources. The RA optimization problem (8.17) is based on carrier aggregation.

It seeks to maximize the multiplication of the utilities of the rates allocated to UEs in

Mk by BS’s permanent and auctioned resources. Utility proportional fairness is used to

guarantee that non of the UEs will be allocated zero resources and real time applications

are given priority when allocating the BS’s auctioned resources. The objective function in

optimization problem (8.17) is equivalent to max
rtk,n

∑|Mk|
i=1 logUi(r

t
i,k,n + rp,opt

i,k ). Optimization

problem (8.17) is a convex optimization problem and there exists a unique tractable global

optimal solution [21,24]. From optimization problem (8.17), we have the Lagrangian:

Lt(r
t
k,n, p

t
k,n) =

|Mk|∑
i=1

logUi(r
t
i,k,n + rp,opt

i,k )

− ptk,n

( |Mk|∑
i=1

rti,k,n + ztk,n −Rt
k,n

)
,

(8.18)

where ztk,n ≥ 0 is the slack variable and ptk,n is the Lagrange multiplier which represents the

price per unit bandwidth of BS k for its assigned resources from its temporary resources

Rt
k,n. The solution of optimization problem (8.17) is given by the values rti,k,n that solve

equation
∂ logUi(r

t
i,k,n+rp,opti,k )

∂rti,k,n
= ptk,n and are the intersection of the time varying shadow price,

horizontal line y = ptk,n, with the curve y =
∂ logUi(r

t
i,k,n+rp,opti,k )

∂rti,k,n
geometrically.

Once BS k is done performing the resource assignment with carrier aggregation process for

each possible number of auctioned spectrum bands n based on optimization problem (8.17),

BS k calculates each bidding value bk(αj) as the following:

bk(αj) =
n∑
l=1

D ∗ ptk,l

where n = αj(k),

(8.19)
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where D is the number of unit bandwidths in one spectrum band and ptk,l is the price per unit

bandwidth of the lth spectrum band; l = {1, 2, ..., n}. After calculating all bidding values

bk(αj), BS k creates a bidding vector bk = [bk(α1), bk(α2), ...] for the allocations in α and

submits its corresponding encrypted bidding vector b̂k to the secure gateway. Algorithm

29 summarizes the kth BS procedure for determining its optimal bidding values for the

allocations in α.

Once the secure gateway receives the encrypted bidding values from all bidders, it starts

performing spectrum bands allocation as will be discussed next in 8.2.2.2. The auctioneer

then decides the winning BSs, allocates them the corresponding spectrum bands and charges

them for the allocated resources. Based on the number of spectrum bands that each BS k

won, it allocates an aggregated rate ragg
i,k = rt,opt

i,k,n + rp,opt
i,k to each UE i ∈ Mk; i.e. n is the

number of winning spectrum bands for BS k from the spectrum auction.

Lemma 8.2.1. The price per unit bandwidth of the assigned temporary resources by BS

k that is represented by the shadow price ptk,n in equation (8.18) (i.e. the Lagrangian of

optimization problem (8.17)) is a strictly decreasing function with respect to Rt
k,n which

represents the maximum achievable rate of the kth BS.

Proof. Let
∑|Mk|

i=1 logUi(r
t
i,k,n+rp,opt

i,k ), which is equivalent to the objective function in (8.17),

be denoted by f(r) where r = (rt1,k,n, r
t
2,k,n, ..., r

t
|Mk|,k,n) are the variables. Consider the

problem of finding the maximum of f(r) subject to the constraint
∑|Mk|

i=1 rti,k,n + ztk,n = Rt
k,n

with
∑|Mk|

i=1 rti,k,n + ztk,n represented by g(rtk,n). Let R and p be the short terms used for

Rt
k,n and ptk,n, respectively. For each choice of the parameter R, let r∗(R) of r be the values

that maximize f ; i.e. r∗ = (r∗1, r
∗
2, ..., r

∗
|Mk|) and r∗i is the solution of p = Si(ri) = d logUi(ri)

dri
.

For logarithmic or sigmoidal-like utility functions Ui(ri) (recall utility function properties in

Section 8.2.2.1), ri = S−1
i (p) is strictly decreasing function and each solution r∗i is equivalent

to S−1
i (p∗). Then f(r∗(R)) is the maximum of f for fixed value of the inputs R. The
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Algorithm 29 The kth BS Optimal Bidding Algorithm

Receive application utility parameters ki, ai, bi and rmax
i from all UEs in Mk.

Receive the number of auctioneer’s spectrum bands N and the number of bidders K from
the auctioneer.
Find the BS’s assigned rates from its permanent resources Rp

k by solving rpk =

arg max
rpk

∑|Mk|
i=1 logUi(r

p
i,k)− p

p
k(
∑|Mk|

i=1 (rpi,k)−R
p
k).

Let rp,opt
i,k = rpi,k ∀i ∈Mk.

for n = 1 → N do
Associate the number of spectrum bands n with a corresponding achievable rate Rt

k,n

{i.e. for each number of spectrum bands n ∈ N that BS k is bidding for.}
Find the BS’s assigned rates from the temporary resources Rt

k,n by solving rtk,n =

arg max
rtk,n

∑|Mk|
i=1 logUi(r

t
i,k,n + rp,opt

i,k )− ptk,n(
∑|Mk|

i=1 (rti,k,n)−Rt
k,n).

Let rt,opt
i,k,n = rti,k,n ∀i ∈Mk.

for j = 1→ |α| do
if αj(k) = n then

Calculate bk(αj) =
∑n

l=1D ∗ ptk,l.
end if

end for
end for
Create a bidding vector bk = [bk(α1), bk(α2), ...].
Encrypt each bidding value in bk and create an encrypted bidding vector b̂k.
Submit the encrypted bidding vector b̂k to the secure gateway.

derivative

d

dR
f(r∗(R))

represents the rate of change in the optimal output from the change of parameter R.

Corresponding to r∗(R) there is a value p = p∗(R) such that they are a solution to the

Lagrange multiplier problem (8.18), i.e.,

5 f(r∗(R)) = p∗(R)5 g(r∗(R))

R = g(r∗(R))
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where r∗i = R−
∑
j,j 6=i

(r∗j ) = R−
∑
j,j 6=i

S−1
j (p∗). It follows that the following equation holds true

p∗(R) =
d

dR
f(r∗(R))

=

|Mk|∑
i=1

 ∂

∂r∗i

(
f(r∗(R))

)
dr∗i
dR


=

|Mk|∑
i=1

U ′i(r
p,opt
i,k + r∗i )

Ui(r
p,opt
i,k + r∗i )

,

(8.20)

where the derivative in (8.20) is obtained by applying chain rule and
dr∗i
dR

= 1. Therefore,

the Lagrange multiplier is equivalent to the rate of the change in the optimal output f(r∗)

resulting from the change of the parameter R. Next, we show that p∗(R) is a decreasing

function with R. For p∗(R), we have the first derivative as

d

dR
p∗(R) =

|Mk|∑
i=1

 ∂

∂ri

( |Mk|∑
i=1

U ′i(r
p,opt
i,k + r∗i )

Ui(r
p,opt
i,k + r∗i )

)
dr∗i
dR


=

|Mk|∑
i=1

U ′′i (rp,opt
i,k + r∗i )Ui(r

p,opt
i,k + r∗i )

U2
i (rp,opt

i,k + r∗i )

−
U ′2i (rp,opt

i,k + r∗i )

U2
i (rp,opt

i,k + r∗i )

.
(8.21)

where the derivative in (8.21) is obtained by applying chain rule, U ′′i (rp,opt
i,k +r∗i ) = d2

dri
2 logUi(r

p,opt
i,k +

r∗i ). In the case of logarithmic utility function Ui(r
p,opt
i,k + r∗i ), recall the utility function prop-

erties in Section 8.2.2.1, the utility function of the application rate is positive, increasing

and twice differentiable with respect to the application rate. It follows that U ′i(r
p,opt
i,k + r∗i ) =

dUi(r
p,opt
i,k +r∗i )

dri
> 0 and U ′′i (rp,opt

i,k + r∗i ) =
d2Ui(r

p,opt
i,k +r∗i )

dri
< 0, i.e. since rp,opt

i,k + r∗i is greater

than zero. Then the function logUi(r
p,opt
i,k + r∗i ) has

d log(Ui(r
p,opt
i,k +r∗i )

dri
=

U ′i(r
p,opt
i,k +r∗i )

Ui(r
p,opt
i,k +r∗i )

> 0

and
d2 log(Ui(r

p,opt
i,k +r∗i )

dri
2 =

U ′′i (rp,opti,k +r∗i )Ui(r
p,opt
i,k +r∗i )−U ′2i (rp,opti,k +r∗i )

U2
i (rp,opti,k +r∗i )

< 0. On the other hand, in the
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case of sigmoidal-like utility function, the normalized sigmoidal-like function is given by

Ui(r
p,opt
i,k + r∗i ) = ci

(
1

1+e
−ai(r

p,opt
i,k

+r∗
i
−bi)
− di

)
. For R > 0, we have

0 < ci

(
1

1 + e−ai(r
p,opt
i,k +r∗i−bi)

− di

)
< 1

then,

0 < 1− di(1 + e−ai(r
p,opt
i,k +r∗i−bi)) <

1

1 + cidi

It follows that for R > 0, we have

d

dri
logUi(r

p,opt
i,k + r∗i ) =

aidie
−ai(rp,opti,k +r∗i−bi)

1− di(1 + e−ai(r
p,opt
i,k +r∗i−bi))

+
aie
−ai(rp,opti,k +r∗i−bi)

(1 + e−ai(r
p,opt
i,k +r∗i−bi))

> 0

d2

dri
2 logUi(r

p,opt
i,k + r∗i ) =

−a2
i die

−ai(rp,opti,k +r∗i−bi)

ci

(
1− di(1 + e−a(rp,opti,k +r∗i−bi))

)2

+
−a2

i e
−ai(rp,opti,k +r∗i−bi)

(1 + e−ai(r
p,opt
i,k +r∗i−bi))2

< 0.

So, we have d
dR
p∗(R) = d2

dR2f(r∗(R)) < 0 where f(r∗(R)) =
∑|Mk|

i=1 logUi(r
p,opt
i,k + r∗i ) and

each Ui is a logarithmic or sigmoidal utility function. Therefore, p∗(R) is strictly decreasing

function with R.

Theorem 8.2.2. By using the proposed bidding mechanism to determine the true bidding

price of BS k for any allocation αj ∈ α, for the bidding price bk(αj) of the n = αj(k)
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spectrum bands where that price is determined by the summation of the price of each of the n

spectrum bands (equation (8.19)), the price of the lth spectrum band (l ∈ {1, 2, ..., n− 1}) is

greater than the price of the (l + 1)th spectrum band; i.e. D ∗ ptk,1 > D ∗ ptk,2 > ... > D ∗ ptk,n.

Proof. It follows from Lemma 8.2.1 that the price per unit bandwidth ptk,l is a strictly decreas-

ing function with Rt
k,l, where l ∈ {1, 2, ..., n} and Rt

k,1 > Rt
k,2 > ... > Rt

k,n. Therefore, for cer-

tain number of spectrum bands n that BS k is bidding for, the price of the lth spectrum band

which is determined by D∗ptk,l is lower for larger l; i.e. D∗ptk,1 > D∗ptk,2 > ... > D∗ptk,n.

8.2.2.2 Spectrum Bands Allocation

The spectrum bands allocation procedure is similar to the one introduced in [107]. The

auctioneer generates a private and public keys of Paillier cryptosystem and publishes his

public key and element x (i.e. x 6= 0) over the pilot channel. Each bidder determines its true

bidding values as shown in 8.2.2.1 and sends their encrypted values to the secure gateway

which creates an interference conflict graph for the bidders. The auctioneer selects a random

BS to be the root BS and executes the spectrum auction in its subnet. The auctioneer then

carries out the spectrum auction in the next subnet while excluding BSs that are previously

considered root BSs along with the spectrum bands allocated to these BSs. The auctioneer

continues to carry out the spectrum auction in one subnet after another until all BSs in K

have participated in the auction. The secure gateway maintains a conflict table for each

bidder as in [67]. After the execution of the spectrum auction in any subnet, the secure

gateway updates the conflict tables of all bidders in that subnet.

In order to enable an efficient secure spectrum bands allocation, it is important to prevent

possible frauds of an insincere auctioneer and bid-rigging between greedy bidders and an

insincere auctioneer. This is possible if the auction mechanism allows the auctioneer to

determine the winning BSs and their payments without knowing their actual bidding values.
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In order to achieve this, we use a spectrum auction mechanism that leverages homomorphic

encryption through Pailliar cryptosystem as in [107].

On the other hand, we adopt a payment method similar to the one used in VCG auction

with Clarke pivot payments [104] as it satisfies the following desired economic properties:

incentive compatibility, individual rationality and no positive transfers as proved in [107].

By using this payment method, each winning bidder (i.e. bidder k is a winning bidder) is

charged a price pk that is equivalent to the difference between the social welfare with and

without that bidder’s participation. The charging price pk is given by

pk =
∑
i 6=k

b̂i(α
∗−k)−

∑
i 6=k

b̂i(α
∗), (8.22)

where allocation α∗ = arg max
α∈α

∑
i b̂i(α) and allocation α∗−k = arg max

α∈α

∑
i 6=k b̂i(α).

The spectrum bands allocation procedure is presented as follows:

1. The secure gateway receives a sealed bidding vector b̂k from each BS k for its true

bidding values of the allocations in α. We assume that the secure gateway is aware of which

WSP each bidder belongs to. The secure gateway creates a conflict table, for each bidder,

which contains all BSs within the interference range of that bidder with their allocated

spectrum bands and charging price. The procedure of encrypting the bidding values using

Paillier encryption is similar to the one presented in [107]. The secure gateway randomizes

the bidding values and sends them to the auctioneer. For any bidder k, neither the auctioneer

nor the other bidders know the actual bidding values of BS k.

2. The auctioneer selects a random bidder k as a root BS and considers its corresponding

subnet. The auctioneer does not have an optimal choice for which subnet it starts running

the auction from in order to maximize its profit.

3. The auctioneer runs a secure spectrum auction in the subnet of the current root BS k
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as presented in [107]. Once the auction results are revealed, the auctioneer determines the

winning bidders and their charging prices.

4. Each winning BS is allocated its corresponding spectrum bands and is charged for the

allocated resources. The secure gateway updates the conflict table of each winning BS with

the allocated spectrum bands and their charging price. If all BSs in K have already been

considered root BSs, the spectrum auction is considered complete and there is no need to

proceed to the next step.

5. The auctioneer selects a new root BS k, that has not been considered as a root BS

before, based on a random selection and considers its corresponding subnet which consists

of all BSs within the interference range of the root BS k that have not been previously

considered as root BSs. The process is then repeated starting from Step 2.

The spectrum bands allocation process is summarized in Algorithm 30

8.2.3 Simulation Results

In this section, we evaluate the performance of the proposed bidding mechanism for de-

termining true bidding values that are used in a truthful and secure spectrum auction. We

evaluate three performance metrics that need to be maximized in a successful spectrum auc-

tion. The considered performance metrics are: spectrum utilization, auctioneer’s revenue

and bidders’ satisfaction.

We consider two cellular networks that belong to different WSPs located within the auc-

tioneer’s geographical region where a secure spectrum auction is hosted in X ∗X m2 area by

a broker who plays the role of an auctioneer. Each WSP has a number of BSs that decide to

participate in the spectrum auction to obtain additional resources. We assume that each BS

is located in the middle of the cellular cell such that UEs located within the BS’s coverage

area and belong to that BS’s WSP are only allocated resources form that BS. Each active
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Algorithm 30 Spectrum Bands Allocation Algorithm

Auctioneer creates a set of all bidders K = K1 ∪ K2... ∪ KL
The secure gateway creates the interference conflict graph for BSs in K and a conflict table
for each bidder
Auctioneer generates his private and public keys of Paillier cryptosystem and sends his
public key along with element x to all BSs in K
K0 = K
Initialize β = φ
while K ! = φ do
k = random(K) {Auctioneer selects a random BS}
Kk = include conflict(k) {Auctioneer creates a new subnet for root BS k by adding
BSs that form its subnet from conflict table of that BS}
βk = Kk ∩ β {βk is set of previous root BSs in the subnet of root BS k}
Kk = Kk \ βk {Auctioneer removes from Kk previous root BSs}
Nk = N \Nβk {Auctioneer removes from N spectrum bands allocated to BSs in βk}
αk = alloc vect(Kk,Nk) {Auctioneer forms allocation vector αk and sends to Kk}
BSs ∈ Kk send encrypted bids to the secure gateway
The secure gateway randomizes bids and sends them to auctioneer
Auctioneer selects the highest allocation α?

Auctioneer charges price pk to BS k
K = K \ {k}
β = β ∩ {k}
The secure gateway updates the conflict table for the winning BSs

end while

UE is running either real-time or delay tolerant application. We assume that each BS k has

a permanent resources Rp
k that does not change while the auctioneer is running the spectrum

auction. The BSs of the two WSPs are randomly placed in the auction’s geographical area.

We assume that any two BSs located within the interference range of each other can not

be allocated the same spectrum bands by the auctioneer. We assume that the interference

range is determined based on the distance. The interference range for each BS used in the

simulations is equivalent to 0.6X m. The auctioneer announces to all bidders the number

of its spectrum bands N . We assume that one auctioned spectrum band consists of D = 10

units of bandwidth and that one spectrum band corresponds to an achievable rate that is

equivalent to 10; i.e. Rt
k,1 = 10 corresponds to n = 1 auctioned spectrum band, Rt

k,2 = 20

corresponds to n = 2 auctioned spectrum bands and so on. Each application running on
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Figure 8.11: The users utility functions Ui(ri) used in the simulation (three sigmoidal-like
functions and three logarithmic functions).

the UE is represented by a sigmoidal or logarithmic utility function based on the application

type. We use three normalized sigmoidal utility functions to represent real time applications.

The used parameters are ai = 5, bi = 10 with a corresponding utility function denoted by

Sig1, ai = 3, bi = 20 with a corresponding utility function denoted by Sig2, and ai = 1,

bi = 30 with a corresponding utility function denoted by Sig3 as shown in Figure 8.11. We

also use three logarithmic utility functions with rmax
i = 100 and different ki parameters to

represent delay tolerant applications. The used parameters are ki = 15, ki = 3 and ki = 0.5

with corresponding utility functions denoted by Log1, Log2 and Log3, respectively, as shown

in Figure 8.11.

8.2.3.1 BSs’ Bidding Prices and The Final Allocated Rates

In the following simulations, we consider 4 BSs (bidders) K = {1, 2, 3, 4} participating in

a secure and truthful spectrum auction. BS1 and BS2 belong to WSP1 (i.e. K1 = {1, 2})

and BS3 and BS4 belong to WSP2 (i.e. K2 = {3, 4}). The 4 BSs are demanding additional

resources and therefore they decide to participate in the spectrum auction. The permanent
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resources of the kth BS in K = {1, 2, 3, 4} is as follows: Rp
1 = 10, Rp

2 = 20, Rp
3 = 30 and

Rp
4 = 40. Each BS has 4 UEs under its coverage area subscribing for mobile services; i.e.

Mk = {1, 2, 3, 4} is the set of active UEs for BS k where 1st UE in Mk is running real time

application represented by Sig2, the 2nd UE is running real time application represented by

Sig3, the 3rd UE is running delay tolerant application represented by Log2 and the 4th UE

is running delay tolerant application represented by Log3. Algorithm 29 and Algorithm 30

were applied in Matlab for different number of auctioneer’s spectrum bands N ∈ {1, 2, ..., 15}.

Optimal bidding prices for all allocations in α are determined by each BS (bidder) after the

execution of Algorithm 29. Additionally, after the execution of Algorithm 30 each BS is

allocated its winning spectrum bands by the auctioneer and is charged the corresponding

price.

In Figure 8.12(a), we show each of the BS’s shadow price (price per unit bandwidth) ptk,n

with the BS’s temporary resources vary as Rt
k,n = {10, 20, 30, ..., 150} which corresponds

to n = {1, 2, 3, ..., 15} auctioned spectrum bands. We notice that the BS’s price per unit

bandwidth is monotonically decreasing with Rt
k,n, i.e. BS’s shadow price for first spectrum

band is higher than second spectrum band and its price for the second spectrum band is

higher than third spectrum band and so on, which is expected as the BS’s demand for the

lth spectrum band is higher than its demand for the (l + 1)th spectrum band. In Figure ??,

we show each BS’s calculated bidding price bk(αj) for each number of spectrum bands n (i.e

1 ≤ n ≤ 15 and αj(k) = n) the BS is bidding for where bk(αj) =
∑n

l=1 10 ∗ ptk,l. We observe

that as the number of spectrum bands n increases, the BS’s true bidding price increases.

However, the increase in the bidding price is so minimal for higher number of spectrum bands

n since the BS’s demand for additional resources decreases.

We ran Algorithm 29 and Algorithm 30 in Matlab for N = 7 spectrum bands and the

number of each BS’s winning spectrum bands is obtained as follows: BS1, BS2, BS3 and

BS4 won 4, 4, 3 and 3 spectrum bands, respectively. Figure 8.13(a) shows BS3 allocated
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rates from its primary resources Rp
3 = 30, temporary auctioned resources Rt

3,3 = 30 and

the aggregated final resources to each of the 4 active UEs under its coverage area. Figure

8.13(b) shows the UEs applications’ utilities of their allocated rates from BS3. We notice

that real time applications are given priority when allocating the BS’s resources due to the

nature of their applications and the utility functions used to represent them, and non of the

applications is allocated zero resources.

8.2.3.2 Performance Analysis

In the following simulations, we consider the network setup described above for two cases.

In the first case, we considered 5 BSs (i.e. K = {1, 2, 3, 4, 5}) 3 of them belong to the first

WSP and the other 2 belong to the second WSP with the kth BS in K has a permanent

resources Rp
k = 10 ∗ k. In the second case, we considered 6 BSs (i.e. K = {1, 2, 3, 4, 5, 6}) 3

of them belong to the first WSP and the other 3 belong to the second WSP with the kth BS

in K has a permanent resources Rp
k = 10 ∗ k. We ran Monte Carlo Simulation for the two

cases and the results are averaged over 5 independent runs. In the 1st run, we consider 4

active UEs under the coverage area of each BS with each UE running one application that

is selected randomly with a corresponding utility function equivalent to one of the utility

functions shown in Figure 8.11. Similarly, in the 2nd, 3rd, 4th and 5th run, we consider

6, 8, 10 and 12 active UEs, respectively, under the coverage area of each BS with each

UE running one application that is selected randomly with a corresponding utility function

equivalent to one of the utility functions shown in Figure 8.11. Because of the difference

in the number of active UEs and their applications, each run generated different bidding

values. We observe the performance of the secure and truthful spectrum auction when using

the proposed bidding strategy for the two cases with different number of spectrum bands

N = {1, 2, 3, ..., 15}.

We consider the three performance metrics listed and described below:
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Figure 8.12: The 4 BSs (bidders) calculated shadow price with their temporary resources
10 ≤ Rt

k,n ≤ 150 and the BSs optimal bidding values with the number of spectrum bands
n each BS is bidding for; when the permanent resources of BS1, BS2, BS3 and BS4 are
Rp

1 = 10, Rp
2 = 20, Rp

3 = 30 and Rp
4 = 40, respectively.

• Spectrum Utilization: It is represented by the sum of the spectrum bands that are

allocated by the auctioneer to the winning Bidders.

• Auctioneer’s Revenue: It is given by the sum of all Bidders’ payments, i.e Rev =∑k=K
k=1 pk.
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Figure 8.13: BS3 allocated rates to users under its coverage area and its users’ QoE when
Rp

3 = 30 and Rt
3,3 = 30.

• Bidders’ Satisfaction: It is represented by the sum of the utilities of all winning BSs

divided by the sum of all bidders’ evaluation values, i.e.
∑

k∈W uk/
∑

k∈K ek, where W

is the set of all winning BSs.

In Figure 8.14(a), we show the spectrum utilization versus the number of the auctioneer’s

available under-utilized spectrum bands. We observe that as the number of spectrum bands
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increases, the spectrum utilization, that is represented by the number of allocated spectrum

bands, also increases. We also observe that for certain number of spectrum bands, the

spectrum utilization is higher when the number of bidders increases. Figure 8.14(b) shows

that the auctioneer’s revenue increases when the number of BSs increases which is expected

as the auctioneer’s revenue increases with more bidders requesting more spectrum bands.

We show in Figure 8.14(c) that as the number of spectrum bands increases, the bidders’

satisfaction also increases until it saturates when each bidder is allocated the number of

spectrum bands he bids for.
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Figure 8.14: Performance of the secure and truthful spectrum auction when using the pro-
posed bidding mechanism.
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8.3 Summary and Conclusions

In this chapter, we proposed a secure spectrum auction MTSSA for a multi-tier dynamic

spectrum sharing system. By considering the spectrum reusability property, MTSSA en-

ables an efficient sharing of the under-utilized frequency bands with commercial WSPs. In

order to allow spectrum reuse among multiple WSPs, the frequency conflict graph that is

considered by MTSSA includes all BSs that belong to multiple WSPs and the auction is car-

ried out in one subnet after another. MTSSA leverages Paillier cryptosystem and a federal

gateway to keep the BSs’ bidding values unknown to the auctioneer. The auctioneer uses the

additive homomorphic property of Paillier cryptosystem to find the winning BSs and their

charging prices. This prevents possible frauds and bid-rigging between an insincere auction-

eer and greedy BSs. Compared with conventional spectrum leasing mechanism, MTSSA

has shown better performance while providing a secure spectrum auction against possible

back room dealings. Computational and communication complexity analysis showed that

the proposed MTSSA is more realistic and efficient compared to other spectrum auction

mechanisms.

In addition, we proposed an optimal bidding mechanism to be used by BSs participating

in a secure spectrum auction. The proposed bidding mechanism allows each BS located

within the auction’s region and has a demand for additional resources, in order to improve

the QoE for its end users’ applications, to calculate its true bidding value for each number

of spectrum bands it is bidding for. The proposed bidding strategy is ideal for a secure and

truthful spectrum auction to guarantee truthfulness which is a dominant strategy to prevent

insincere behaviors of greedy bidders and an insincere auctioneer. We presented the BS’s

bidding algorithm which is used to determine the BS’s true bidding value that is based on

the number of spectrum bands it is bidding for, the applications traffic of users under its

coverage area and the quantity of bidder’s permanent resources. In addition, we proved that
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by using the proposed bidding mechanism, when a BS bids for certain number of spectrum

bands the biding price per each spectrum band is monotonically decreasing as the demand

for each additional spectrum band decreases as the number increases. We also presented

a resource allocation based on carrier aggregation approach to determine the BS’s optimal

aggregated rate allocated to each UE from both the BS’s permanent resources and the BS’s

winning auctioned spectrum resources. Simulation results showed the performance of the

proposed bidding mechanism when used in a secure spectrum auction.



Chapter 9

Future Research Directions

In this chapter, we discuss some possible research directions in the future to improve and

expand the proposed methods presented in this dissertation. An outline of future research

direction is as follows:

• Develop resource allocation with carrier aggregation frame work for heterogeneous

radio access technologies such as LTE-A and WiFi. Such approach is a challenging one

because the two technologies have differences is spectrum access and physical layer.

However, the coexistence of LTE and WiFi provides benefit for both, it increases the

rate capacity for LTE end users and in the same time introduces reliability for WiFi

users. This requires resource management algorithms that are based on CA where UEs

are connected to LTE eNodeB as well as WiFi access point and are allocated resources

from both, based on carrier aggregation.

• Develop efficient component carriers assignment algorithms for networks incorporating

LTE-A with Carrier Aggregation. Component carriers involved in the resource assign-

ment process should not be assigned based on the signal received power level, estimated

by each UE, as it is insufficient in case of carrier aggregation. It is more important

242
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to consider the load on each component carrier which can be estimated from counting

users on each CC or by measuring the interference on each CC. For example, in het-

erogeneous networks, the coexistence of macro cells and pico cells makes the resource

management task challenging. This is due to the differences in output power between

macro BS and pico BS; i.e. 43 to 46 dBm in the case of macro cell and 30 dBm in

the case of pico cell, which causes under-utilization in small cells’ BS resources due to

their lower power levels that make most of users select macro BS.

• Consider providing methods to mitigate the interference caused by carrier aggregation.

For example, in LTE-A network, when considering femto cells that are installed by

customers, it is important to develop a scheme that optimizes the carrier aggregation

selection while avoiding interference among eNodeBs and femoto cells. This can be

achieved by selecting an optimal group of component carriers for carrier aggregation

in a LTE-A network.

• The proposed spectrum auction mechanisms presented in this dissertation has only

considered spectrum heterogeneity in terms of the spectrum being commercial or fed-

eral. However, spectrum heterogeneity of the auctioneer’s spectrum bands (i.e. spec-

trum bands with different central frequencies) has not been taken into consideration.

Spectrums with different frequencies have different path losses and therefore different

transmission ranges. For example: in a spectrum auction, when considering BSs (bid-

ders) in cellular networks that have macro cells and micro/pico/femto cells, each bidder

has different targeted cell coverage when bidding for spectrum bands; i.e. macro cells’

BSs may favor low frequency spectrum because of its long transmission range whereas

femto cells’ BSs would prefer high frequency spectrum with transmission range that is

enough for an indoor area as it generates less cross-tier interference. In addition, when

constructing a conflict graph for bidders participating in a spectrum auction, bidders

that are bidding for high frequency spectrum bands and are considered interference free
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(i.e. not connected directly to each other in the conflict graph) could cause interference

to each other when bidding for low frequency spectrum bands. Therefore, the conflict

graph in a spectrum auction with heterogeneous spectrum bands (have different cen-

tral frequencies) is not fixed during the auction process. Designing a robust spectrum

auction, with heterogeneous spectrum bands, that achieves high spectrum utilization

while satisfying the essential economic properties, required in a successful auction, is

a challenging task. Future research work in spectrum auctions needs to address this

concern.
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