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ABSTRACT 

 
The interactions of the chemical warfare agent sulfur mustard with amorphous silica were 

investigated using electronic structure calculations. In this thesis, the binding energies of sulfur 

mustard and mimic species used in the laboratory were calculated using density functional theory 

and fully ab initio calculations. The wB97XD and B97D functionals, which include functions to 

account for long-range dispersion interactions, were compared to experimental trends. The 

hydroxylated amorphous silica surface was approximated using a gas-phase silanol molecule and 

clusters containing a single hydroxyl moiety.  

  Recent temperature programmed desorption experiments performed in UHV concluded 

that sulfur mustard and its less toxic mimics undergo molecular adsorption to amorphous silica. 

Hydrogen bonding can occur between surface silanol groups and either the sulfur or chlorine 

atom of the adsorbates, and the calculations indicate that the binding energies for the two 

hydrogen bond acceptors are similar. The adsorption of sulfur mustard and its mimics on silica 

also exhibits the presence of significant van der Waals interactions between alkyl of the 

adsorbates and the surface. These interactions, in combination with the formation of a hydrogen 

bond between a surface silanol group and the Cl or S atoms of the adsorbates, provide 

remarkably large binding energies. 
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Chapter 1 – Motivation, Background, and Experimental Work 
 
1.1.  Research Motivation and Background 

 
The unique chemical environment present at a surface accommodates for interaction 

phenomena with gases that are not possible in the bulk of the material.1 In order to capture the 

nature of these distinctive gas/surface phenomena, characterization techniques such as infrared 

spectroscopy (IR) or temperature programmed desorption (TPD) are used to give insight into the 

interaction mechanism and its strength.2 One type of mechanism is physisorption, which is 

illustrated as hydrogen bonding in Figure 1. In physisorption, the exposed atoms at the solid 

interface can interact with a gas-phase molecule without the breaking or formation of covalent 

bonds.3 The type and strength these interactions give insight into the adsorption mechanism at 

the gas-surface interface. 

 
Figure 1. The interaction of sulfur mustard with a silica surface.4 

One specific gas-surface interaction of interest is that of chemical warfare agents and 

amorphous silica. Dispersed toxic agents such as sulfur mustard (bis (2-chloroethyl) sulfide, a 

vesicant) and sarin ((RS)-propan-2-yl methylphosphonofluoridate, a nerve agent) gases, result in 

harmful and potentially deadly biological reactions. The interaction of these chemical warfare 

agent (CWA) gas molecules with biological surfaces is where the bodily reaction begins. The 

bodily reactions can result in blisters, seizures, asphyxiation, and death.5 Due to their inherent 
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toxicity and their use during international conflict, method development for decontamination of 

chemical warfare agents has been paramount.6  

In order to study the CWAs and their interactions, chemical simulants are selected to 

mimic the structural and functional components of the active chemical warfare agent while 

reducing hazards.7  For example, a mimic for mustard gas (HD), seen in Figure 1, is diethyl 

sulfide (DES). DES, while structurally similar to HD, lacks the terminal chlorine atoms of the 

active agent. DES is used to isolate just the sulfur atom moiety in HD. All mimics in this work 

were selected so as to isolate a moiety of the active agent. The interaction of a moiety with 

surface can be probed independent of other interactions by isolating that single moiety. The goal 

of this research is to investigate the binding of CWAs on surfaces at a fundamental level using a 

variety of techniques.  

This thesis focuses on surface interactions and gives insight into the adsorption of CWAs 

and their mimics on silica. Hydrogen bonding and its role in CWA adsorption is discussed in 

detail. The research results are used to describe the unique binding characteristics of various 

CWA and mimic adsorbates. A detailed discussion of molecular orbital theory and bond acidity 

is used to elucidate the nature of binding interactions. Finally, the future of this work is 

discussed. 

1.2. Gas-Surface Interaction 
 
1.2.1. Adsorption 

The adsorption of a molecule onto a surface can occur through chemisorption or 

physisorption. Chemisorption is a chemical interaction between a surface and an adsorbate, that 

can result in the decomposition of gases such as CWAs.8-12  In contrast, physisorption arises from 

physical interactions, such as hydrogen bonding, which may lead to the non-destructive 
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desorption of the adsorbate. Whether an adsorbate undergoes chemisorption or physisorption is 

determined by the properties of the adsorbate and surface.13  

The adsorption of gas molecules on a surface can result in monolayers or multilayers through 

either chemical or physical interactions.14  Monolayers are the result of a single adsorbate 

interacting with one or more domains on the surface. However, an adsorbate can form 

multilayers by interacting with another adsorbate through physical processes, such as hydrogen 

bonding. These interactions result in the growth of the adsorbate layers, which have different 

kinetic and energetic consequences than those of a monolayer. Various models have been 

proposed to describe the formation of these layers.1 The assumptions, advantages, and 

disadvantages of the Langmuir model used to describe temperature programmed desorption are 

discussed below. 

1.2.1.1. Models of Adsorption 
 
Langmuir Monolayer Model 

Irving Langmuir, in 1918, derived a theory to model the kinetics of adsorption of a 

monolayer of gas on a surface.14,15 His model assumes that (i) the surface is homogenous, (ii) 

there are specific interaction sites on the surface, (iii) a site on the surface can only interact with 

one adsorbate, and (iv) there is no change in phase.16 These assumptions were conclusions drawn 

from Langmuir’s original work,17 where he measured the changes in properties of metals, such as 

catalytic ability, before and after exposure to a known amount of gas. Although this model has 

several inaccuracies, such as the neglect of multiple adsorbates binding to one surface site and 

the formation of multilayers,7 it is still utilized today to calculate surface coverage as a function 

of reaction kinetics.  
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One must consider the rate of adsorption at the gas-surface interaction to calculate the 

surface coverage by an adsorbate.14 The ratio of the rates of adsorption and desorption must 

reach unity at equilibrium and can be described by the equations 

𝑅𝑎𝑡𝑒!"#$%&'($) = 𝑘!  𝑝! 𝑆  (1) 

and 
 

 

𝑅𝑎𝑡𝑒!"#$%&'($) = 𝑘!    𝐴!"  (2) 

where 𝑘!  and 𝑘!are the rate constants for adsorption and desorption, respectively, 𝑝! is the 

partial pressure over the surface, 𝑆  is the concentration of unbound sites, and 𝐴!"  is the 

concentration of bound adsorbate. At equilibrium: 

!!"
!! !

= !!
!!
= 𝐾!"! .  (3) 

 

𝐾!!! , or the equilibrium constant, is commonly referred to as the Langmuir adsorption constant 𝛼, 

and is unique to a particular system. Assuming that the initial surface binding sites, or 𝑆!, is 

equal to 

𝑆! = 𝑆 + 𝐴!"  (4) 

Equation (3) becomes  

𝑆! = !!!!"  ! !!
!!"!   !!

𝐴!" . (5) 

 

The fraction of adsorbate bound to the surface at equilibrium over the total number of sites gives 

rise to 𝜽𝑨, or surface coverage, which can be expressed as  

𝜃! =
𝐴!"
𝑆!

=
𝐾!"!   𝑝!

1+ 𝐾!"!   𝑝!
=   

𝛼  𝑝!
1+   𝛼  𝑝!

  . 
(6) 
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This derivation shows that the coverage of a surface by a monolayer of gas molecules can 

be calculated by knowing the pressure and the equilibrium constant of adsorption, which is the 

ratio of adsorption and desorption rate constants. These rate constants are dependent upon the 

binding energy, which is the primary focus of this work. 

Other Models 

Brunauer, Emmett, and Teller, in a continuation of Langmuir’s work, proposed an 

extension to the monolayer model which would include the effect of weak intermolecular 

interactions that result in the formation of multilayers.18,19 Their kinetic model assumed that the 

same forces present as a gas condenses, such as hydrogen bonding and van der Waals forces, 

could result in the formation of multilayers.19,20 In a further attempt to accurately describe the 

adsorption kinetics, Kisliuk proposed a model which described the inhomogeneity of gas 

adsorption as a function of sticking probability and local surface environment.21,22  These models, 

while describing the kinetics of adsorption, do not describe the interaction between adsorbate and 

surface. To understand these interactions, it is important to know the nature of the intermolecular 

interaction.  

1.2.2. Intermolecular Interactions 

Intermolecular interactions, such as hydrogen bonding, occur as gas molecules approach a 

surface. In the gas-surface case, the strength and type of intermolecular interaction is dependent 

on the chemical nature of the adsorbate and surface. The chemical nature of the surface and 

adsorbate can be studied experimentally.3  
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While the bulk of the solid material does not play a significant role in the adsorption of gas 

molecules, the outermost layer provides binding sites with chemical environments that allow for 

adsorption.3,24 An example of how the surface characteristics influence adsorption is how rutile 

110 and rutile 011 TiO2 surfaces adsorb gaseous acetic acid differently under identical 

conditions.23 The index attached to rutile TiO2, or Miller notation, indicates the plane of the 

crystal lattice structure.25 The different electronic and spatial structures of the TiO2 crystals are 

shown in Figure 2. Both rutile 110 and 011 have five-coordinate titanium (Ti5c) atoms. However, 

in rutile 110, these Ti5c atoms are separated by three-coordinate oxygen atoms (O3c) which create 

‘openings’ that allow gas molecules to adsorb. The Ti5c atoms of rutile 011 are surrounded by 

two-coordinated oxygen (O2c) atoms in a bent geometry, which obscures the titanium atoms and 

decreases adsorption.26 The decrease in adsorption due to steric hindrance in rutile 011 is 

evidence of the surface characteristics’ impact on adsorption. 

1.2.2.1. Hydrogen Bonding Interaction and Surface Hydroxyl Density 

Experiments determined that certain CWAs interact with amorphous silica by hydrogen 

bonding to hydroxyl groups at the surface.4,7,27-29 The infrared data indicates that the hydrogen 

bonds between the surface and CWA cause red shifts of the surface’s hydroxyl stretching mode 

and result in large binding energies when compared to the hydrogen bond dimer in water. The 

fundamental nature of hydrogen bond and the hydrogen bond interaction between the adsorbates 

 
 

Figure 2. Models of TiO2 where Ti atoms are grey and O atoms are red. The chemical environments for rutile 110 (a) and rutile 
011 (b) TiO2 differ. Reprinted with permission from Tao, et al.23 Copyright 2011. American Chemical Society. 
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and the surface was probed in this research. 

The hydrogen bond was originally described the attraction between hydrogen and nitrogen, 

oxygen, or fluorine atom. However, The International Union for Pure and Applied Chemistry 

(IUPAC) currently defines the hydrogen bond as an interaction between a X-H moiety, where X 

is more electronegative than H, and another atom that is intramolecular or intermolecular where 

there is evidence of bond formation.30 Hydrogen bonds are the result of a combination of forces, 

including electrostatic forces, charge transfer, covalent binding, and dispersion forces between an 

X-H moiety and another atom.31-42 

 The hydrogen bonding interaction requires the consideration of more than one 

parameter, such as orbital overlap.30 First, convention makes the X-H moiety the hydrogen bond 

donor (HB-D). The hydrogen bond donor is drawn to the electron density on the hydrogen bond 

acceptor (A). The hydrogen bond acceptor is usually an electron rich environment, such as an 

atom with lone pair electrons. Simultaneously, the hydrogen bond acceptor donates electron 

density to the 𝜎∗ orbital on X-H and forms the hydrogen bond which in turn weakens the X-H 

bond. Research has shown that the smaller the energy difference between the lone pair electron 

orbital on the acceptor is to the energy of the 𝜎∗ orbital on X-H, the stronger the hydrogen 

bond.34,35,39,42 In addition, the acidity of the HB-D hydrogen atom influences the strength of the 

hydrogen bond. Gu et al.35 determined that the adsorption energy of the adsorbate-silica dimer 

will change linearly with the acidity of the donor, which was determined using natural bond 

order analysis and infrared spectroscopy. Another parameter that affects the hydrogen bonding 

strength is the proton affinity of the acceptor.31-33,36,39 Recent work has shown a correlation 

between the proton affinity and dissociation energy of the hydrogen-bonded complex.31,36,39 

Biswal, et al.32,33 concluded that the proton affinity of the acceptor, also computed through 
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natural bond order analysis, influenced the hydrogen bonding energy but did not correlate 

directly to frequency shifting of the donor hydroxyl stretch upon binding. The hydrogen bonding 

strength can also be related to the structure of the adsorbate and surface. 

The energy of adsorption is dependent on the characteristics of the adsorbate7,43 as well as 

those of the surface. In the case of amorphous silica, the density and type of hydroxyl groups on 

the surface affects the adsorption energy. On a silica surface, there are three types of hydroxyl 

groups; free or isolated, geminal, and vicinal.24,44 These groups, seen in Figure 3a, are in spatially 

and chemically different environments. Isolated silanol groups are located more than one —O—

Si—O— moiety from each other. In contrast, geminal silanol groups are located on the same 

silicon atom and vicinal silanol groups are located on neighboring silicon atoms. 

(a)  (b) 
Figure 3. (a) Types of hydroxyl groups on silica45 and (b) the structure of a silica cluster.7 Tan is silicon, white is hydrogen and 
red is oxygen. Reprinted from Colloids and Surfaces A,173, Zhuravlev, The surface chemistry of amorphous silica, Copyright 
2000, with permission from Elsevier. 

The density and type of hydroxyl groups on a silica surface depend on the external 

conditions to which the surface is exposed.24 For example, experimentalists utilize silica that has 

been annealed to high temperatures under ultra-high vacuum (UHV) conditions, which remove 

ambient gases.45 The exposure to high temperatures and a clean environment results in a surface 

that is primarily isolated hydroxyl groups, a model of which is seen in Figure 3b. In Table 1, the 
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silanol concentration dependence on treatment temperature is shown. These silanol 

concentrations can be determined by deuterium-exchange and infrared spectroscopy.45  

Table 1. The hydroxyl group density and their average distance on silica at various temperatures. Adapted with permission from 
Zhuravlev.45 Reprinted from Colloids and Surfaces A,173, Zhuravlev, The surface chemistry of amorphous silica, Copyright 2000, 
with permission from Elsevier. 

 
 

The strength of hydrogen bonding between organophosphorous agents and silica was 

recently studied as a function of hydroxyl density. In a recent paper by Taylor et al.,44 the authors 

compared previous theoretical binding energies to those determined by inverse gas 

chromatography. They proposed that the strength of the binding energy is a result of the type of 

silanol group, which suggests that strongest hydrogen bonds occur between CWAs and vicinal 

hydroxyls. They also determined that there was good agreement between theory and experiment 

for some organophosphorous CWAs and their mimics, but not all, and suggested additional 

research to probe hydrogen bonding interactions to determine the cause of the discrepancies. 

Quenneville et al.46 determined that changing the silanol density affects the amount of hydrogen 

bonding between organophosphorous CWAs and silica. They determined that high hydroxyl 

density resulted in primarily hydrogen bonding interactions. At lower hydroxyl densities, some 

mimics of Sarin covalently bind to the surface and undergo decomposition.46 The research 
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suggests that vicinal hydroxyl groups at a high density result in the strongest physisorption of 

organophosphorous CWAs to silica.  

Hydroxyl density has been shown to affect the hydrogen bonding interaction of CWAs 

with silica. Additional characterization of these interactions can be done using various  

experimental techniques, such as monitoring changes in the surface and adsorbate. 

1.2.2.2. Experimental Methods of Characterizing Gas-Surface Interactions 

Surface features and gas adsorption can be characterized experimentally with a variety of 

techniques. These techniques include infrared spectroscopy (IR), x-ray photoelectron 

spectroscopy (XPS), and temperature programmed desorption (TPD). Each of these techniques 

results in specific information that furthers insight into the system. 

Infrared Spectroscopy 

 

Figure 4. Gas-phase IR spectra of MDCP (top) and MDCP adsorbed on silica (bottom). Reprinted with permission from 
Wilmsmeyer, et al.7 Copyright 2013, American Chemical Society. 
 
 IR uses a compound’s structurally dependent ability to absorb infrared radiation to probe 

the vibrational modes. IR is used to determine the evolution of the adsorbate-surface interaction. 

This is done by monitoring the intensity of a vibrational mode of the surface or adsorbate as a 
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function of time. A surface vibrational mode that does not change upon exposure to the adsorbate 

is not involved in the adsorbate-surface interaction. However, a change in the mode’s intensity 

denotes a change in the environment47 which occurs when a gas molecule hydrogen bonds to a 

hydroxyl group in silica. The ‘free’ hydroxyl vibrational mode intensity decreases as hydrogen 

bonds form. This hydroxyl stretching mode shifts are shown in Figure 4 in the 3400-3800 cm-1 

region. 

 This technique was recently used to study the interaction of methyl 

dichloromethylphosphate (MDCP), a mimic of the CWA Sarin, with a silica surface.7 In Figure 

4, the peaks in the IR spectra of MDCP and MDCP on silica are labeled with the corresponding 

vibrational modes. The difference spectrum, bottom, indicates how the intensity of the 

vibrational modes change after exposure to adsorbate when compared to the background spectra 

of clean silica. The vibrational mode of free hydroxyls on clean silica is located at 3748 cm-1. 

The decrease in the free OH mode intensity in the difference spectrum is the result of the 

formation of hydrogen bonds between the surface hydroxyl groups and MDCP. The formation of 

these hydrogen bonds causes the intensity to increase in the bonded hydroxyl stretch around 

3400 cm-1. The red shift of the hydroxyl-stretching mode upon hydrogen binding is discussed in 

detail in Section 3.2.2. The spectra in Figure 4 are evidence of MDCP hydrogen bonding to a 

silica surface.  

X-Ray Photoelectron Spectroscopy 
 
 XPS is a surface-sensitive method that can identify the atoms present at the surface. In 

this technique, a surface is irradiated with x-rays and the energy of the resultant photoelectrons 

released from the surface is determined.48 The kinetic energy and peak ratios of these electrons 

are correlated to the element and atomic orbital from which they escaped. XPS can be performed 
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prior to and after the exposure of a surface to an adsorbate but is challenging to operate in real 

time during gas exposure.49,50  

 A recent application of XPS investigated the interaction of CWA mimics of mustard gas 

to an aminoferrocene surface for the purpose of CWA detection.51 Due to a shift in the nitrogen 

1s photoelectron energy of surface amino groups, it was determined that the CWAs interacted 

with the amino group. This was supported by the lack of shift in all other atoms in the 

aminoferrocene surface. It was confirmed that the mimics undergo hydrogen bonding to the 

surface amino groups by IR spectroscopy.  

Temperature Programmed Desorption  

TPD is used to probe activation energy of desorption and desorption products for reactions 

of molecules on surfaces. The surface, in UHV conditions to ensure cleanliness, is exposed to the 

gaseous adsorbate. Then, the adsorbate will desorb as the temperature is raised when it achieves 

the activation energy of desorption.4 The desorbed gas species is detected by a mass spectrometer 

and the resultant spectrum of desorption intensity versus temperature can be fit to a Redhead 

model to determine the binding energy.52 When raising the temperature the equation for 

temperature becomes 

𝑇 = 𝑇! + 𝛽𝑡 (7)  

where 𝑇 is the temperature, 𝑇! is the initial temperature, 𝑡 is the time and 𝛽 is a constant. The 

rate of desorption, 𝑟!, would depend on the fraction of the surface covered by the adsorbate, 𝜃!, 

which is expressed as 

𝑟! = − !"
!"
= 𝑘𝜃! . (8)  

The rate changes as a function of first order rate constant, 𝑘, and on the surface coverage. The 

rate constant is expressed as 
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𝑘 = 𝐴𝑒
!!!(!!)

!"  (9)  

where 𝐴 is a pre-exponential factor unique to the system, 𝐸! is the activation energy of 

desorption, and 𝑅 is the gas constant. Replacing 𝐴 with the common 𝑣!, the rearrangement of 

equations 7-9 gives rise to the Polyani-Wigner equation,4 

𝑟 = − !"
!"
= 𝑣! 𝜃!   𝜃!𝑒

!!! !!
!"   . 

(10) 

The pre-exponential factor and activation energy can be solved by fitting the desorption spectra 

(intensity versus temperature) of various surface coverages. 

Recent applications of TPD include the investigation of the interaction of CWA mimics on 

silica surfaces. The TPD results indicated that the activation energy of desorption for Sarin gas 

mimics are in the 40-60 kJ/mol range.7,29 Additionally, the mass spectrum of the desorption 

product confirmed the molecular integrity of the product, indicative of a non-destructive 

physisorption interaction. These TPD studies, in conjunction with IR data, concluded that 

physisorption by means of hydrogen bonding to surface hydroxyl groups was the primary 

intermolecular interaction for CWA and silica systems. 

IR, XPS, and TPD can be used to study the interactions of CWAs with common surfaces 

such as amorphous silica and metal oxides. 53-57  The Morris Group at Virginia Tech is currently 

employing these techniques to study the interaction of sulfur mustard gas to silica surfaces in 

UHV conditions. 

1.3. Chemical Warfare Agents 

Contemporary chemical warfare agents emerged during World War I.58 Sulfur mustard, a 

vesicant, was primarily dispersed as a gas, which would cause painful burns to exposed flesh. An 

estimated 70% of CWA fatalities in War World I are attributed to HD exposure.59 Despite an 
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international United Nations treaty signed in 1997,5 the threat of CWAs use has continued into 

modern times.  

1.3.1. Chemical Warfare Agents and Surfaces 

Decontamination and disposal procedures are outlined by the United States military to 

combat personal injury and exposure.6 For non-disposable materials, however, the interactions of 

CWAs require additional attention. Adsorption of CWAs to surfaces, such as glass, sand, and 

metal oxides, has garnered great interest in recent years.4,7-10,12,13,29,43,46,51,60-78 

1.3.2. Intermolecular Interactions of Chemical Warfare Agents 

On amorphous silica, CWAs adsorb primarily by hydrogen bonding to surface hydroxyl 

groups.4,7,13,29,44,46,67,72,75,79 On other surfaces such as metal oxide surfaces, which include 

TiO2,76,61,61 ∝-Fe2O3,66
 and Al2O3, 43,60,61 organophosphorous CWAs can adsorb and decompose. 

These decomposition reactions are dependent on the surface structure, degree of hydroxylation, 

and reaction temperature. At low temperatures, the molecular adsorption of organophosphorous 

agents is a result of hydrogen bonding between the phosphoryl oxygen atom and the silanol 

groups on silica or acidic portions on TiO2. At high temperatures, the phosphoryl oxygen 

undergoes chemisorption to TiO2 and decomposition occurs.9  Similar adsorption characteristics 

were seen on other metal oxides, such as silver74,80 and yttrium8 oxide nanoparticles. While 

physisorption was evident on a variety of metal oxide surfaces, the type and strength of these 

interactions is surface and adsorbate specific. 

1.3.2.1. Binding Domains on Chemical Warfare Agents and Mimics 

The chemical and physical structure of CWAs impacts the strength of binding to the 

surface. For example, the conformation of a CWA has been determined to affect the binding 

energy. In the investigation of organophosphorous CWAs, multiple conformations were 
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explored for each species using electronic structure calculations.11,72,75 The lowest-energy 

structure was then used to identify the electron-rich groups of the mimic that could act as 

hydrogen-bond acceptors.75  

 

 

Figure 5. Hydrogen bond accepting atoms of Sarin, including the sp2 hybridized oxygen atom of the phosphoryl group, the sp3 
hybridized oxygen atom of the alkyoxy group, and the sp3 hybridized Fluorine atom. 

In the Sarin molecule, there are three hydrogen bond donating groups, identified in Figure 

5, including the sp2-hybridized oxygen, the sp3-hybridized oxygen and the halogen atom. Ab 

initio calculations indicated that the binding energies to a silica cluster of these three hydrogen-

bond acceptors followed the trend: sp2 oxygen > sp3 oxygen > fluorine atom.7,44,75 In Sarin, a 

hydrogen bond to the sp2–oxygen atom was found to be ~1.7 times stronger than to the sp3–O 

atom.7 This suggests that the majority of the binding would involve the sp2–oxygen atom. The 

binding energy of the sp2–O atom-silica dimer was calculated as 8.90 kcal/mol at the MP2/cc-

pVTZ level.75 These interactions are much stronger than the hydrogen bond present in the water 

dimer, roughly 5 kcal/mol. 81 This may be due to larger dipoles on the hydrogen bond acceptors 

and donors in the CWAs and silica than in water,82 or dispersion forces between the agent and 

the surface increasing stabilization and therefore binding energy.  

In the case of bidentate hydrogen bonding, the adsorbate accepts two hydrogen bonds. 

Bidentate binding may happen on high-silanol-density surfaces where hydroxyl groups are in 
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close proximity. Bidentate interactions can include one or two hydrogen-bond acceptors on the 

adsorbate.7,67,44  The majority of bidentate binding occurs through two bonds to the sp2–oxygen, 

but can occur through the sp2– and sp3–oxygen atoms, or the sp3–O and halogen atom.43 

Monodentate and bidentate binding of Sarin to silica is seen in Figure 6. 

 
Figure 6. The (a) monodentate binding and bidentate binding of Sarin to the silica cluster through (b) the sp2-O or (c) the sp2-O 
and sp3-O with the hydrogen bond distance in angstroms. Adapted with permission from Troya, et al.7  Copyright 2013 American 
Chemical Society. 
 

Less toxic mimics can be employed to investigate the functional portions of the active 

agents while reducing the risk to the experimentalist. These mimics must be tested to ensure that 

they are suitable replacements for the active agents.43,83 For Sarin gas, common mimics include 

methyl dichlorophosphate (MDCP), dimethyl chlorophosphate (DMCP), trimethyl phosphate 

(TMP), diisopropyl methylphosphonate (DIMP), and dimethyl methylphosphonate 

(DMMP).13,7,84 Figure 7 shows the mimics structures, which retain the P=O and P-O-R moieties 

of the parent molecule while altering other functionalities.  
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Figure 7. Sarin and its five mimics with Mulliken charges calculated at MP2/cc-pVQZ//6-31G*, where green is chlorine, blue is 
fluorine, yellow is phosphorous, tan is carbon, red is oxygen and hydrogen is white. Adapted with permission from Troya, et al.7  
Copyright 2013 American Chemical Society. 

In a laboratory setting where safety is paramount, the suitability of these mimics is tested 

against data for the active agents. For example, the analysis of the Mulliken charges, or 

calculated atomic charges, for the sp2 hybridized oxygen atoms shows that the charge on the 

Sarin gas sp2-oxygen falls between those of DMCP and TMP at the MP2/cc-pVQZ//6-31G* 

level.7 Comparing the Mulliken charges on the sp2 oxygen to the measured activation energy of 

desorption shows a positive linear correlation (Figure 8), which suggests that the charge on the 

sp2 hybridized oxygen atom may influence the strength of the adsorption to silica. 

 
Figure 8. Mulliken charges on the sp2 oxygen atom in Sarin mimics versus desorption energy on silica surface completed in 
UHV. Reprinted with permission from Wilmsmeyer, et al.4 Copyright 2012. American Chemical Society. 
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 In addition to nerve agents like Sarin and Soman, blister agents, such as mustard gas 

(HD), also interact with organic,84,85 metal,12 and metal oxide surfaces.13,69,86 While the kinetics of 

diffusion and reduction of these gases on surfaces are well studied,87 the interaction mechanism 

is not as thoroughly understood. In a paper by Kanyi et al.,68 the interaction of HD and zeolites 

was studied. It was concluded that exposure of these metal-oxide surfaces to mustard gas and its 

simulants resulted in dehalogenation and much less toxic products.88 A proposed mechanism for 

photocatalytic degradation of HD on TiO2 included the formation of a metal-gas bond and 

radical bond breakage.10,88 Investigation of HD and mimics, shown in Figure 9, on TiO2/SiO2 

determined that adsorption on TiO2 results in similar decomposition reactions, where Ti-O-

adsorbate bonds were formed.10,73 Similar results were seen on MgO.77 Major decomposition 

products included ethylene, carbon monoxide, and sulfur dioxide. There was no evidence of 

decomposition on SiO2. Instead, the experiment showed evidence that hydrogen bonds were 

formed between the sulfur and chlorine atoms and silanol surface groups.71 These hydrogen-

bonding interactions are the primary focus of this thesis. 

 

Figure 9. Structure of (a) mustard gas and its mimics (b) chlorobutane, (c) diethyl sulfide, and (d) 2-chloroethyl ethyl sulfide. 
Carbon is tan, hydrogen is white, chlorine is green and sulfur is yellow. 
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1.4. Application of Theory 

Current computational research involves investigating the adsorption of CWAs to silica 

in an effort to probe the interaction of these adsorbates with a common surface. In the 

calculations, amorphous silica surfaces are approximated with a single silanol molecule or by a 

cluster. Use of a single hydrogen-bond donor on the surface excludes bidentate binding, which 

may be part of future research. Previous work4,7,29,44,46,75 has successfully helped interpret of 

organophosphorous agents to silica. Ongoing research focuses on mustard gas and its mimics.  

The mimics of mustard gas used in calculations and experiments are chloroalkanes, 

diethyl sulfide (DES), and 2-chloroethylethyl sulfide (2-CEES).  These mimics were chosen to 

isolate binding domains and to determine how the interaction potential changes with the 

chemical structure of the adsorbate. The mimics were characterized using electronic structure 

calculations with the Gaussian 09 software89  and are shown in Figure 9.  

Investigating the interactions at gas-surface interfaces requires in-depth knowledge of the 

chemical and physical structure of both the surface and adsorbate molecule. This can be 

accomplished through experimental methods including IR and TPD. The mechanism of the 

adsorption can be determined through theoretical methods and supported by experimental 

evidence. The interactions of these toxic gases and their mimics with common materials such as 

silica can be probed safely using theoretical methods.  
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Chapter 2- Theoretical Basis and Methods 

2.1. Theoretical Methods  
 
 Quantum mechanical theory determines atomic and molecular properties by solving the 

Schrödinger equation. Computational methods have been derived to solve the mathematics 

involved in the Schrödinger equation. These computational methods can help investigate the 

chemical properties, experimental observables, reactions, and mechanisms of a system. This 

includes systems that may not be easily obtainable or safe in a wet laboratory, such as chemical 

warfare agents.  

 Computational results, benchmarked by experimental evidence, can give new insight into 

a system.90 The solution of the time-independent electronic Schrödinger equation can provide 

details about properties ranging from the energy of a given molecular structure to the frequencies 

of molecular vibrations and beyond.91 In this work, the major focus is to understand the 

interaction and binding energy of CWAs on silica surfaces. The most accurate molecular 

energies are reached using methods that solve the electronic Schrödinger equation. 

The Schrödinger equation describes how the observable properties can be predicted by 

knowing the nature of the wave function of the system.  The Hamiltonian operator, 𝐻, operates 

on a wave function, Ψ, to return a value of energy, E,91 and is mathematically described as 

𝐻  Ψ = E  Ψ. (11) 

A wave function describes all the attributes of a particle in space.92 The integral of a real wave 

function squared over a given volume provides the probability of finding that particle in that 

volume. The complicated nature of most wave functions requires simplification to be useful. The 

Born-Oppenheimer approximation suggests that a molecule’s nuclear contribution to the kinetic 

energy can be separated from that of the electrons’ contribution. This is the result of the protons’ 
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mass, which is roughly 1800 times larger than of an electron, and therefore move much slower.91 

This approximation allows the wave function to be broken into two components, the nuclear 

term and the electronic term, described by 

Ψ!"!#$ =   𝜓!"#$%&' + 𝜓!"!#$%&'(# . (12) 

The Hamiltonian Operator contains kinetic and potential terms that describe the nuclei and 

electrons in a molecular system. The Hamiltonian Operator is written as 

𝐻 =   𝑇 + 𝑉 (13) 

where 𝑇 is the kinetic term and 𝑉 is the potential term. The kinetic term, dependent only on the 

mass and velocity of the particles in the system, is simpler than the potential. The potential 

energy term in a many electron system such as a molecule must account for all the attraction and 

repulsion of all charged particles. Due to these numerous interactions, the many-electron systems 

are not analytically solvable.90 Using these concepts, various methods try to solve the 

Schrödinger equation mathematically for many electron systems. 

2.1.1. Hartree Fock 
 

The Hartree Fock method approximates many electron wave functions as a single Slater 

determinant of one-electron orbitals. A Slater determinant is a determinant of a matrix which 

accounts for the interchangeability of electrons in an orbital due to the anti-symmetry principle.91 

Use of Slater determinants accounts for exchange effects. Exchange effects are so called because 

the interchange of two electrons spin and position in a system affects the sign of the wave 

function.93 This interchangeability arrives from the inability to distinguish electrons in a 

molecule. The one-electron Fock wave function is described as 

𝐹!𝜑! 𝑟 = 𝜀!𝜑! 𝑟  (14) 
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where 𝜑! is the one electron wave function called the Hartree Fock orbital,  𝜀! is the eigenvalue 

for the energy, and 𝐹! is the one electron Fock operator.94 The Fock operator can be written as 

𝐹! =   ℎ! +    [2𝐽!(𝑖)− 𝐾!
!

(𝑖)] (15) 

where ℎ! is the  one-electron Hamiltonian,  𝐽!(𝑖) is the Coulombic potential and 𝐾!(𝑖) is the 

exchange interaction between electrons  𝑖 and 𝑗. 

The Hartree Fock method is an ab initio and self-consistent field method. Ab initio, or 

Latin for “from the beginning”, is a method which does not require the input of experimentally 

determined fitting parameters. The nuclear positions, types of particles present, and a basis set to 

define the wave function are all that are needed to describe the system.91 Basis sets are described 

in detail below. The self-consistent field method takes the initial input coordinates and creates an 

initial ‘guess’ density matrix that approximates the orbitals, which is then used to solve the 

secular Fock equations. The resulting orbital matrix is compared to the initial orbital matrix. If 

the differences between matrices are larger than the prescribed convergence criteria, the new 

matrix is used in place of the initial and the steps repeated. The iterative process is continued 

until the matrices reach consistency with the convergence criteria.91 

While the Hartree Fock method does well at accounting for the exchange portion of the 

molecular picture, it ignores the electron correlation. The electron correlation, or instantaneous 

interaction between electrons in a system, is an important contribution to the system energy. A 

more accurate picture of the molecular energy includes electron correlations. 

2.1.2. Density Functional Theory 
 

Kohn and Sham95 added a correction to the variational Hartree-Fock method to account 

for electron correlation. Density functional theory, or DFT, is another method for solving the 
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Schrödinger equation. Instead of describing the electrons in a system as a wave function, the 

system is initially described in terms of electron density, 𝜌.91 The functional form for the energy 

as it depends on the uniform electron density is given as 

𝐸 𝜌 𝒓 =   𝑇!" 𝜌 𝒓 + 𝑉!" 𝜌 𝒓 + 𝑉!! 𝜌 𝒓 + Δ𝑇 𝜌 𝒓 + Δ𝑉!! 𝜌 𝒓  (16) 

where 𝜌 𝒓   is the electron density as a function of distance, 𝑇!" is HF kinetic term, 𝑉!" is 

potential energy between the nucleus and an electron, 𝑉!! is the potential between two electrons, 

Δ𝑇 accounts for the change in kinetic energy due to the interacting nature of the electrons and 

Δ𝑉!!   is a correction for the non-classical potential due to electron-electron repulsion. The last two 

terms give rise to the exchange and correlation corrections to the energy. The energy of the 

exchange and correlation accounts for all electron repulsion in a fully interacting system and is 

expressed as  

𝐸!" 𝜌 𝒓 = Δ𝑇 𝜌 𝒓 + Δ𝑉!! 𝜌 𝒓 = 𝜌 𝒓 𝜀!" 𝜌 𝒓 𝑑𝒓 (17) 

where 𝜀!" is the sum of individual exchange and correlation contributions for each electron. 91 

The energy of just the exchange is written as 

𝜀! 𝜌 𝒓 = − !!
!

!
!

!
! 𝜌

!
!(𝒓)  

(18) 

where 𝛼  is the Slater exchange coefficient and the energy of the correlation is written as 

𝜀!! 𝑟! =
𝐴
2

ln
𝑟!

𝑟! + 𝑏 𝑟! + 𝑐
+

2𝑏
4𝑐 − 𝑏!

tan!!
4𝑐 − 𝑏!

2 𝑟! + 𝑏
−

𝑏𝑥!
𝑥!! + 𝑏𝑥! + 𝑐

ln
𝑟! − 𝑥!

!

𝑟! + 𝑏 𝑟! + 𝑏
+
2(𝑏 + 2𝑥!)
4𝑐 − 𝑏!

tan!!
4𝑐 − 𝑏!

2 𝑟! + 𝑏

 

   (19) 

where 𝐴, 𝑏, 𝑐, and 𝑥 are fitting parameters and 𝑟! is the effective radius.96 The model above is 

only applicable for uniform electron densities, not found in most systems. For non-homogenous 

systems, DFT would give an exact molecular energy picture if the exact density functional were 
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known. In order to account for the inhomogeneity of the electron density in a molecule, 

additional approximations are used. These include local density approximations (LDAs) and 

general gradient approximations (GGAs).  

 LDAs calculate the correlation energy at a position as the function of the density at the 

point. This requires, however, that the densities are uniform over all space. This is not consistent 

with known orbital boundaries, whose density is inhomogeneous and taper off at large distances 

from the nucleus. GGAs correct for asymptotic long-range electron densities.91  

Local spin density approximations (LSDAs) are required for open-shell systems that 

incorporate spin polarization. The energy of electron exchange is then expressed as 

𝐸!"!"#$ 𝜌! ,𝜌! = 𝑝 𝑟 𝜀!" 𝜌! ,𝜌! 𝑑𝑟 
 

(20) 

where  𝜌! and 𝜌!  are the electron densities of electrons with  𝛼 and 𝛽 spin, respectively.97  

DFT calculations include corrections for the correlation to the Hartree-Fock method and 

scale as N3, where N is the number of basis functions and is two orders of magnitude faster 

scaling than MP2 with system size.91 Many density functionals exist that include additional 

improvements to obtain more accurate results for a variety of systems. The functionals chosen 

for this project were B3LYP, B97D, and wB97XD. Some of these functionals were found to be 

particularly useful when describing the interactions between CWA and silica surface models.  

B3LYP 
The B3LYP density functional method is a hybrid functional that is commonly used in 

computational work and has broad applications.98 In this research, B3LYP was initially used. B3 

indicates the use of the Becke 3 parameter functional, which weights the contributions of 

exchange and correlation energies from the Becke 88 density functional method,99 LSDA, HF, 
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and the GGA named after Lee, Yang, and Parr (LYP).100 The equation for the B3LYP exchange 

and correlation energy is 

𝐸!"!!!"# = 1− 𝑎 𝐸!!"#$ + 𝑎𝐸!!" +   𝑏Δ𝐸!! + 1− 𝑐 𝐸!!"#$ + 𝑐𝐸!!"# (21) 

where 𝑎, 𝑏, and 𝑐 are equal to 0.20, 0.72, and 0.81, respectively. These parameters were 

empirically chosen. The LYP GGA functional contains four additional fitting parameters, fit to 

Helium data. The LYP correlation energy takes the form 

𝐸! = −4𝑎
𝜌!!" 𝑟, 𝑟
𝜌 𝑟

1+ 𝑏𝜌 𝑟 !!/! ∇!!𝜌!!" 𝑟, 𝑠 !!!𝑒!!!
!!!(!)

1+ 𝑑𝜌 𝑟 !!/! 𝑑𝑟 
(22) 

where 𝜌!!"is the second-order Hartree Fock density matrix and 𝑎, 𝑏, 𝑐, and 𝑑 are equal 0.049, 

0.132, 0.2533, and 0.329, respectively.101 The Lee, Yang, and Parr corrections account for self-

interaction error, or the inclusion of the interaction of one electron with itself.96 

B97D 

 The B97D functional was selected due to its treatment of long-range dispersion 

interactions, which are present in the CWA-surface system.102 B97D has proven to consistently 

account for van der Waals interactions as a result of a corrected gradient functional and the 

inclusion of an empirical dispersion term.103 B97D calculates the energy of a system including 

dispersion interactions, 𝐸!"#!!, as 

𝐸!"#!! =   𝐸!"!!"# + 𝐸!"#$ (23) 

which includes the Kohn-Sham energy, 𝐸!"!!"#, and the energy dispersion interactions, 𝐸!"#$. 

The energy of the dispersion interaction is then calculated as 

𝐸!"#$ =   −𝑠!   
!!"!!

!!!

𝐶!
!"

𝑅!"!

!!"

!!!!!

𝑓!"# 𝑅!"  
(24) 



   

	   26 

where 𝑠! is a scaling factor, 𝐶!
!" is the dispersion coefficient for the atoms 𝑖 and 𝑗, 𝑅!"!  is the inter-

atomic distance between atoms 𝑖 and 𝑗, and 𝑓!"# 𝑅!"  is a damping function. The damping 

function’s form is  

𝑓!"# 𝑅!" =
1

1+ 𝑒!!
!!"
!!
!!

 
(25) 

where 𝑅! is the sum of the van der Waals radii for atoms 𝑖 and 𝑗. This form of the damping 

function corrects the potential energy surface at small atomic distances. This can be seen in 

Figure 10. 

 
Figure 10. Dispersion energy diagram of a Neon dimer where the undamped function is an example of B3LYP, the Wu-
Yang(d=20) is an example of B97D, and the present work is an example of wB97XD where the non-linear parameter has been 
varied. Reproduced Chai, et al. 104   with permission of The Royal Society of Chemistry. 
 
ωB97X-D 

 ωB97X-D is similar to B97D and includes corrections for long-range dispersion forces. 

The damping function takes on a different form 

𝑓!"# 𝑅!" =
1

1+ 𝑎(!!"
!!
)!!"

 
(26) 
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where 𝑎 is non-linear parameter for the control of dispersion interaction strength.104 This 

correction is different from that in the B97D functional because it corrects for the divergence 

seen at smaller inter-atomic distances, as seen in Figure 10. 

 For the chemical warfare agent and silica surface system, B97D and wB97XD were used 

to capture the dispersion forces present between the atoms of HD, 2-CEES, and DES and the 

oxygen atoms at the surface. The differences between B97D, ωB97X-D, and B3LYP results will 

be described in the Chapter 3. 

2.1.3. Basis Sets 
 

A basis set is a mathematical attempt to describe a molecular orbital in terms of 

functions.  Within HF, the larger the basis set, the more comprehensive the approximation and 

the closer it is to approximating the HF limit. Beyond a hydrogen-like state, describing molecular 

orbitals as linear combinations of atomic orbitals or LCAOs becomes tedious.91 Two types of 

orbitals, Slater-type orbitals (STOs) and Gaussian-type orbitals (GTOs), are typically used to 

describe molecular orbitals. STOs are more computationally expensive than GTOs. STOs have 

an exponential form of 𝑒!! while GTOs have the Gaussian form of 𝑒!!!. The difference between 

the two types of orbitals can be seen in Figure 11. Linear combinations of primitive GTOs are 

used to approximate the radial shape of STOs. The linear combinations of GTOs are better 

representations of the cusp of the wave function at r=0, seen in Figure 11.  The combinations are 

referred to as a contracted basis function and are sometimes given the form STO-MG, where M 

is the number of primitive Gaussians in the contracted function. Compromising accuracy and 

speed, the typical number utilized is three.  
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Figure 11. The shape of Slater-type orbital wave function in red and Gaussian-type orbital wave function in green. 
 

Single-ζ, double-ζ, triple-ζ, and so forth are used to describe basis sets where there are 

one or more functions describing one orbital. Single-ζ would have one function, double-ζ would 

have two and so on.  Additionally, split-valence refers to the treatment of core orbitals separately 

from the valence orbitals. The core orbitals can be described using a contracted Gaussian while 

the valence electrons may be described by multiple functions. This is logically and chemically 

sound, as the contracted and full core orbitals change very little in regards to the external 

chemical environment. An example of common nomenclature used for split-valence basis sets 

includes 6-311G, where the first number indicates the number of primitive Gaussians used to 

describe the core orbitals and the numbers after the hyphen describe the number of primitive 

Gaussians used to describe the valence orbitals. One number after the hyphen is a single-ζ, two 

represents a double-ζ, and so on.  In the 6-311G example, the valence electrons are a linear 

combination of 3 functions, the first function being a linear combination of 3 GTOs, the second a 

single GTO, and the last also being a single GTO. Correlation consistent and polarized split 

valence multi-zeta basis sets are written as cc-pVXZ where X is D for double, T for triple, and so 

on. Correlation consistent basis sets include all the basis functions calculated by Hartree Fock 

theory and additional basis functions that account for single and double excitations from the state 

specified for the system, such as the ground state.105 An example of this is in the cc-pVTZ basis 
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set for a ground state carbon atom, where an additional 4s, 3p, 2d and 1f functions are added to 

the those calculated by Hartree-Fock theory.106 

Another type of function added to basis sets are polarization functions, shown as the ‘p’ 

in cc-pVTZ or as an asterisk (*) in 6-31G* notation. These functions help bridge the gap 

between atomic orbitals and basis sets for molecular orbitals. The polarization function adds an 

additional orbital one angular quantum number higher than that for the valence shell of the atom 

for which it is prescribed. This is equivalent to including p-orbitals on a hydrogen atom and a d-

orbital on oxygen. To add additional accuracy, diffuse functions are utilized to characterize the 

electron density of loosely bound species. These functions are represented as a plus sign (+) as in 

6-31+G* or as an abbreviation of the word augmented in aug-cc-pVTZ.  

In an effort to approximate an infinitely large basis set, molecular energies can be 

extrapolated to the completed basis set limit. Dual-level calculations, where geometries 

optimized at a lower level of theory are using to obtain molecular energies at higher levels, were 

used in this research.  B97D/6-31G** optimized geometries were used as input geometries for 

molecular energy MP2/cc-pVTZ and MP2/cc-pVQZ calculations. The correlation energy at the 

complete basis set limit,  𝐸!"#!"##, can be calculated as a function of these molecular energies by the 

following equation 

𝐸!"#!"## =
3!

3! − 2!
𝐸!!"## −

2!

3! − 2!
𝐸!!"## 

(27) 

where 𝛽 is a fitting parameter with a value of 2.2 for MP2 calculations, and 𝐸!!"## and 𝐸!!"## 

refer to the MP2/cc-pVTZ and cc-pVQZ correlation energies, respectively.107 This method was 

used in this research to calculate the energies of all complexes to the complete basis set limit. 

These basis sets and computational methods are the foundation for the molecular modeling of the 

electronic structure calculations in this research. 
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2.2. Applications and Job Types 

 Applying computational chemistry involves the implementation of many types of jobs of 

varying computational demand. Specifying a particular job type or series of job types and basis 

set returns detailed results, from molecular geometries to electrostatic potentials. Additional 

theoretical tools, such as dihedral scans, can be used to alter the job types to get further insight 

into the studied system.109 In this research, the first step was the geometry optimization of all 

adsorbates and surfaces models. 

2.2.1. Geometry Optimization 

 Geometry optimizations result in the conversion of an initial or guess geometry to an 

energy minimized geometry. The method used to conduct geometry optimizations in Gaussian 

0989 is “Berny’s algorithm”109 created by Bernard Schlegel.110 An initial Hessian (H) matrix is 

constructed by determining of the force constants for the initial geometry. With the exception of 

the initial Hessian, the Hessian is normally computed as the second derivative of the electronic 

energy with respect to atomic position.111  

 

 
(a) (b) 

Figure 12. (a) Optimization scheme used in Gaussian 09 based on Bernard Schlegel’s algorithm.  Adapted from B. Civalleri.108 
(b) Potential energy surface diagram where the straight red-dashed line indicates the slope of the line or the vibration at a point 
and the curved red dashed line indicates the vibrational direction from the center point. 
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This geometry optimization process is outlined in Figure 12(a) and continues until the 

atomic distances and changes in the Hessian matrix reach convergence with a set of arbitrary 

criteria. The new geometry is an energy minimum. In Figure 12(b), a model potential energy 

surface is shown. If an initial geometry guess is equivalent to a peak, the optimization occurs and 

the energy gradient decreases until the slope of the line is zero. The slope of the line, represented 

as a straight red-dashed line in Figure 12(b), is zero at minimum and maximum and non-zero at 

all other geometries and is analogous to the energy gradient. 

 A geometry optimization results in a minimum energy atomic conformation. In order to 

determine additional information, other calculations can be performed to the optimized 

geometry. Frequency calculations determine if the optimized geometry is a local minimum by 

determining the vibrational modes associated with the complex.  

2.2.1.1. Frequency Calculations 

 In this work, when an optimized geometry is located, that geometry is used to solve for 

the force constants and vibrational modes. All the frequencies for this research are in the IR 

spectrum though Raman spectroscopy frequencies, and the intensities can also be calculated.109 

Frequency calculations begin with mass-weighting the Hessian matrix of an optimized geometry 

of system.112 This mass weighted Hessian is then transformed into an internal coordinate system 

that includes information on the inertia and rotational axes of the system. The diagonalization of 

the Hessian matrix returns eigenvalues which are used as force constants. The non-mass 

weighted force constants, 𝑘!, are converted to frequencies by the classical equation 

𝑣! =   
1
2𝜋

𝑘!
𝜇!

 
(28) 
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where 𝑣! is the frequency and 𝜇! is the reduced mass. The frequencies of the optimized structure 

of the system give additional insight into the system. If the system returns all positive values for 

frequencies, it is said to be in a local minimum on the potential energy surface. In Figure 12(b), 

this is seen as the bottom of the well. At the bottom of the well, all frequencies must be positive. 

If a single imaginary frequency is returned, the optimized geometry corresponds to a transition 

state. This is seen in Figure 12(b) as the top of the peak, where the curved dash line indicates an 

imaginary frequency. More than one imaginary frequency likely means that the returned 

geometry is a higher-ordered transition state or saddle point and additional optimization is 

needed. In this work, if an imaginary frequency was returned from the calculation, the geometry 

would be altered in the direction of the vibration and a new geometry optimization would be 

carried out. 

2.2.2. Basis Set Superposition Error 

In this research, the binding energy between the adsorbate and the surface model is 

calculated as the energy difference between the reactants and the product complex. In the case of 

HD on a silica cluster model, the energy of adsorption (𝐸!"#) would be calculated as  

𝐸!"# = 𝐸!"#$%&' − 𝐸!"#$%&!'( + 𝐸!"#$%&'  
 

(29) 

where 𝐸!"#$%&' is the electronic energy of the adsorbate/surface complex,  𝐸!"#$%&!'( is the 

energy of the adsorbate and 𝐸!"#$%&' is the energy of surface. This approach, however, neglects 

basis set superposition error or BSSE.  

BSSE is the result of a computational method in which a molecule ‘borrows’ basis 

functions from atoms in a neighboring molecule in an effort to more accurately describe an atom 

with a larger basis set. This delocalization of basis functions affects the 𝐸!"#$%&' term, since the 

intermolecular borrowing of orbitals is not an accurate description of the system for a particular 
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basis set. To arrive at a more accurate 𝐸!"#$%&' term for a particular basis set, the counterpoise 

corrected method for calculating BSSE is employed in this research.113  

The counterpoise corrected interaction energy of the complex, Δ𝐸!"#, could be calculated 

as  

Δ𝐸!"# = 𝐸!!! − 𝐸! − 𝐸! − Δ𝐸! (30) 

where 𝐸!!! is the complex of reactants A and B with delocalized basis sets, 𝐸! and 𝐸! are the 

energies of the reactants A and B at infinite separation, and Δ𝐸! is the counterpoise correction.114 

The counterpoise correction is computed as  

Δ𝐸! =    𝐸!! − 𝐸! + 𝐸!! − 𝐸!  (31) 

where the 𝐸!! and 𝐸!! are the energies of reactants A and B, respectively, where the 

delocalization of the basis sets has been allowed in the calculation of the reactant energy.115 This 

counterpoise corrected method to remove BSSE was selected for this research as it has been 

shown to more accurately calculate the binding energy in hydrogen bonding systems.116  

2.2.3. Population Analysis 

The molecular orbitals and charge density assigned to each reactant and product complex 

are analyzed using full population analysis.117 Mulliken’s method for population analysis was 

used to assign electronic and charge density to each atom in each molecule studied.  

Mulliken Charge Analysis 

Mulliken determined that partial charges could be assigned to a single atom by a linear 

combination of atomic orbitals (LCAO).118 These LCAOs can then be used to describe the 

molecular orbitals. In order to obtain the partial charge on an atom in a molecule, the electronic 

charge population of that atom must be determined. The population is dependent, 𝑷!"(𝑟), on the 
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basis set, 𝛼, the atomic orbital, 𝛽, and the distance from the nucleus, 𝑟. Knowing the electronic 

charge population and the atomic number, 𝑍!, the partial charge can be calculated as 

𝑞! = 𝑍! − 𝑷!"(𝑟)𝑑𝑟. (32) 

 Partial charges are used in this research to qualitatively discuss observed trends. 

Additionally, the population of specified molecular orbitals can be calculated using LCAOs. The 

charge and orbital densities can be used in conjunction with Molecular Orbital (MO) theory to 

give further insight into the system. 

2.2.3.1. Molecular Orbital Theory 

Molecular Orbital theory is an expansion of atomic orbital theory where atomic orbitals 

of neighboring atoms overlap to form new MOs. The MOs give a picture of the orbital shape, 

energy, and charge density.119 In this work, the MOs were calculated and used to explain trends 

in hydroxyl-stretching modes.  

 
Figure 13. MO diagram of the HOMO and LUMO of 2-CEES determined at B97D/6-31G**. In this figure, chlorine atoms are 
green, carbon atoms are grey, hydrogen atoms are white, and sulfur atoms are yellow. 
	  

Interactions primarily occur between frontier orbitals of molecules.120 Although other 

occupied and unoccupied orbitals exist, the frontier orbitals include the highest occupied 

molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO). In Figure 13, the 
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HOMO and LUMO of 2-CEES were determined at B97D/6-31G**. Two possible hydrogen 

bonding accepting domains exist in 2-CEES, the lone pair electrons on the chlorine and sulfur 

atoms. In the HOMO, there is large orbital density around the sulfur atom and very little to no 

orbital density around the chlorine atom. The opposite is true in the LUMO. This information on 

the frontier orbitals will be used later to discuss the differences between the hydrogen bonding 

domains of 2-CEES and HD. 

In addition to the location of orbital density, the orbital energy plays a major role in 

interaction strength. In some intermolecular interactions, the HOMO of one molecule will donate 

electron density into the LUMO of another molecule. This donation requires that the orbitals be 

close enough in energy to share electrons. The strength of this interaction is proportional to the 

orbital overlap and indirectly proportional to the difference in orbital energy.121 Therefore, if the 

difference in orbital energy of the HOMO and LUMO is small, the interaction energy should be 

large, assuming sufficient orbital overlap.  These ideas and molecular orbitals allow for the 

drawing of qualitative conclusions about interaction energies.  
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Chapter 3- Results and Discussion 

The adsorption of sulfur mustard and its mimics to amorphous silica was studied using 

computational methods. The adsorbate conformation, adsorbate-surface structure, binding 

energy, vibrational information, and molecular orbital energies were determined for each mimic 

and surface system in order to develop a comprehensive understanding of the hydrogen binding 

interaction characteristics, include electrostatics and charge transfer contributions.  

3.1. Results  

Sulfur mustard has two possible hydrogen-bond acceptors that can interact with the 

hydroxyl groups of a silica surface, the chlorine atoms and the sulfur atom. The traditional 

portrayal of HD, a C2v point group molecule, has the chlorine atoms in isoelectronic 

environments. A more stable confirmation of HD was discovered serendipitously while 

investigating the traditional an d higher energy C2v conformer to a silica cluster. This lower 

energy conformer also has the chlorine atoms in identical environments and has C2v symmetry.  

It was determined at B97D/6-31G** that the bent C2v conformer was 3.53 kcal/mol lower in 

 
Figure 14. Conformers of HD and 2-CEES, including their relative energies in kcal/mol and the structures of DES and 
chlorobutane calculated at the B97D/6-31G** level of theory. 
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energy than the planar C2v version of the molecule. This new conformer was called the 2-gauche 

conformer, due to the gauche defect around a carbon-sulfur bond when viewed as a Newman 

projection. These conformers are illustrated in Figure 14. 

The same 2-gauche defect in the 2-CEES molecule results in an energy that is 2.93 

kcal/mol lower than the planar conformation. Additionally, a third stable conformer was located 

during the investigation of the energetics of this molecule. The lowest energy conformer, seen on 

the left side of Figure 14, was named to the 2-gauche 2-CEES molecule due to the gauche defect 

around the sulfur-carbon bond. The third stable conformer, seen in the middle, was named the 

gauche conformer, due to the defect seen around the carbon-carbon bond of the 2-chloroethyl 

group that neighbors the sulfur. This conformer was determined to be 0.63 kcal/mol higher in 

energy than that of 2-gauche 2-CEES molecule. The 2-gauche and gauche defects were imposed 

upon the DES molecule but were determined to be unstable. The lowest energy conformers of 

each adsorbate were used in all dimer calculations. With an understanding of the energy and 

adsorbate conformations, various silica models were chosen to maximize computational 

efficiency while retaining an adequate representation of the surface. 

3.1.1. Silica and DES 
 
 Multiple surface models were utilized extensively in this research. The first model used 

was the single silanol molecule (H3SiO—H) in Figure 15a, which was primarily used to capture 

hydrogen-bonding energy trends. Next, a cluster model was used as more extensive 

representation of the surface and to capture dispersion forces, or instanteous dipole-induced 

dipole interactions, between the adsorbate and the surface. Two possible conformers of this 

surface cluster model were also determined. The two conformers arise from the position of the 

hydroxyl group relative to the surface. These conformers can be seen in Figure 15(b) and (c). 
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The cluster conformation was taken into consideration when calculating binding energies, as the 

cluster in 15(b) is 0.1 kcal/mol higher in energy than the other conformer at MP2/CBS//B97D/6-

31G**. Finally, the extended cluster in 15(d) was constructed to capture additional dispersion 

interactions that attempt to model an expended silica surface. 

(a) 

(b) 

 (c) 
 (d) 

 
Figure 15.  The surface models used in this research, including the (a) gas-phase silanol molecule, the (b) and (c) conformers of 
the cluster, and the (d) extended cluster. All optimized geometries were calculated at the B97D/6-31G** level of theory.  

In addition to the two conformers, the cluster model of the surface was not symmetrical. 

This asymmetry created multiple electronic environments with which the adsorbates could 

interact. The study of each adsorbate on the surface was conducted via geometry optimization 

calculations. In Figure 16, multiple stable conformations of DES with the cluster are shown with 

their energies relative to the lowest energy conformer.  
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Figure 16 indicates how the conformation of DES with respect to the surface affects the 

binding energy of the complex. The DES-cluster complex has the lowest energy when DES has 

the most opportunities to participate in dispersion interactions with the surface. This is evident in 

Figure 16E, where the entire DES molecule is located in close proximity to the cluster. In 

contrast, the conformation in Figure 16A includes a complex where an ethyl moiety of DES is 

oriented away from the cluster. The orientation of this ethyl moiety does not allow for large 

dispersion interactions with the cluster and raises the energy of the complex. This reasoning can 

be used to explain all of the relative energies in Figure 16. The binding energy was determined 

for various adsorbate-complex conformers and the lowest energy complex was located. 

 
Figure 16. Complexes between the surface cluster model and DES where relative energies are calculated at the B97D/6-31G** 
level of theory. 
 
3.1.2. Binding Energy 

Using the information about multiple conformers and surface features, the lowest energy 

conformations of the adsorbate and surface model were employed to calculate the binding 
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energy. The counterpoise corrected binding energies of all surface-adsorbate complexes were 

calculated using Equations 29 and 30.  

3.1.2.1. Chloroalkanes 

 Chlorobutane, a mimic of HD, has multiple methylene units. The contribution of these 

methylene units to the binding energy was studied by the successive addition or deletion of a 

methylene unit from chlorobutane. Therefore, chlorethane, chloropropane, chlorobutane, and 

chloropentane were hydrogen bonded to the surface by their chlorine atom. The energies of these 

chloroalkane-silica complexes are listed in Table 2. Initially, the B3LYP hybrid density 

functional was used with a 6-31G** basis set. However, the B3LYP/6-31G** values do not 

show a change in binding energy that is dependent on the number of methylene units. This result 

was unexpected, as additional methylene units increase the possibility for dispersion interactions 

with the silica surface. Two functionals that include empirical functions that account for long-

range dispersion forces were then employed to capture the dispersion interactions. The B97D and 

w-B97XD functionals both result in an increase in the counterpoise corrected binding energies 

between chloroethane and chloropentane. The increase in energy did not increase linearly with 

methylene unit, as predicted by experiment,27 .but begins to diminish after chloropropane. This 

non-linearity has been attributed to the finite structure of the cluster, which cannot capture all the 

dispersion interactions of longer alkyl chains. Therefore, an extended cluster was constructed in 

an effort to capture these interactions and the results are shown at B97D/6-31G** level of theory 

in Table 2. These results are discussed later. 
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Table 2. The counterpoise corrected binding energies in kcal/mol calculated at B3LYP, B97D, and w-B97XD levels of theory with 
6-31G** basis sets for the chloroalkane series on the silanol and small cluster models. The lengths of the hydrogen bonds are 
calculated in angstroms at each level of theory. 

Counterpoise Corrected Binding Energy (kcal/mol) and Hydrogen Bond Lengths 

Silica 
Model Adsorbate 

B3LYP/6-31G** B97D/6-31G** w-B97XD/6-31G** 
Binding 
Energy 

Bond 
Length (Å) 

Binding 
Energy 

Bond 
Length (Å) 

Binding 
Energy 

Bond 
Length (Å) 

Silanol 

Chloroethane 3.00 2.37 4.71 2.51 4.60 2.53 
Chloropropane 3.01 2.46 4.98 2.55 4.93 2.54 
Chlorobutane 3.00 2.45 5.10 2.54 5.08 2.53 
Chloropentane 3.02 2.46 5.13 2.56 5.08 2.56 

Cluster 

Chloroethane 3.22 2.39 6.59 2.35 6.43 2.43 
Chloropropane 3.22 2.37 7.86 2.36 7.70 2.35 
Chlorobutane 3.27 2.38 8.47 2.38 8.29 2.36 
Chloropentane 2.87 2.39 8.88 2.38 8.73 2.36 

Extended 
Cluster 

Chloroethane - - 10.44 2.47 - - 
Chloropropane - - 10.90 2.39 - - 
Chlorobutane - - 11.65 2.33 - - 
Chloropentane - - 11.55 2.35 - - 

        
The resultant lowest energy conformations of the chloroalkane series, calculated at 

B97D/6-31G** and wB97XD/6-31G**, are shown in Figure 17(a) and (b). The optimized 

geometries determined by the different methods are almost identical for similar systems. The 

similar complexes result in similar hydrogen bond lengths, which are included in Table 2. This 

suggests that the hydrogen bond energy remains relatively constant and the increase in dispersion 

interactions between the adsorbates and the surface increases the binding energy.  
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(a)  

(b)  

(c)  
Figure 17. Lowest energy adsorption complexes of the chloroalkane series on (a)silanol, (b)a silica cluster and on the(c) extended 
cluster. The level of theory is indicated. 
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The study of the chloroalkane series concluded that the B3LYP functional was not able to 

capture the dispersion interactions of the chloroalkane series. The binding energy values did not 

change with additional methylene groups, as predicted in experiment, when the B3LYP 

functional was used. However, the B97D and wB97XD functionals captured the dispersion 

forces in these systems and provided near identical results with a basis set of 6-31G**. The 

chloroalkane series was benchmarked at MP2/CBS//B97D/6-31G**, which is discussed in 

Section 3.2.1. The lowest energy conformers of HD, 2-CEES, and DES used the B97D/6-31G** 

level of theory.  

3.1.2.1. Mustard Gas and Mimics 

Sulfur mustard and its mimics contain one or more hydrogen bond accepting moieties in 

addition to multiple methylene units. Each hydrogen bond acceptor was investigated for every 

mimic of HD. The optimized geometries of the agent and mimics to the gas-phase silanol and 

cluster are detailed in Figure 18. The hydrogen bond length in units of angstroms is specified for 

each mimic. Additionally, the hydrogen bond acceptor is noted in parentheses. Figure 18 

indicates that, for the same adsorbate, the hydrogen bonds lengths when sulfur is the hydrogen 

bond acceptor are shorter than when chlorine is the acceptor in all cases. It is also the case that 

all hydrogen bond lengths are shorter when the surface model is the small cluster than when the 

model is the gas-phase silanol. The counterpoise corrected binding energies for these complexes 

are reported in Table 3. 
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Figure 18. Optimized geometries of sulfur mustard and its mimics. The hydrogen bond acceptor is noted in parenthesis. The 
hydrogen bond distance is shown in angstroms (Å). 

The MP2/CBS//B97D/6-31G** energies in Table 3 show that the adsorption of the 

mimics and agent to the gas phase silanol surface model resulted in lower binding energies than 

when binding occurred to the cluster. The longer hydrogen bond lengths in the silanol models 

from Figure 18 predicted this outcome, as the longer bonds indicate small binding energies. 

Additionally, the binding energies of each adsorbate where sulfur is the hydrogen bond acceptor 

are larger than when chlorine is the acceptor. The exception to this is in HD adsorption to gas 

phase silanol and to the cluster. The differences in the cluster complex binding energies that arise 
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from the two hydrogen bond acceptors in HD are relatively close and are considered to be the 

same in comparison to the other adsorbates. The differences in binding energies will be 

discussed in detail later. 

Table 3. The counterpoise corrected binding energies in kcal/mol for sulfur mustard and its mimics at 
MP2/CBS//B97D/6-31G**. The hydrogen bond acceptor is noted in the parenthesis. 

Binding Energies for Agent and Silanol at MP2/CBS//B97D/6-31G** 

Agent (Donor) 
Binding Energy 

(kcal/mol) Agent (Donor) 
Binding Energy 

(kcal/mol) 
Sulfur Mustard (Cl) 6.91 Sulfur Mustard (S) 5.62 

2-CEES (Cl) 6.16 2-CEES (S) 6.49 
Chlorobutane 4.87 DES 7.25 

Binding Energies for Agent and Cluster at MP2/CBS//B97D/6-31G** 
Sulfur Mustard (Cl) 9.29 Sulfur Mustard (S) 8.60 

2-CEES (Cl) 8.19 2-CEES (S) 9.40 
Chlorobutane 7.56 DES 10.56 

 

3.1.3. Vibrational Analysis 

The vibrational analysis of all surface models, adsorbate, and complexes were performed 

at the B97D/6-31G** level without the use of scaling factors. The lack of imaginary frequencies 

ensured that all optimized geometries were indeed stable minima and not transition states. The 

primary focus of the vibrational analysis was to track changes to the frequency of the hydroxyl-

stretching mode of the surface models upon binding. The IR active hydroxyl-stretching mode is 

measured experimentally.27 Both the theoretical predictions and experimental data for the 

hydroxyl-stretching mode frequency develop a more detailed picture of the binding interaction, 

giving insight into the charge transfer component of the binding. The frequency shift of the 

hydroxyl-stretching mode was recorded for all adsorbates. 

3.1.3.1. Hydroxyl Stretching Mode Shifts 

The frequency of gas-phase silanol surface ‘free’ hydroxyl stretching mode is 3810 cm-1 

at the B97D/6-31G** level of theory. The two conformers of the silica cluster had ‘free’ 
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hydroxyl-stretching modes of 3829 and 3826 cm-1 using the same level of theory. The difference 

between the free and bound states, Δ𝜈, is also calculated. These results are presented in Table 4. 

Table 4. Hydroxyl-stretching mode frequencies of all adsorbate-surface complexes in cm-1. All values calculated at B97D/6-31G**. 
Gas-phase Silanol and Adsorbate Values 

Agent 
Free 

Stretching 
Mode (cm-1) 

Bound 
Stretching 

Mode (cm-1) 

Δ𝜈 
(cm-1) Agent 

Free 
Stretching 

Mode (cm-1) 

Bound 
Stretching 

Mode (cm-1) 

Δ𝜈 
(cm-1) 

Mustard (Cl) 3810 3722 88 Mustard (S) 3810 3569 241 
2-CEES (Cl) 3810 3704 106 2-CEES (S) 3810 3510 300 
Chlorobutane 3810 3722 88 DES 3810 3445 365 

Cluster and Adsorbate Values 

Agent 
Free 

Stretching 
Mode (cm-1) 

Bound 
Stretching 

Mode (cm-1) 

Δ𝜈 
(cm-1) Agent 

Free 
Stretching 

Mode (cm-1) 

Bound 
Stretching 

Mode (cm-1) 

Δ𝜈 
(cm-1) 

Mustard (Cl) 3829 3670 159 Mustard (S) 3826 3517 309 
2-CEES (Cl) 3826 3657 169 2-CEES (S) 3826 3370 456 
Chlorobutane 3826 3649 177 DES 3826 3271 555 
 

The hydroxyl-stretching mode of the surface model shifts upon adsorption of the 

adsorbate and is dependent upon the hydrogen bond acceptor of the adsorbate. Evaluation of the 

hydroxyl-stretching mode shifts indicates in a distinct trend, where sulfur hydrogen bond 

acceptors result in a larger shift than chlorine acceptors. If the hydrogen bond accepting atom of 

the adsorbate is a sulfur atom, the hydroxyl mode shift is between 250-555 cm-1. However, if 

chlorine is the acceptor, the hydroxyl mode shift is between 88-177 cm-1. This trend holds true 

for all adsorbates.  

A trend in binding energy, hydrogen bond length, and hydroxyl-stretching frequency 

shifts has been shown. The resolution of this information involves the discussion of molecular 

orbital theory, charge transfer, and the acidity of the bound surface hydroxyl group. 

3.2. Discussion 

This research, in conjunction with Morris Group at Virginia Tech, explores the 

differences in binding energy and hydroxyl stretching mode shifts experimentally and 
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computationally. Detailed analysis of these results has given insight into the hydrogen bonding 

interaction between the adsorbates and amorphous silica surfaces. 

3.2.1.  Binding Energies 

Experimentally, the activation energy of desorption for all mimic adsorbates was 

determined by TPD experiments conducted in UHV by Josh Abelard as described in Section 

1.2.2.2.27 The activation energy of desorption and IR data for HD was conducted at Edgewood 

Chemical Biological Center.28 The experimentally determined activation energies of desorption, 

Ed, the counterpoise corrected binding energies at MP2/CBS//B97D/6-31G** for the smaller 

cluster, and the counterpoise corrected binding energy for the small cluster at the B97D/6-31G** 

and wB97XD/6-31G** levels of theory for the chloroalkane series are compared in Figure 19. 

 
Figure 19. Comparison between the experimental (purple dot) and the small cluster binding energies at B97D/6-31G** (red 
squares), wB97XD/6-31G**(green triangles), and MP2/CBS//B97D/6-31G**(blue diamonds) levels of theory.  
	  

The experimental Ed trend in Figure 19 indicates a positive correlation between number 

of methylene units and the activation energy of desorption. Each additional methylene unit 

increases the energy by roughly 1.5 kcal/mol. This is interpreted as each additional methylene 

group undergoing dispersion interactions with the silica surface. However, the trend for the 
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computationally determined binding energies is not linear and does not have a continuous 

positive slope. In the small cluster at B97D/6-31G** and wB97XD/6-31G**, the chloroethane 

and chlorpropane binding energies agree with the experimental data but deviation occurs at 

longer chain lengths. This was attributed to the finite structure of the small cluster model. Future 

work may include the extending of the cluster further to adequately capture the dispersion 

interactions of the methylene groups of larger chloroalkanes.  

The binding energies at the B97D/6-31G** and wB97D/6-31G** levels of theory are 

compared to those at MP2/CBS//B97D/6-31G**. MP2/CBS is used to benchmark the 

calculations with a large basis set and a more comprehensive level of theory. All 

MP2/CBS//B97D/6-31G** binding energies are lower than the B97D and wB97D energies in 

Figure 19. However, the trend in MP2/CBS//B97D/6-31G** is the same as those in the B97D/6-

31G** and wB97XD/6-31G** levels of theory. The similarities in the trends between the three 

levels of theory suggest that the B97D/6-31G** and wB97XD/6-31G** accurately capture the 

binding energies and trends. Because the B97D/6-31G** level of theory accurately captures the 

binding energies and there was no significant difference between B97D/6-31G** and 

wB97XD/6-31G**, all calculations on sulfur mustard and mimics were carried out using the 

B97D/6-31G** level of theory.  

Table 5. The binding energies at MP2/CBS//B97D/6-31G** and activation energies of desorption in 
kcal/mol for sulfur mustard and its mimics determined experimentally.27, 28 

MP2/CBS//6-31G** 
Binding Energy 

Experimental 
Activation Energy of Desorption 

Adsorbate Energy (kcal/mol) Adsorbate Energy (kcal/mol) 
Sulfur Mustard (Cl) 9.29 Sulfur Mustard 9.92 ± 0.05 Sulfur Mustard (S) 8.60 

2-CEES (Cl) 8.19 2-CEES 10.21 ± 0.05 2-CEES (S) 9.40 
Chlorobutane 7.56 Chlorobutane 8.39 ± 0.05 

DES 10.56 DES 8.89 ± 0.05 
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The comparison of theory to experiment continues with HD and its mimics. In Table 5, 

the binding energies are broken down by the hydrogen bond accepting atom while the 

experimental Ed are listed by adsorbate. The larger sulfur acceptor binding energy trend 

continues in the experimental and computational data for the chlorobutane and DES mimics. The 

discrepancy between energy values for chlorobutane and DES differ by less than 10 and 16%, 

respectively, which shows good agreement between theory and experiment. 

The TPD experiments result in activation energies of desorption that are adsorbate 

specific and, therefore, might include a mixture of the desorption energy associated with both 

hydrogen bond donors. Comparing the data, it can be seen for HD and 2-CEES that the 

experimental activation energies agree well with the binding energies. In the case of 2-CEES, the 

experimental desorption energy was determined to be just slightly larger than the binding 

energies associated with each hydrogen bond acceptor in the molecule. The surface in the 

experiment was previously annealed to 700K, which in accordance with Table 1, implies that it 

is primarily dominated by isolated hydroxyl groups. This makes bidentate binding in which the 

adsorbate accepts two hydrogen bonds from the surface, unlikely. If bidentate hydrogen bonding 

were to occur to the surface, the activation energy of desorption would be roughly two times the 

binding energy. This is not the case and further supports monodentate binding of 2-CEES to 

surface hydroxyl groups. This result suggests that, at the gas-surface interface, 2-CEES is 

adsorbing to the surface through only one of its acceptors. The same argument can be used for 

HD. 

The differences in energy between 2-CEES and HD can be explained by analysis of their 

chemical structure. 2-CEES is structurally similar to HD, with the exception of an ethane group 

instead of a chloroethane group. In Figure 20, the Mulliken charge analysis of each molecule is 
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shown, which highlights the two hydrogen bond accepting groups. In HD, the chlorine atoms 

have the same partial charge due to their isoelectronic environments. In 2-CEES, however, the 

chlorine atom has a greater negative charge than in HD. Without the oppos chlorine atom to 

compete for electron density, the chlorine and sulfur atoms in 2-CEES become more negatively 

charged. This more negative electronic environment is correlated with slightly larger binding 

energies, as stronger electrostatic interactions can occur between the adsorbate and the surface.  

 

Figure 20. Mulliken charge analysis calculated at the B97D/6-31G** level of theory of the hydrogen bond accepting atoms in 
sulfur mustard and 2-CEES. 
 
3.2.2.  Vibrational Spectra 

 The trend seen in the frequency shifts associated with the hydroxyl stretching mode gives 

another clue as to the nature of the hydrogen bonding interaction between the adsorbates and 

surfaces. Table 4 shows that when sulfur is the hydrogen bond accepting atom, the frequency of 

the hydroxyl stretching mode red shifts further than when chlorine is the acceptor. This is also 

seen in experiment. In Figure 21, the experimental IR difference spectrum of 2-CEES, DES, and 

chlorobutane on amorphous silica are shown and the peaks associated with the hydroxyl 

stretching mode have been labeled.27 
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Figure 21. Experimental infrared spectroscopy difference spectrum of diethyl sulfide, chlorobutane, and 2-CEES on amorphous 
silica in UHV conditions. Reprinted with permission from Abelard, et al. Copyright 2014 American Chemical Society. 
 
 In Figure 21, the negative peak at 3750 cm-1 is ‘free’ hydroxyl stretching mode peak, 

whose intensity has decreased as adsorption has occurred. In the DES spectrum, the peak at 3280 

cm-1 corresponds to the ‘bound’ hydroxyl-stretching mode. Similarly, in the chlorobutane 

spectrum, the red shift is much smaller and results in a peak centered at 3571 cm-1.  The 2-CEES 

spectrum shows two hydroxyl stretching peaks. This indicates that, on the silica surface, 2-CEES 

molecules adsorb through either the sulfur and chlorine atoms. These modes have shifted to 3598 

and 3359 cm-1 for chlorine and sulfur acceptors, respectively. Table 6 includes the hydroxyl-

stretching mode shifts, with hydrogen bond acceptors indicated in parenthesis, for all adsorbates. 

In all cases, silica’s hydroxyl-stretching mode shifts red upon binding to an adsorbate. 

Theoretical and experimental shifts are in good agreement and follow the greater sulfur acceptor 

shift trend. All theoretical shifting values for the adsorbate on the small cluster are greater than 

those in experiment. To explain these shifting differences, as well as the binding differences, a 

study of the frontier molecular orbitals was performed. 

2"CEES&and&HD&Adsorption&and&Desorption&on&a&Model&Hydrogen&Bonding&Surface&

&

Figure&3:&Infrared&spectra&of&adsorbed&diethyl&sulfide&(top,&red),&chlorobutane&(middle,&green),&
and&2"CEES&(bottom,&blue)&on&silica.&Normalized&so&the&integrated&area&of&the&free&OH&band&is&
the&same&for&all&spectra&in&order&to&represent&equivalent&SiOH&occupation&fractions,&θ&(see&text).&

&

Figure&4:&Infrared&spectra&of&adsorbed&chloroalkanes.&Normalized&so&the&integrated&area&of&the&
free&OH&band&is&the&same&for&all&spectra&in&order&to&represent&equivalent&SiOH&occupation&
fractions,&θ&(see&text).&
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3.2.2.1. Molecular Orbital Calculations 

 The molecular orbitals for all adsorbates, cluster, and complexes were calculated at 

B97D/6-31G**. The frontier orbitals and energies for the adsorbates and both conformers of the 

cluster model are seen in Figure 22. 

 
Figure 22. Molecular orbitals and orbital energies for sulfur mustard and its mimics. Energies are calculated at B97D/6-31G** 
and are in units of hartrees. The HOMOs are in blue and red and LUMOs are in yellow and green. 
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Table 6. The hydroxyl stretching mode shifts from experimental IR data and calculated spectra for HD28 and its mimics27. All shifts 
are calculated from the small cluster and adsorbate at B97D/6-31G** with the exception of chlorobutane, where the shift is 
calculated from the extended cluster at the same level of theory.  

Hydroxyl Stretching Mode Shifts 

Agent 

Theoretical Small Cluster 
Calculations Experimental Infrared Data 

Free Stretch 
(cm-1) 

Bound 
Stretch (cm-1) 

Δ𝜈 
(cm-1) 

Free Stretch 
(cm-1) 

Bound 
Stretch (cm-1) 

Δ𝜈 
(cm-1) 

Sulfur Mustard (Cl) 3829 3670 159 3750 3615 135 
Sulfur Mustard (S) 3826 3517 309 3750 3310 440 

2-CEES (Cl) 3826 3657 169 3750 3598 152 
2-CEES (S) 3826 3370 456 3750 3359 391 

Chlorobutane 3821 3612 209 3750 3571 179 
DES 3826 3271 555 3750 3280 470 
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 The frontier orbitals are where the gas-surface interaction between HD and its mimics 

with silica begins. On the silica surface, the charge-transfer component of adsorption occurs 

when electron density from the adsorbate is donated into the 𝜎∗ anti-bonding orbital of the 

hydroxyl group. The 𝜎∗ anti-bonding orbital of the hydroxyl group is shown in Figure 22 as the 

LUMO for the cluster, where the orbital density can be seen having a node along the O-H bond. 

Theorbital on the adsorbate, however, is not as easy to describe. 

  

  

  

Figure 23.  HOMO and LUMO for all complexes of cluster models and adsorbates calculated at B97D/6-31G**. The hydrogen 
bond acceptor is noted in parenthesis. 
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 When sulfur is the hydrogen bond accepting group, larger hydroxyl stretching mode 

shifts are seen than in chlorine acceptors. The mode shifts can be explained by the orbital 

energies of the chlorine and sulfur moieties in the adsorbate. In the case of 2-CEES, the HOMO 

shows large lobes of orbital density around the sulfur moiety and no orbital density around the 

chlorine atom. The closest occupied orbital with density around the chlorine atom is one orbital 

lower in energy than the HOMO. That orbital that has larger chlorine density has an energy of -

0.25351 hartrees. The same is true for HD, where the chlorine density rich orbital’s energy is -

0.26027 hartrees. The strength of the charge-transfer component of the interaction between 

adsorbate and surface is inversely proportional to the differences in orbital energy. Assuming 

that the occupied orbital of the adsorbate overlaps with the LUMO of the cluster, large 

differences in energy between these two orbitals will decrease the charge-transfer portion of the 

interaction energy. Therefore, when chlorine is the hydrogen bond acceptor, the difference 

between the LUMO of the cluster and the orbital with electron density in the adsorbate is large 

and the charge transfer component of the interaction energy decreases. The opposite is true when 

sulfur is the hydrogen bond donor, as the orbital density around sulfur is higher in energy and 

closer to the energy of the LUMO. This line of reason can be utilized to explain the hydroxyl-

stretching mode shift trend. 

The molecular orbitals of the complexes are also useful when explaining the hydroxyl-

stretching mode shift trend. In Figure 23, the frontier orbitals and energies for all complexes are 

shown. In complexes where sulfur is the hydrogen bond accepting group, larger orbital density 

can be seen between the hydroxyl group and the adsorbate. Specifically, orbital density can be 
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seen along the hydrogen-bonding axis between the adsorbate and the cluster. This larger orbital 

overlap leads to stronger charge transfer, as discussed in Section 2.2.3.1. The stronger the 

interaction between the hydroxyl group and the adsorbate, the weaker hydroxyl bond and the 

smaller the hydroxyl spring constant becomes. In accordance with Equation 28, a smaller 𝑘! 

results in a lower 𝑣!, explains the larger shifts OH stretching shifts seen with sulfur acceptor. 

This reasoning applies to all adsorbates. 

3.2.2.2. Hydroxyl Bond Acidity 

 The hydrogen bond acidity also plays an important role in the adsorption of HD and its 

mimics to amorphous silica. The Mulliken charge analysis of the hydroxyl atoms of each 

adsorbate-cluster complexes are listed below in Table 7. When sulfur is the hydrogen bond 

acceptor, the partial charge on the hydroxyl hydrogen is higher than when chlorine is the 

acceptor. This is true in every case. The charge separation between partial charges on the 

hydrogen and partial charges on the oxygen atoms is also larger in all sulfur acceptors than in 

chlorine acceptors. The greater the separation between charges, the stronger the electrostatic 

interaction in the hydroxyl bond will be. This is in agreement with the hydrogen bond acceptor 

dependent binding energy trend. 

Table 7. The partial charges on the hydroxyl hydrogen and oxygen atoms for each 
adsorbate on the cluster calculated at B97D/6-31G**. 

Adsorption on Cluster 

Adsorbate Partial Charge on 
Hydroxyl Hydrogen 

Partial Charge on 
Hydroxyl Oxygen 

Sulfur Mustard (Cl) 0.339 -0.585 
Sulfur Mustard (S) 0.347 -0.583 

2-CEES (Cl) 0.337 -0.580 
2-CEES (S) 0.343 -0.578 

Chlorobutane 0.340 -0.567 
DES 0.345 -0.574 
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3.3.  Conclusion and Future Work 

 In conclusion, the adsorption of sulfur mustard and its mimics to amorphous silica has 

been studied using computational methods in order to better understand the interaction 

mechanism. The computational methods have been chosen to include functionals, including 

B97D, that can account for the long-range dispersion interactions between the adsorbates and the 

surface and to include basis sets that adequately describe the system. The counterpoise corrected 

binding energies, vibrational frequencies, and molecular orbitals were analysized for each 

adsorbate and through each hydrogen bond accepting moiety in each adsorbate. A series of 

chloroalkanes adsorbed on silica showed that the B97D functional captured an increase in 

binding energy with additional methylene units due to dispersion interactions. All work on the 

CWA and its mimics showed that when the sulfur atom was the hydrogen bond accepting atom, 

the binding energy, the hydroxyl stretching mode shift, and the hydroxyl bond acidity were all 

greater than when chlorine was the acceptor. These trends were attributed to the differences in 

orbital energetics and electrostatic interactions as a function of hydrogen bond acceptor. 

 Future work may include the use of the more extended cluster, which will help capture 

dispersion interactions of longer molecules and to add linearity to the chloroalkane series. The 

interaction of aromatic and polyaromatic compounds with amorphous silica may also be 

investigated computationally. Quantum mechanical and molecular dynamics calculations may be 

performed on sulfur mustard and its mimics on other surfaces, such as TiO2, to determine the fate 

of the CWAs in other environments. Finally, the investigation of toxic industrial compounds 

adsorbing on atmospheric dust particles may give insight into environmental impact of these gas-

surface interactions. The use of computational methods in surface chemistry will continue to be a 

useful tool to probe these unique interactions. 
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