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CHAPTER I 

STATEMENT OF PROBLEM 

Durkheim's theory of the division of labor has 

recently received a great deal of attention in social 

science literature. Much of this attention has been 

directed to the validity of Durkheim's theory in terms of 

the relationships among the variables of population size, 

moral density, material density, urbanization, and the 

division of labor. 1 However, few efforts have been made 

to utilize DUrkheim's theory as a point of departure in 

the explanation of social behavior. Most notably, 

Merton (1938) attempted to demonstrate the relationship 

between anomie (following Durkheim's discussion) and 

deviance. A more recent effort by ~vebb (1972) concerns 

the relationship between crime and the division of labor. 
2 However, most of these studies have ignored change as a 

factor in their tests or their reformulations of Durk-

heim's theory. A major theroein Durkheim's theory is 

1 
Some of the better known and more ambitious of 

such studies include: Clem~nte (1972), Clemente and 
Sturgis (1972), Kemper (1972), Gibbs and Martin (1962), 
and Land (1970). 

2 ,Land's (1970) study is an exception. His study 
covered a fifty year period, from 1900-1950 and was 
largely supportive of Durkhe1m's theory. 

1 
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change both in his description of the transition of 

societies from mechanical to organic solidarity (i.e., 

evolutionary) and in his description of suicide (1.e., 

sudden change in terms of economic or domestic crises). 

For Durkheim change plays an essential part in social 

solidarity, ~nd in turn, social behavior (e.g., anomie 

and suicide respectively). 

Briefly, then, Durkheim's theory of social 

solidarity offers an explanation of how the nature of the 

social structure can and does effect social behavior. A 

primary ingredient aSide from the components of social 

solidarity 1s change around which Durkheim formulated 

his theory of society. The purpose of this study is to 

examine Durkheirn's theory of the division of labor in 

society as an explanation of the change in crime rates. 

Durkheim in his writings did not specify that a 

relationship exists between the division of labor in 

society and crime. Rather his primary concern was social 

solidarity and crime was more or less presented in the 

context of explaining social solidarity. However, he did 

develop an elaborate sociological explanation of suicide 

(1951) based upon the nature of the social structure. In 

any case, social solidarity is apparently the center of 

his argument. Either too much solidarity (i.e., altruism) 
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or too little (i.e., anomie) or its limited presence 

(1.e., egoism) affects human behavior. 

Durkhe1m's (1964) theory of the division of labor is 

an effort to deal with the problem of social solidarity 

(or threats to it). TWo main types of solidarity exist-­

mechanical solidarity based on similarity among 

individuals and a collective conscience and organic 

solidarity based on differentiation and interdependence 

(1.e., the division of labor). As societies evolve from 

mechanical to organic states certain changes occur in 

their structure. The old structure based in the col-

lective conscience evolves into a new structure based upon 

the division of labor in society. In this respect, 

Durkheim formulated the following proposition (1964a 262)a 

The division of labor varies in direct 
ratio with the volume and density of 
societies, and, if it progresses in a 
continuous manner in the course of social 
development, it is because societies become 
regularly denser and generally more 
voluminous. 

Thus, the main variables of this new (organic) 

solidarity are moral (or social) density, material 

(or population) density, urbanization, and population size. 
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In essence, what occurs as societies evolve is a trans-

formation of the structure of societies and their basis 

of solidarity. However, during the transition period the 

potential for anomie is greater since the new collective 

order has not yet been established and the impact of the 

collective conscience is weakening. 3 Collective 

conscience has less impact as labor is divided and 

specialization is greater. If no new bonds (e.g., inter­

dependence) have been established then anomie can result. 

Durkheim's discussion of suicide (1951) offers a 

more complete description of anomie. Anomie results from 

any disturbance in the equilibrium of society. TWo main 

examples are economic crises (e.g., bankruptcies, sudden 

prosperity, etc.) and domestic crises (e.g., divorce, 

widowhood, etc.). Anomie, which Durkheim describes as the 

lack of regulations, results not only from trans'formation 

of societies in general but also from certain transitions 

within society (e.g., crises). In broader terms, what 

Durkheim suggests is that change, especially sudden change, 

can lead to anomie. 

30ne indicator of the decline of the collective 
conscience is suggested by Durkheim who contends that a 
decline in religiosity is a reflection of the decline of 
the collective conscience (Giddens, 1972. 135). 
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In sum, as societies change from predominately 

mechanical to organic solidarity the result can be either 

interdependence and thus greater social solidarity or 

greater anomie (particularly during the transition period). 

Anomie is especially likely if crises (economic, domestic, 

etc.) or if the population growth is rapid since it could 

hinder transition to organic solidarity. Thus a 

Durkheimian model of crime would have to include the 

elements of change. In essence, the key concern of 

this study is, what if the division of labor does not 

produce social solidarity? It is suggested that if 

certain conditions prevail (e.g., a high level of 
4 

change) then the likelihood for crime is greater. 

To restate Durkheim, as societies become more 

complex reflected in greater moral and material denSity, 

population size, urbanization, the division of labor, 

then the potential for anomie increases if the rate of 

transformation is high. Anomie enhances the chance of 

crime since social regulations have less impact. Thus, 

an increase in the crime rate should coincide with an 

increase in the division of labor and its antecedents 

4These conditions are brought about by a high level 
of structural change. 
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particularly during the early stages of this transition 

or if this transition 1s especially rapid. The main 

factors, then, are the division of labor and its 

components, crime rates and the degree of change in 

these elements. It is assumed that the condition of 

anomie is more likely to be present if the change in the 

above-mentioned variables is greater. This condition in 

turn will be reflected in a higher rate of crime. 



CHAPTER II 

REVIEt'l OF THS LITSRATURE 

Division of Labor 

DurJ<heim was not the oniy, nor by any means the 

first, social theorist to direct his attention to the 

division of labor as a factor 1n social life. Although he 

may have popularized the term a~ong sociologists there 

were some notable predecc'ssors \-1110 also directed their 

efforts to analyzing the division of labor in society •. 

The first important analysis (for sociologists) was 

proposed by Adam Smith (1937).5 He suggested that an 

economic system based upon a natural division of labor was 

best for all. Follo,V'ing his basic assumption that man' s 

prime psychological drive is self-interest, Smith 

contended that the natural order of the universe makes all 

individual striving for self-interest lead to the common 

good. Using his famous pin-making example Smith showed 

that the division of labor is the cause of increased 

productive power of labor. This increase is the result of 

grea ter dexter! ty of every ,,,orkman (i. e. I more quanti ty by 

each), the saving of time and the use of more efficient 

SBucher (1969) points out that Adam Smith borrowed 
the theory of division of labor in its essential features 
from the ~Y on the Hist?fY of_Civil Societ~ by Adam 
Ferguson (1767). 7 
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machinery due to new inventions and increased expertise 

or specialization (among machine-makers and philosophers). 

The increased productive power of labor leads to increased 

wealth which in turn encourages a greater demand for labor 

and thus increase in wages. All of this provides for more 

wealth and greater improvement of the country. 

In sum, Smith proposed that manls basic psycho­

logical drive--self-interest--encourages exchange which in 

turn leads to a greater division of labor. Increased 

division of labor improves the productive power of labor 

which results in a greater overall wealth. Thus, a system 

of laissez-faire in which the natural order of things 

(especially the division of labor) 1s allot-led to progress 

unencumbered by the government is most beneficial for all. 

In essence, then, the division of labor (both economic 

and intellectual) contributes to the good of everyone if 

allowed to run its natural course. 

Marx also directed much of his attention to the 

division of labor especially in his earlier writings. In 

fact a careful reading of Marx indicates that he considered 

the division of labor as a fundamental element in the 

formation of classes and the development of alienation, 

anteccndents to the violent demise of capitalism and the 

rise of communism. A summary of his discussion of the 

development of capitalism ought to clarify the Marxian 

approach. 
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Marx (1947, 1964, 1967) saw the essence of the 

development of capitalism in the modes of production. The 

earliest modes involved tribal industry in which communal 

property predominated. The tribal community, ~arx stated, 

(1965: 69) is the "precondition of the Joint (temporary) 

appropriation and use of the soil. If In these pre-class 

societies (e.g., ASiatic, Tribal, Slavonic) the basis of 

the economic order is landed property and agriculture. 

Essentially, private property has not entered the picture 

yet. Nor does wealth appear to be the aim of production. 6 

Merely production for the sake of consumption and sub-' 

sistence is of primary concern. n1e fundamental condition 

for ownership of property is being a member of the tribe. 

At this stage the labor 1s still attached to the tlobjective 

conditions of its realization" (Marx, 1975). That is, the 

producer is still attached to·the means of production. 

Also, the division of labor is basically natural (i.e., 

based upon sex). 

6 That is, the pursuit of profit, which according to 
Marx is the essence of capitalism, has not developed. 
These then are essentially pre-capitalist societies. 
Actually according to !1arx, the two key elements for 
capitalism seem to be private ownership and the pursuit 
of profit by entrepreneurs. 
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The next form of ownership and basic mode of 

production is "the ancient communal and state ownership" 

(Marx, 1947) which is usually an outgrowth of the formation 

of towns (the result of the union of several tribes into 

a city). n1e basis of property is the city rather than 

the land. Generally, the formation of such towns had their 

foundation in the warlike organization. The union of 

several tribes into a city gives the community an economic 

existence. Property ownership is still predominateiy 

communal but on a more fo"rmal and concentrated basis than 

in the tribal community. Control of the modes of product­

ion is essentially still in the hands of the union (city). 

Accumulation of wealth into the hands of a few is inhibited 

by the communal ownership of property and traditional 

economic practices. However, 1'1arx (1964) paints out that 

at this point antagonism between town and country (the 

beginning point of the whole class struggle) arises. Here 

the division of the population into two classes, based 

directly on the division of labor and the instruments of 

production, starts to appear. r1arx stated that, "The 

class relation between citizens and slaves is now 

completely developed. II (1965: 123). The beginning of the 

tranSition from landed property (e.g., co~munal property, 

feudalism, etc.) to capitalism occurs in the cities. 

However in this stage (monetary) wealth has not become 
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mob1le--an important ingredient in the development of 

modern capitalism. Before capitalism can develop the 

appearance of feudalism is important. Nith the decline 

of feudalism (and with it the decline of the traditional 

modes of production) the appearance of capitalism is much 

more likely. In the feudalism setting the laborer is still 

tied to the land. The growth and development'of capitalism 

depends strongly upon a free labor mar}<.ct from which the 

capitalist can draw upon and exploit. In fact, Marx (1967) 

indicated that the production of surplus value, the very 

aim of capitalist production depends upon the "free" 

laborer. In the feudalistic system, which Marx (1965) 

viewed as the third form of ownership, (landed) property 

is in the hands of a few (i.e., the control of the 

property and the labor Utied" to the property are in the 

hands of a nobility cluss). Marx (1965) described this 

system thusly: 

LiJ<e tribal and communal ovlncrship, it is based 
again on a communityr but the directly producing 
class standing over against it is not, as in 
the case of the ancient community, the slaves, 
but the ennerfed small peasantry. As soon as 
feudalism is fully developed, there also arises 
antagonism to the tOHns. The hierarchical 
syst€:J.'U of land ownership, and the armed bodies 
of retainers associated with it, gave the 
nobili ty po,"er over the serfs (1965: 126). 

At this stage, tho ownership of property in the towns 

involves the "feudal organization of trades" (i.e., th€ 

guilds) in which property consisted chiefly in the labor 
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of each individual. A hierarchy similar to that,in the 

country based upon such organization, evolved in the city. 

During the period of feudal organization very little free 

labor existed. Essentially, there were the landed 

nobility, the serfs (both attached to the land) and in the 

towns there were the artisans and craftsmen who -were, in 

essence, attached to their work in what Marx called a 

"slavish relationship. It 

During the feudal period, the antagonism betwe8n 

town and country emerged~ Towns began to unite with other 

towns against the landed nobility. Class (e.g., common) 

interests became apparent. These associations were the 

outgrowth of a further extension of the division of labor 

(among cities) along the lines of production and commerce 

in which a special class of merchants was formed. A wider 

market, which transcended towns, was also made possible by 

this transition. The rise and expansion of manufacture 

and trade accompanied these changes. The circulation of 

co~modities, which Marx indicated as the starting point 0= 
capital, appears. Products are produced directly for 

exchange in the market. This mode of production, said 

!1arx, "is the most general and most embryonic form of 

bourgeois production" (1967. 92). Here, a certain ac-

cumulation of capital into the hands of a few serves as 

the prelude to the specifically capitalistic mode of 
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production. Marx suggests that this accumulation occurs 

at the transition from handicraft to capitalist industry. 

This so-called primitive accumulation of capital Is, 

according to Marx, "the his.toric basis instead o'f the 

historic result of specifically capitalist production" 

(1967: 624). As the accumulation of cap! tal inc'reases 

there is a corresponding increase in the concentration of 

the means of production along with an increase in credit. 

The credit system (which Marx characterizes as lithe 

humble assistant of accumulation U ) allows the capitalist 

to increase his accumulation of wealth. The devices of 

competition and credit provide for a greater centraliza­

tion of capital. Centralization, Marx pointed out, 

"completes the \-lork of accumulation by enabling the 

industrial capitalists to extend the scale of their 

operations It (1967: 627). 

This whole process of capi~alistic development, 

however, could not have developed without the appearance 

of free labor on the scene. The "freeing" of the 

agricultural vlorker from the land such that he is forced 

to "sell u his labor power. According to Narx this begins 

on a smaller scale during the Middle Ages. During this 

period, some agricultural workers (peasants) had broken 

away from the control of the landed nobility and migrated 

to the towns. However, in the towns, due to the formation 
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of the guilds, the workers were unable to enter the 

economy and were forced into vagabondage. This occurred 

on a more massive scale (due to evictions) as the feudal­

ist system began to diSintegrate' such that large numbers 

were thrown upon the "mercy" of the mercantile class of 

the city. As the accumulation of capital expanded along 

with the growth of industry, the former peasants provided 

an available and exploitable labor resource (i.e., tfthe 

industrial reserve armytl) for the emerging capitalist. 

Marx pOinted out that the "expropriation of the agricultur­

al producer, of the peasant, from the soil, is the basis 

for the whole process" (1967: 716). The presence of a 

surplus population (an industrial reserve army) allowed 

for, not only the pursuit of profit, but its attainment, 

as well. Narx, in his theory of surplus value explains 

that the laborer produces more than he is paid for. In 

addition, the production of the worker is further cheap­

ened by advanced technology and industrial techniques. 

Hence, the margin of profit. 

The historical prerequisite for capitalism--the 

concentration of ownership in the hands of a class (i.e., 

the bourgeoisie) and the emergence of a propertyless 

class (i.e., the proletariat)--has been achieved. The 

capitalistic system consisting of its class structure 

based on the organization of a unit of production has 
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developed. Capitalistic private property, in which wage 

labor is treated as a commodity, has supplanted collective 

property. Marx summarizes this situation: 

As soon as this process of transformation has 
sufficiently decomposed the old society from 
top to bottom, as soon as the labourers are' 
turned into proletarians, their means of 
labour into capital, as soon as the capitalist 
mode of production stands on its own feet, 
then the further socialization of labour and 
further transformation of the land and other 
means of production, into socially exploited 
and, therefore, common means of production, 
as well as the further expropriation of 
pri va to propri etors, taJ(cs a ncr.1 form. Tha t 
\'lhich is no·t to be expropriated is no longer 
the labourer Horking for himself, but the 
capitalist exploiting many labourers. This 
expl:opriation is accomplished by the action 
of the· immanent laws of capitalistic production 
itself, by the centralization of capital. 
One capitalist always kills many (1967: 763). 

capitalism is the last antagonistic mode of 

production. Marx sees communism, the violent and 

revolutionary formation of a classless society, as ap-

pearing just over the horizon. 

Marx, then, contended that the division of labor 

converts producti ve labor into a co:nmodi ty. As sho~','n, 

this is an essential element in the development of 

capitalism but it also results in alienation. In this 

respect, r·1arx demonstrated that his main concern, 

sociologically, was the impact of the division of labor 

upon the social structure and in turn upon the individual. 

Through change brought about by the division of labor the 
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objectification of labor results. In earlier forms ~f 

ownership the worker has control over the means of 

production and his product. However, as feudalism evolves 

into capi tali 8m labor becomes a commodi ty. 'r"ne worker 

no longer has control over his labor since now it has 

become a separate commodity available to be bartered in 

the ufree market." The worker becomes related to the 

product of his labor as an alien object or as Marx (1961) 

wrote: 

'1'h1 s fact simply impli es that the ob j act 
produced by labor, 1 ts product, no\v stands 
opposed to it as an alien being, as a power 
independent of the producer. The product of 
labor is labor which has been embodied in an 
object and turned into a physical thing, 
this product is an objectification of labor. 

This objectification of labor is the beginning of 

the process that leads to the alienation of the individual 

from society. t-larx contended that at first the \vorker 

becomes alienated from o\vnership of the means of 

production--of h1s life activity. Xan loses control over 

the product of h1s labor as well as the life activity 

itself. Being alienated from his labor and its product 

man also becomes alienated from himself as an individual 

being. ThiS, in turn, leads to the alienation of man 

from other men. 'rhe end resul t is that man becomes 

alienated from the capitalist system and thus is ripe for 
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revolution. The basis of social relations, according to 

Marx, is in labor. That is: 

Hhat is true of man's relationship to his 
work, to the product of ~is work and to 
himself, is also true of his relationship 
to other men, to their labor and to the 
objects of their labor (1947). 

In sum, M,arx saw the division of labor as 'the basis 

of class conflict and the alienation of man. The division 

of labor converts productive labor into a commodity. 

This process grew out of the separation of industrial and 

commercial labor from agricultural labor and hence the 

separation of to't·;n and country (the beginning of class' 

antagonism). 'mis separation led to the formation of 

classes whose interests are antagonistic. The creation of 

private property from the division of social production 

splits society into haves and have-nots, the bourgeoisie 

and the proletariat. Not only do antagonistic classes 

result but due to the objectification of labor alienation 

of man results as well. l~e only solution for Marx is to 

eliminate this unnatural division of labor which fosters 

inequality, antagonism, and alienation and in its place 

substitute a political economic system of communism. 

Smith's discussion emphasized the importance of the 

division of labor in providing for the good of all. If 

allowed to run its natural course the division of labor 

could lead to greater productivity of labor and thus 
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greater overall wealth. -Marx's discussion, on the other 

hand, pOinted to the detrimental results of the division 

of labor. As societies evolve the modes of production 

change to the extent that the laborer loses control over 

his labor and in turn over his environ.Tt1ent. Also two 

antagonistic classes arise which are in conflict regarding 

the means of production which permeate all social 

relationships. In short, the division of labor has a 

negative impact upon social relationships--bringing about 

class conflict and alienation--such that the only solution 

is its elimination. ~le division of labor is no longer 

natural, as in earlier forms of society (e.g., tribal 

community) but is unnatural for the contentment of man-

kind. 

Durkheim's discussion of the division of labor is in 

contrast to both Smith and 1'1arx. Nhile Durkheim, like 

Smith, contends that the division of labor has positive 

outcomes his whole discussion of it is largely an answer 

to the "atomistic" approach of the utilitarians like Adam 

Smith. Durkheim believed society to be real: an entity 

separate from individuals and from which individuals 

attain their ureali ty. U 

In contrast to Marx, Durkheim maintained that the 

division of labor had positive effects (e.g.,- social 

solidarity) whereas Marx believed the divisiori of labor 
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to have negative effects (e.g., conflict and alienation). 

Also Marx more clearly envisioned the individual reacting 

back upon the social structure (via revolution) and 

changing it. Durkheim more likely saw the individual 

reacting to the change in social structure by acting upon 

himself (e.g., suicide) or upon others (e.g., crime) 

rather than attempting to change society by violent or 

other means. However, both theories are basically 

evolutionary and all of these states are temporary (e.g., 

alienation, anomie, etc.)·unt1l they reach a more solid 

and secure state in which the likelihood of anomie or 

alienation is minimized or eliminated. Marx·s approach 

does seem to have a more definite endpoint (i.e., communism) 

while Durkheim's, more or less, presumes that organic 

solidarity is the final stage subject to some changes as 

society evolves. A fuller exposition of Durkheim's ideas 

may better clarify the above observations. 

Durkheim lived during a period of anarchy and unrest 

in France. Seeing the adverse effects of such a state he 

became interested in social solidarity and expressed this 

interest in the preface of the first edition of 
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The Division of Labor in Societ:,{ in 'Vlhich he wrote: 

This tyork had its origins in the question of 
the relations of the individual to social 
solidari ty. t'lhy does the indi vidual while 
becoming more autonomous, depend more upon 
society? HOvl can he be at once more 
individual and more solidary? Certainly' 
these two movements', contradictory as they 
appear, develop in parallel fashion. This 
is the problem we are raising. It appeared 
to us vlhat resolves this apparent antimony 
is a transformation of social solidarity due 
to the steadily growing development of the 
di vi si on of labor. Tha tis how 've have been 
led to make this the object of our study 
(1964: 37). 

Thus, the concern ~f Durkheim was--how can social 

solidarity be achieved 'Vlithout being too restrictive upon 

the individual? He attempted to demonstrate this by 

describing the evolutionary change of societies from one 

form of social solidarity to another. 

The form of social solidarity in less developed 

societies Durkheim called "mechanical solidarity." This 

type of solidarity is based on the collective conscience 

and the fact that individual's identity is the collectivity. 

He described the collective conscien£2, as, "The totality 

of beliefS and sentiments common to average citizens of 

the same society • •• 11 (1964: 79). Law and morality bind 

the individual to society. Mechanical solidarity is 

rooted in the similarity of individuals which resulted 

from the impact of the collective conscience. Durkheirn 

(Giddens, 1972: 138-39) summarized the main characteristics 
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of this type of solidarity thusly: 

1. (l'~echanical solidarity) ties the individual 
directly to society without any intermediary. 

2. ••• Society is more or less a closely organ­
ized totality of beliefs and sentiments common 
to all the members of the group: it is the 
collective type. 

• • 

3. It can be strong only to the degree that the 
ideas and tendencies common to all the members 
of the society are greater in number and 
intensi ty than those \V'hich pertain to each 
individual member ••• rrhis solidari ty can thus 
grow only in inverse ratio to personality ••• 
Solidarity which comes from resemblance i~ at 
its maximum when the collective conscience 
completery-envelops our whole consciousness and 
coincides in all pOints with it. But, at that 
moment, our individuQlity is nil. 

Organic solidarity is characterized by differentia-

tion and interdependence and hence is rooted in the dis-

similarity of individuals. According to Durkheim as 

societies begin to change in terms of increased material 

and moral density and volume there is a concomitant 

increase in specialization and in differentiation and 

finally in the development of interdependence. A new 

form of moral bond, replacing the collective conscience, 

develops among the ones who carry out different tasks. 

This new moral bond allows for greater autonomy of the 

individual while at the same time providing for greater 

social solidarity. 

previously the society was segmental based upon 

relations of lineage. Tl1is segmental character is 
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gradually eliminated as societies progress toward or.ganic 

solidarity. The social segments lose their individuality 

as the boundaries among them become less marked. As more 

individuals are in contact .with one another to the extent 

that they are able to act and react to one another a new 

solidarity begins to develop. Durkheim contended that 

this IIdynamic" or uformal u density is in direct ratio to 

the progress of the division of labor. Moral density is 

dependent upon material density and thus both grow at the 

same time. Durkheim suggested that societies become 

progressively condensed in the course of historical 

development in three prinCipal ways (Giddens, 1972: 152-53): 

1. Whereas lower societies are spread over 
immense areas relative to the size of 
their populations, among more advanced 
peoples population tends to become more 
and more concentrated. • • • 

2. The forma ti on of to\"vns and thei r develop­
ment is an even more characteristic 
symptom of the some phenomenon. '" • 
'rhus when they (lndi viduals) mul tiply 
and expand the moral density must become 
rais • We sh~ll see moreover, that 
they receive a source of recruitment 
from immigration, so~ething which is 
only possible when the fuslon of social 
segments is advanced. • • As long as social 
organization is essentially segmental, towns 
do not exist. There are none in lower 
societies. 
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3. Finally, there are ,the number and rapidity 
of the means of communication and trans­
portation. By suppressing or diminishing 
the gaps \vhich separa te social segments, 
they increase the density of society ••• 
If work becomes progressively divided as 
societies become more voluminous and d~nse, 
it is not because, struggle for existence 
is more acute. • • Men obey the same law. 
In the same city, different occupations 
can co-exist without being obliged 
mutually to destroy one another, for they 
pursue different objectives. 

Thus, the factors in the progression to organic 

solidarity are dynamic density and material density 

(aided by number and rapidity of means of communication 

and transportation), population increase, the formation 

of towns (urbanization) and the more acute struggle for 

existence a la Darwin. A major el~~ent in Durkheim's 

theory, then, is social change and its impact upon the 

nature of solidarity and the structure of societies. 

The change is not small but q~ite substantial as Durkheim 

(Giddens, 1972: 143) clearly indicated: 

This social type (organic solidarity) rests on 
principles so different from the preceding that 
it can develop only in proportion to the ef­
facement of that type. In this type individuals 
are no longer grouped according to their 
relations of lineage, but according to the 
particular nature of the social activity to 
I",:hich they devote thernDelves. Their natural 
and necessary milieu is no longer that given 
by birth, but that given by occupation. It 
is no longer real or fictitious blood-ties 
which mark the place of each one, but the 
function which he fills. 
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Durkheim was concerned"with studying the facts' of 

moral life (which consist of rules of action) according to 

the scientific method. With mechanical solidarity these 

facts were embodied in the collective conscience" and with 

organic solidarity in the division of labor. The division 

of labor provides for solidarity by creating an inter­

dependence among the differential members of a society. 

The progression from mechanical solidarity to 

organic solidarity involves the increase 1n dissimilarity 

among individuals. Durkheim illustrates this change with 

the relationship between man and woman. During primitive 

times man and woman resembled one another socially and 

physically. The relations of parent to child took 

precedence over marriage relations which were easily 

terminated. As there is advancement to modern times the 

marriage relation becomes stronger, more intimate and 

lasting. At the same time sexual labor becomes more 

evenly divided. Sexual roles become more specialized. As 

a result of this differentiation an interdependence 

between the sexes develops (e.g., the joint necessity of 

breadwinner and housekeeper). 

Durkheim sai.j that the visible symbol of the develop­

ment of modern solidarity in societies is law. There are 

two main kinds--repressive (penal law) and restitutive 

(civil law). The repressive sanctions consist of 
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inflicting suffering or loss' on the deviant individual. 

Restitutive sanctions involve returning things to the way 

they were, to their normal state. Both of these are 

sanctions of the violation~ of obligatory rules 'of con­

duct. The repressive sanctions which emphasize punish­

ment are more characteristic of mechcnical society. A 

criminal act offends the collective conscience to the 

extent that it warrants punish~ent. Durkheim, in this 

context, defines a crime as an action that is criminal 

because it shocks the collective conscience. The purpose 

of punishment is to repress such behavior. 

Restitutive sanctions correspond to organic solid­

arity. Such sanctions merely sentence the individual to 

comply with the law~ punishment is of less concern. Here 

the main concern is with cooperation among individuals. 

The relations are governed by' cooperative law (involving 

property lawr contractual relations: administrative 

functions, etc.). Durkheim agrees with Baine in asserting 

that penal law occupies a greater place in the more ancient 

societies. Durkheim also paints out that the spread of 

Christianity which was made up of very broad and very 

general articles of faith facilitated the development of 

free thought and the departing of penal law. Ho~ever, the 

development of individualism and free thought did not begin 
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at any particular time in history but rather developed 

"without cessation all through hist.ory.tI 

Contractual relations increase not only with the 

division of labor but noncontractual relations increase 

as well. The contract bath recognizes and reinforces the 

mutual dependence of individuals. 

'The movement to organic solidari ty and greater 

autonomy of the individual is not always positive. If 

an excessive number of options are provided to the 

individual then the outcomes may be negative. It could 

result in a breakdown of social cohesion or social 

integration (i.e., anomie). 

Nevertheless for Durkheim the division of labor is 

the chief source of solidarity and is the foundation of 

the moral order of societies. In ancient societies the 

proper duty of the individual was to resemble his 

companions, in modern societies it is to play his role as 

an organ of society. The progress of society and the 

progress of individual personality are thus dependent 

upon the division of labor. 

However, the division of labor does not automatically 

produce social solidarity and happiness. For instance, 

Durkheim (Giddens, 1972: 180) maintained that, uPor the 

division of labor to produce solidarity, it is not suf­

ficient, then, for every individual to be given a task 
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to performr he has also to be suited to that task. 1t 

That is, the division of labor must be spontaneous or 

natural in which each one can realize his nature, his 

needs "relative to his mea~s.1I Society needs to be. 

constituted in such a way that "social inequalities 

exactly express natural inequalities." In other words, 

the division of labor should not be "forced" but 

spontaneous. Otherwise the division of labor cannot 

provide solidarity. 

Durkheim's ideas have not been without co~ment or 

criticism. Earlier analysis of Durkheim by parsons (1937) 

called the attention of American sociologists to Durk­

heim's theories of social solidarity. Although Parsons 

interpreted Durkheim within the framework of the normative 

orientation and action framework, he did provide an 

important analysis of Durkheim's discussion. Parsons 

correctly viewed Durkheim's central concern as social 

solidarity as well as an answer to the utilitarians. 

However, Parsons (1937, 388) tended to emphasize that 

solidarity of individuals is, "the unity of allegiance to 

a common body of moral rules, of values." Actually 

Durkheim (1964) spoke less of common values and more of 

a necessity for survival (in Darwinian terms). Social 

change, he suggested, brings about changes in 'the social 

structure, which in turn makes necessary a ne'" form of 
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solidarity. LcCap.ra (1972: 123) recognized this element 

in Durkheim I s thoug'ht when he made the following observ­

ations: 

Durkheim argued in-Social Darwinian fashion 
that population pressure caused an increased 
struggle for existence which resulted in time 
in the survival of the fittest •••• This 
entire state of affairs for him was an 
aspect of transition and pathology. He 
envisioned a process of evolution which 
would eventuate in the survival of the 
fittest form of social structure, i.e., the 
normalstate wh'ich would cooperatively 
employ the social contributions of all 
members of society for the common good. • • 

• • .Men did not choose to abandon 
a traditional mode of cultural integration, 
they were forced out of it by external 
conditions such as population pressure. 

The earlier form is based on a collective conscience (or 

common value system?) and the later form upon inter-

dependence. This int,erdependence is enhanced if each 

individual is naturally suite~ to his function and not 

IJforced" into it by social consequences. Although there 

is a certain degree of moral obligation to fulfill one's 

function in SOCiety the actual incentive seems to be based 

upon (in Durkheirnian terms) the individual (Giddens, 1972: 

181), "realizing his nature: his needs relative to his 

means. II This solidarity is further cemented by social 

interaction (i.e., "dynamic density"). 

Despite Parsons' early discussion of Durkheim little 

attention in American sociology was given to Durkheim's 
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division of labor discussion,until the 1960·s. Since 

Gibb's and Martin's (1962) analysis of the division of 

labor and related variables several empirical studies and 

conceptual analyses have appeared. Much of this' discus-

sian, in addition to being laudatory of Durkheirn, pointed 

out several theoretical and empirical flaws in DUrkheim's 

explanation. 

One problem raised was that Durkheim was more con-

cerned with using the concept of the division of labor as 

a metatheory than with developing the concept in an 

analytic sense. In this regard, Kemper (1972: 740) wro'te: 

lntelectually confronting the stability of 
French society during the century following 
the Revolution, Durkheim's major interest 
was to discover the grounds for social 
solidar.ity and the moderation of conflict. 
In the division of labor, DUrJ~heim \vas a 
solution to the problem of social inte­
gration in a SOCiety racl<ed both by the 
overthrow of the traditional political order 
and the dislocations unleased by industrial 
growth. 

That is, Durkheim used an analytical concept to 

answer an immediate social question. He viewed the 

division of labor as ~erving a certain political and 

historical need. 

Not only was Durkheim concerned vii th the poli tical 

order of the times, according to Kemper, but also with 

establishing sociology as an independent discipline. In 

doing so he rejected the atomis'tic explanation of the 
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utilitarians who maintained that society was founded on 

self-interest and the propensity of individuals to ex­

change products of their labors. This viewpoint of 

Durkheim's is reflected in .the following passage (1964: 

279) , 

Collective life is not born from individual 
life, but it 1s, on the contrary, the second 
which is born from the first. It is on this 
condition alone that one can explain how the 
personal individuality of social units has 
been able to be formed and enlarged without 
diSintegrating society. 

However, this is not the most glaring weakness of 

Durkheim, contends Kemper. He corn~itted the logical error 

in assuming that the division of labor Uemerged from an 

earlier form of association where it was absent. Durkheim 

failed to consider that the ineluctable condition of human 

kind is interdependence and that the division of labor 
7 

could have existed all along.·u Thus, Durkheim did not 

give sufficient analytical attention to the concept of the 

diviSion of labor. In fact he does not return to this 

concept specifically in his later works. 

7 This is not entirely true since Durkheirn indicated 
that differentiation is in terms of degree of differentia­
tion and complexity and is not absolute. 
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Kemper, who suggested that the division of labor as 

a concept needs to be carried further analytically, 

followed his own directive. Briefly, he indicated that 

the properties of the divis.ion of labor, including inter-

dependence, be treated as a system. In this system actors 

and tasks are coordinated and specialized. Group size 

and number of tasks involve external differentiation 

(i. e. , U the number of di ff eren t tasks, acti vi ti es,. or 

occupations in a groupU), internal differentiation (i.e., 

tithe ratio bet'Vleen the number of different tasks and 

group size"), and functional dispersion (i.e., lithe ratio 

between actual and maximum possible variation in the 

assigThllent of actors to different tasks"). In this 

context Kemper (1972) suggests as a definition: 

rrhe division of labor is an arrangement of 
actors 'i.vhose coaction is required to complete 
a common task or attain a common goal. 

Ke~per further suggested that his approach deals 

with both micro and macro levels of analysiS in that the 

actors 1n a system of divided labor may be individuals, 

groups, or even societies. In sum, Kemperls argument 

focuses on the need for treating the concept more 

analytically with emphasis upon interdependence. Although 

powerful, Durkheirn I s explanation falls short bec.ause of 

its polemiC quality. A result of this is that many of the 

elements of Durkheim's treatment of the concept are 
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difficult to clarify and measure. In addition, the 

relationships among the variables as specified by Durk­

heim have not always held up under empirical scrutiny 

(Clemente and Sturgis, 1972.:' Childers, et al., 1971). 

Durkheim, as reviewed earlier, indicated that with 

an increase in population size, moral (or dynamt"c) density 

and material density there is also an increase in special­

ization and differentiation of tasks (i.e., the division 

of labor). Ho'tV'ever, Clemente and sturgis (1972) could 

only find similar relationships between social density and 

the division of labor. Tests of relationships between 

population size and division of labor (MID), moral density 

(i.e., proportion of individuals employed in transportation 

and communication activities) and the division of labor, 

and age of cOillmunity resulted in no support for these 

relationships. 

Clemente and SturgiS offer reasons for the nature of 

their findings. One reason given is that the data refer to 

the political rather than the ecological community. The 

result is an (1972: 180) "overweighting of the manufacturing 

sector of the industrial structure since commuters who 

reside outside the city limits tend to be employed in non­

manufacturing activities." They suggest that future 

research might involve units other than cities. 
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A second reason offereq is that there maype more of 

a division of labor among communities than within due to 

greater technological efficiency. A third reason involves 

the difficulty in operationalizi'ng the division of labor. 

The authors suggest that it may be much more complex than 

indicated 1n the measure of industrial dlversivication . 

(MID) • 

Childers, et al., (1971) found in their study of 

military organizations that the larger organizations had 

a greater number of occupations but were more internally 

homogeneous than small ones. In other words, the greater 

the size of the organization, the less the specialization 

of occupations within organizations. This finding, coupled 

with their finding of a positive correlation between 

systems size and external structural differentiation sug-

gest that the systems are pre~sured on the one hand toward 

differentiation and on the other to\'lard increased homo-

geneity. Childers, et al. suggest that rank differentiation 

and continuity in operational systems operate as "counter­

vailing forces. II 

Several other empirical studies of the division of 

labor have been conducted which lend, to different degrees, 

support to Durkheim's theory. One of the more notable and 

comprehensive efforts was made by Land (l970) who mapped a 

complex model conSisting of algebraic and differential 
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equations. Following Durkheim1s basic model, with 

emphasis upon "dynamic density" and competition as es-

sential elements, Land conducted a mathematical analysis. 

Lana res ta ted Durkhei.m I s dynarni c densi ty in terms 

of the number of interactions in a society per unit of 

time or the number of interactions/time. Materi"al density 

is the product of the levels of population size, urban-

ization, and efficiency of the technology of communication 

and transportation. Following Durkheim's assumption that 

material density can be used to measure dynamic density 

Land measured dynamic density thusly: 

Number of interactions (dynamic = K x the population in the 
Time density) 

urban areas x efficiency of communication and transporta-

tion, where K = a constant representing the rate at which 

the concentrated portion of the population utilizes the 

means of communication and transportation for interaction 

(the rate of use of means of communication and transporta-

tion/time). 

The division of labor is defined as, tithe degree of 

differences among members with regard to their sustenance 

activities." Land restated Durkheim's model mathematically 

and tested it empirically for the period from 1900-1950. 

BaSically the data support the model. The relatIonship 

between density and the division of labor is approximately 
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linear for the United States.from 1900-1950. He.suggests 

that a longer time series of observations may be more 

conclusive. 

On the theoretical side, Land pOints to a major 

problem--the lack of specification of the theoretical 

relationship of competition to density and the division of 

labor. Also there is the failure of the Land-Durkheim 

model to specify rules of correspondence of the concept 

to some operational procedure. 

Nevertheless, an important feature of Land's 

analysis is his effort to demonstrate (both conceptually 

and empirically) the link between increased size and 

density, increased competition, and increased division of 

labor. 

Gibbs and Martin (1962) provide one of the earlier 

empirical analyses involving Durkheim's concept of the 

division of labor. They tested the link between the 

degree of urbanization, the division of labor, the dis­

persion of objects of consumption, and the level of tech­

nological development. (£his link is based, in part, on 

the assumption that (1962: 668) fla ~igh degree of urban­

ization depends on widely scattered materials and repre­

sents the type of spatial organization necessary for 

acquiring them. II Only through the division of labor and 
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advanced technology is a city able to bring material 

from great distances. 

Two types of dispersion of objects of consumption 

are specified: (1) intern~l dis~ersion which refers to 

It the average di stance bet\-leen the poi nts of ori gi n of raw 

materials and the paints at which the materials "are 

consumed ••• " and (2) external dispersion which is the 

Uaverage distance between the points when the origin is 

outside the society." One dimension of the division of 

labor is derived from the fact that different objects are 

being produced. This dimension is occupational differ­

entiation. Another dimension is specialization of oc­

cupations reflected in the necessity of specialized 

occupations for transportation and co~~unication. These 

factors coincide with advances in technology. ~bt only 

is there occupational differentiation and specialization 

but the division of labor also involves functional inter­

dependence. 

The results of analysis of 45 countries show con­

sistent relationships among urbanization, the division of 

labor, the level of technological development, and the 

dispersion of objects of consumption. The data, thus, 

• indicate that (as postulated) both the division of labor 

and technological development are more closely related to 

large-scale urbanization than to small-scale urbanization. 
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Other studies provide similar results. Labovitz and 

Gibbs (1964) found that close direct relations' hold among 

technological efficiency, urbanization, and the division 

of labor. However, this s~udy merely shows that efficiency 

is enhanced by the division of labor and does not deal 

with social solidarity. Similar results were reported 

by Gibbs and Browning (1966) who included size of pro­

ductive associations as a factor. Again efficiency and 

the division of labor showed close relationships sug­

gesting that such studies are more clearly a test of 

Adam Smith's (1937) pin-making factory illustration than 

Durkheim's theory of social integration. 

Browning and Gibbs (1971) more closely approximate 

Durkheim's thesis in their study of intraindustry division 

of labor. Their analysis indicates that concentration of 

the labor force territoriallY'is related to population 

size and the division of labor. 

The various analyses of Durkheim's concept of the 

division of labor pOint to both the strength and weaknesses 

of his idea. Parsons (1937) called attention to Durkheirn's 

concern with social solidarity and how the division of 

labor is a mechanism to achieve it. Also, he indicated 

that Durkheim's discussion was somewhat of a polemic aimed 

at utilitarians. The metatheoretical nature of Durkheim's 

explanation is also painted out by Kemper (1972) who 
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argued for a more analytical· approach to the division of 

labor. However, more importantly, contends Kemper, is 

that the division of labor and interdependence did not 

tlevolve" as Durkheim argued but 'that such are inevitable 

conditions of humans which could have existed all along. 

Clemente and Sturgis (1972), in an empirical analysis, 

found a relationship between only two of the variables 

(density and the division of labor) specified by Durkheim. 

Childers, at ale (1971) found an inverse relationship 

between size of organization and specialization. 

However, not all studies have been critical of 

Durkheim. Land (1970) in an elaborate analysis of a 

Durkheimian model found that, in large part, the relation­

ships are as specified by Durkheim. Land's study is also 

of interest because he included the factor of social 

change by testing the relationships within the time 

context of 1900-1950 in the United states. Theoretically, 

Land suggests a greater specification of competition and 

dynamic density as variables in a Durkheimian model. 

Gibbs and f-1artin (1962), Labovi tz and Gibbs (1964) 

and Gibbs and Browning (1966) focused upon technological 

efficiency and the division of labor. Seeming to be more 

closely tests of Adam Smith's theory these studies 

demonstrated a close relationship bet\'leen technological 

efficiency and the division of labor. In their analySis, 
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as well as 1n the other studies reviewed above, social 

solidarity tended to be ignored (at least a~pirically). 

The inconclusiveness of the findings (in terms of 

supporting or refuting Durkheim) may be in part due to 

ignoring social solidarity as a factor. Nithout the 

inclusion of this factor (i.e., social solidarity or 

integration) a true test of the Durkheimian model has not 

yet been made. Instead the studies focused upon differ-

entiation of occupations and excluded interdependence. 

Basic to Durkheimls explanation is what holds societies 

together as their elements become more specialized. Al-

though not always ignored theoretically this dimension of 

Durkheim1s argument was ignored empirically. 

In addition, the studies may have had difficulty 

bridging the gap between theory and research. As Clemente 

(1972: 30) pointed out: 

• • • one is constantly faced with the question 
of '-lhether the variables one employs in empirical 
investigation are really accurate indicators 
of the concepts presented in o~e's theoretical 
scheme. 

This seems to be especially the case with the division 

of labor. As indicated earlier, this concept involves 

two main dir:tensions: differentiation (or specialization) 

and interdependence. The measure utilized in the afore-

mentioned studies of the division of labor is actually a 

measure of "functional dispersion," according to 
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Clemente (1972). There is a great deal of difficulty in 

obtaining data which is indicative of the absolute number 

of unique functions which exist. But functional dispers­

ion (i.e., the actual distribution of individuals.among 

sustenance producing activities) was measured by Gibb's 

and ~artin's MID which involves a ratio of the number of 

persons in each functional category. 

Despite such shortcomings and difficulties these 

studies have brought about a renewed interest in DurJcheim's 

theory of the division of labor as an important explanation 

. of social behavior. 1'hey are consci entous efforts to 

empirically come to terms with Durkheim's theory and thus 

offer an important foundation for further analysis. 

l-Iowever, these efforts have only scra tched the 

surface of potential of sociological testing of Durkheim­

ian theory. The testing of relationships among the 

division of labor and its antecedents ignores the major 

importance of Durkheim's theory. Viewing his work more 

broadly one sees that Dur]<heim provid sociologists with 

an explanation of the relationship between social struc­

ture and social behavior. That is, a careful reading of 

two of Durkheim' s classi cS--'rhc i)i vi s ion of Labor in 

----- and Suicide indicate that the factors of social 

change, social integration (and disintegration), and 

social pathology are essential ingredients in his theory. 
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Division of labor is not social solidarity itself8 but a 

means to social solidarity. Unless it reflects natural 

differences and not social differences its cohesive 

function is limited (if not negative). Social change can 

also limit the effectiveness (especially if it is too 

rapid) of the division of labor such that anomia results 

rather than solidarity. Whether society is well-integrated 

(and to what extent) can have an impact upon individuals. 

In short, Durkheim's model suggests a relationship 

between the degree of social integration and social 

pathology. 

Anomie 

Durkheim discussed anomie in two different contexts: 

as a possible outcome of the abnormal development of the 

division of labor and as a result of a disturbance of the 

collective order which explained a variety of suicide. 

The division of labor, according to Durkheim (1964: 

406), produces solidari ty because, "i t crea tes among men 

an entire system of rights and duties which link them 

together in a durable way." However, the division of 

8Lacapra (1972), for instance, made a similar 
observation: 

It was not the division of labor per sewhich 
created either solidarity or disorder, but 
the nature of the division and the way in 
which it was institutionally organized. 
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labor, he pOints out, may not always produce social 

so1idarity--it may at times have udifferent even contrary 

results" (1964: 353). Il'his outcome is especially likely 

if the development of the d.ivision of labor is too swift 

or extensive. As societies are transforming from 

mechanical solidarity to organic solidarity there is a 

period of time, a transition period, in which the impact 

of the collective conscience is weakened and the organic 

solidarity has not yet become fully established. Although 

there is a gradual shift from mechanical to organic and 

the changes of cohesive structure are parallel there is no 

guarantee that this transition is always one-to-one. The 

probability for anomie is greater at this time since as 

labor is divided the role of the collective conscience 

diminishes. But divided labor alone is not enough for a 

"system of rights" must be created and they must be just 

so that competition among individuals is equal. Without 

such rules the cohesive function of divided labor is muted1 

a state of anomie results from the division of labor 

rather than social solidarity. 

The development of such rights and duties follows a, 

more or less, natural course. In this regard, Durkheim 

(1964: 365-66) wrote: 
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Moreover, in the normal state, these rules 
disengage themselves from the division of 
labor. They are a prolongation of it. 
Assuredly, if it only brought together 
individuals who united for some few moments 
to exchange personal services, it could not 
give rise to any regulative action. But 
what it brings face to face are functions, 
that is to say, ways of definite action, 
which are identically repeated in given 
circumstances, since they cling to general, 
constant conditions of social life. Tne 
relations which are formed among these 
functions cannot fail to partake of the same 
degree of fixity and regularity. There are 
certain ways of mutual reaction which, finding 
the'1lselves very comformable to the nature of 
things, are repeated very often and become 
habits. Then these habits, becoming force­
ful, are transformed into rules of conduct. 
The past dctc:r:nines the future. In other 
wordS, there is a certain sorting of rights 
and duties which is established by usage and 
becomes obligatory. The rule does not, then, 
create the state of mutual dependence in which 
solidary organs find themselves, but only 
expresses in clear-cut fashion the result of 
a given situation. In the sarLle, the nervous 
system, far from dominating the evolution of 
the organism, as we have already said, results 
from it. . 

That is, the cohesive function of the division of 

labor develops out of relations among the various social 

functions. Eventually, out of habit rules of conduct 

develop from actions and reactions among individuals in 

certain social functions. If these functions are dis-

parate and unconnected or are in conflict (for survival) 

with one another then anomie results, if not then anomie 

does not result. For instance, Durkheim (1964: 368) 

pOinted out: 
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Since a body of rules is the definite form 
which spontaneously established relations 
between social functions taJce in the course 
of time, we can say, ~ Erior!, that the state 
of anom~ is impossible wherever solidary 
organs are sufficiently in contact or suf­
ficiently prolonged ••• ' 

• • • For the same reason that exchan'ges 
take place among them easily they take place 
frequentlY1 being regular, they regularize 
themselves accordingly, and in time the 
work of consolidation is achieved. 

Furthermore, not only must there be close relations 

among these functions but these relations must be regular 

or continuous. Any interruption of this state enhances 

the possibility of anomie. 

Finally, the individual must perceive his social 

function as meaningful to himself and to society. Not 

only do relations need to exist and exist regularly but 

they also need to provide the individual with a sense that 

he 1s more than a machine-like functionary. Durkheimls 

explicit state~ent on this point is noteworthy. It reads 

(1964: 372-373): 

The division of labor presumes that the worker, 
far from being hemmed in by his task, does not 
lose sight of his collaborators, that he act 
upon them, and reacts to the'TI. He is, then, 
not a machine who repeats his movements with­
out knO'tving their meaning, but he knot'IS that: 
they tend, in some way, towards an end that he 
conceives more or less distinctly. He feels 
that he is serving something. For that, he 
need not embrace vast portions of the social 
horizon~ it is sufficient that he perceive 
enough of it to understand that his actions 
have an aim beyond themselves. From that time, 
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as special and uniform as his activity must 
be, it is that of an intelligent being for 
it has direction, and he knows it. 

This point by Durkheim is connected with his com-

ments on the forced division of labor in which he foresees 

the importance of divided social functions not only for 

society but for the individual as well. Labor that is 

merely divided does not enhance solidarity if the social 

relations are limited, irregular, meaningless, and 

"forced. II The latter condition is present if social 

inequalities and natural inequalities do not coincide. 

Labor needs to be more than merely divided, it needs to 

be divided spontaneously. Durkheim explains what he means 

by this term as follows (1964: 377): 

But by spontaneity we must understand not 
simply the absence of all express violence, 
but also of everything that can even in­
directly shackle the free unfolding of the 
social force that each carries in himself. 
It supposes, not only that individuals are 
not relegated to determinate functions by 
force, but also that no obstacle, of what­
ever nature, prevents them from occupying 
the place in the social framework which is 
compatible with their faculties. In short, 
labor is divided spontaneously only if 
society is constituted in such a way that 
social inequalities exactly express natural 
i nequali ti es. 

Thus, with his discussion of "forced" division of 

labor Durkheim adds a dimension to his theory of social 

solidarity often overloOked by contemporary commentators. 

Organic solidarity requires more than external constraint. 
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Rather it is aided by the furictions being meaningful to 

individuals and being IIspontaneously" allocated. Rules 

alone or force cannot produce solidarity since injustices 

are potentially inherent in both which promote disruption 

and anomie. Durkheim makes this point clearly in the 

following passage (Giddens, 1972: 179-180): 

It is not enough for there to be rules, how­
ever, for sometimes the rules themselves are 
\vhat is at faul t. That is what occurs in 
class-wars. The institution of classes or 
of castes constitutes an organization of the 
division of labor; and it 1s a strictly 
regulated organization~ but it is often a 
source of conflict. The lower classes not 
being, or no longer being, satisfied with 
rol e \vhich is theirs by custom or law, 
aspire to functions which are closed to them 
and seek to dispossess those who are exer­
cising them. Thus civil wars arise which 
are due to the manner in which labor is 
distributed. 

Labor must be divided naturally and social relations 

must proceed along a natural c'ourse continuously and rules 

must arise naturally from this process. However, Durkheim's 

theory is not blatantly laissez-faire. Society plays an 

active role 1n this process. Its purpose is to provide 

regulation without imposing or reinforcing social in-

equality_ The natural process alluded to by Durkheim is a 

natural social order ruther than a natural physical or 

organic-psychic order. Rather, society must dominate 

nature in order to ensure this natural social process. 

That is, "The task of the most advanced societies is, then, 
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a work of justice lt (1964: 387). The external condition of 

competition must be equal for this justice to be present. 

Durkheim's utopian-like comments in the latter part of 

The Division of Labor in Societ;( (l964a 407-408)' especial­

ly reflect these sentiments: 

••• what characterizes the morality of 'organized 
societies compared to that of segmental societies, 
is that there is something more human, there­
fore more rational, about them. It does not 
direct our activities to ends which do not 
immediately concern us: it does not make 'us 
servants of ideal powers of a nature other 
than our o\vn, 'Vlhich follow their directions 
wi thout occupying themselves \,1i th the interests 
of men. It only asks that we be thoughtful of 
our fe110\>ls and that \'1e be just, that we ful- . 
fill our duty, that ".,e work at the function we 
can best execute, and receive the just reward 
for our services. The rules which constitute 
it do not have a constraining force which 
snuffs out free thought: but, because they 
are rather made for us and, in a certain sense, 
by us, we arc free. • • • In deed, a moral 
code is not above another because it commands 
in a drier and more authoritarian manner, or 
because it is more sheltered from reflection. 
Of course, it must attach us to something 
besides ourselves but it is not necessary for 
it to chain us to it with impregnable bonds. 

Durkheim's discussion of anomie in The Division of 

Labor illustrates the complex conditions which must exist 

in order for divided labor to produce solidarity. In a 

sense, it reflects more clearly Durkheimls metatheoretical 

concerns rather than the actual state of society. In any 

case, anomie is more likely if the condi tions di'scussed 

above are present in society., Since these conditions 
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develop gradually, as the collective conscience recedes 

and divided labor expands, then the chance of anomie is 

greatly enhanced during this delicate transition period. 

If this transi tion is inter_rupted or sudden (as Durkheim 

implies in Suicide) then anomie can easily result. There 

is a breakdown of social cohesion since social r-elations 

are disrupted or Hforced." 

With his discussion of anomie in The Division of 

Labor in Soc~et~, Durkheim laid the ground work for his 

discussion of anomie in Suicide. He demonstrated that any 

disruption of social solidarity can be detrimental to the 

social order and that this disruption is related to social 

change. Eventually societies will probably attain a state 

of order but during the transition period anomie is a clear 

likelihood. In addition, he indicated that merely divided 

labor does not ensure solidarity but this labor must be 

divided in a just manner allowing every individual to 

realize his potential. Social relations must also be 

frequent and regular. 

In Suicid~, Durkheim expands his discussion of anomie 

to show that the nature of the social structure has an 

impact upon behavior of individuals. If it is too well 

integrated then altruistic and fatalistic suicide are 

likelihoods, if too little integrated or lacking in inte­

gration then anomie and egoistic suicide are encouraged. 
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Too much as well as too little solidarity can be detri-

mental to society and to individuals. 

Here, Durkheim speaks less of evolutionary change 

and more in terms of sudden changes especially economic 

and domestic crises. These crises disturb the collective 

order such that the scale is upset. A new one has not yet 

been improvised to regulate behavior creating essentially 

the same condition often present during the transition 

period from mechanical to organic solidarity. Again, 

change in the elements is a catalyst which delays or dis­

rupts the development of the collective order. The result 

of a change in the social structure is frequently an in­

crease in the occurrence of an ap?arently psychological 

phenomenon--suicide. More than just an explanation of 

behavior Suicide is an explanation of an increase in the 

occurrence (or rates) of such behavior. 

Durkheim systematically and ruthlessly eliminates 

psychological, racial, hereditary, cosmic factors and 

imitation as explanations of the suicide rate using 

statistical data. He then differentiates the social types 

of suicide by classifying them by the causes that produce 

them. Examining the statistical data he learned, for 

instance, that suicide rates differed among Protestants, 

Catholics, and Jews, and concluded that more suicide among 

Protestants was due to their church being less 
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well-integrated. In such a society the individual ego 

exerts itself to excess. The weaker the group the less 

the individual depends on the group and the more he depends 

on himself. He is left without reason to live since 

society's existence is no longer felt. The result, in 

this case, is egoistic suicide. 

On the other hand, altruistic suicide is the result 

of insufficient indi viduation. The person takes hi s o\-;n 

life because he feels it is his duty. Such a state is 

altruism in which (1951: 221), 

••• the ego is not its own property, where 
it is blended with something not itself, 
where the goal of conduct is exterior to 
itself •••• 

Thi s type is more li]~ely among more primi ti ve 

soci eti es or the mi Ii tary in \vhich the SUpreITIQcy of the 

group over""he.lms the individual", Nhile egoistic suicide 

is an act of despair and depression, altruistic suicide is 

one of hope and sense of duty. Altruistic suicide is less 

likely in modern complex societies except in such groups 

as the army_ 

DurJ{heim discusses anomie in Su5_~ide in terms of 

needs and meD.ns--that is, the di screpancy bet'Neen them. 

For happiness, an individual's needs have to be related to 

his rneans-- II •• _ if his needs require more than can be 

allocated to them or even merely something of a different 
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sort, they will be under continual friction and can only 

function painfully" (1951: 272). Thus there ought to be 

some bounds to an individual's pursuit of his needs. This 

barri er, for Durkheim, is i.n the form of moral iul es and 

regulations. In another context he writes eloquently of 

this situation (Giddens, 1972: 173): 

'I'he totali ty of moral rules truly forms about 
each person an imaginary wall, at the foot of 
which the flood of human passions simply dies 
without being able to go further. For the 
same reason--that they are contained--it 
becomes possible ·to satisfy them. But if at 
any point this barrier weakens these previously 
rr;:strained human forc0s pour tu:nul tuously 
through the open breach: once loosed they 
find no limits w~cre they can stop. lney can 
devote thcmsclv~s, without hope of satis­
faction, to the pursuit of an end that 
always eludes them. • • For man to sec before 
him boundless, free, and open space, he 
must have lost si(J11t of the moral barri er 
which under normal conditions would cut off 
his vic'\·;. He no longe;: feels those moral 
forces that restrain him and limit his 
horizon. But if he nO longer feels them it 
is because they no 10ngc~r carry their normal 
degree of authority, because they are weak­
ened and no longer D.S t.hcy should be. iYne 
notion of the infinite~ then, appears only 
at those times when moral discipline has lost 
its asccnc1c:tncy over v1~nts ~ it is a sign of 
the attrition that occurs during periods when 
the morul system which has prevailed for 
centurj,es is shaJ(cn, and f&i1s to respond to 
ne('l cond1 tions of human life, wi thout any new 
systCiTI having yet been formed to replace that 
which has disappeared. 9 

9rrlhis qui tc is from Gidden IS (1972) transl"ation of 
Durkheim IS I, .. ' education 1',1orale, 1925. 
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~hat usually causes these rules to loose their 

authority is a sudden change--such as an economic or 

domestic crisis--which releases the moral obligation to 

adhere to these rules. Desires and needs exc the means 

available. It is not so much a lack of norms as it is a 

lack of moral obligation to adhere to these norms. When 

the collective order is disturbed it is temporarily 1n-

capable of exerting its influence until a new scale is 

improvised. '.rhus, anomie suicides result from (1951: 258) 

"man's activities lacking regulation and his consequ~nt 

sufferings." The individual is, so to speak, left without 

a "checl,,-rein. It 

Durl~hcim' s conclusions on the connection betvlcen 

social disorganization (anomie) and individual disorganiza­

tion (suicide) were derived from his observations of 

suicide ra tes among di vorcsd persons and l,vidov;s and econo:nic 

occupations. In conjugal anomie, for instance, the rate 

of divorce is symptomatic of the disruption that has 

occurred in the stability of domestic relationships. The 

moral obligation of marriage, albeit temporarily, has been 

set aside. 'I'he same \-11 th rapid economic change--sudden 

affluence or poverty can result in temporarily disrupting 

the collective order. These changes are not significant 

because they involve poverty or affluence but because they 

interrupt the restraining influence of society. Thus, 
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those individuals who are faced with a disturbance of the 

equilibrium between themselves and their surroundings react 

with anger and with disappointment associated with it. 

This condition, explained purkheirn" often results in a 

(1951: 269), 

••• state of exasperation and irritated 
vJeariness which may turn against the person 
hi,roself or another • • .. (e.g., suicide or 
homicide) • 

Without certain societal constraints individuals 

pursue their needs and desires in infinity. Society 

nefines and orders such pursuits by moral regulation but 

if it is disrupted then anomie results. People continue to 

pursue their needs but without regulation (or moral obliga­

tion to these regulations) to the extent that they are 

never satisfied. ~le end result of such dissatisfaction 

and disappointment often is to react by striking out 

against oneself or others. 

Durkheimls diSCUSsion of anomie division of labor 

(1964) indicates that during the transitional phase to 

organic solidarity traditional moral bonds have receded in 

influence yet no new moral regulation has fully developed 

to 'tal<c i ts pla~ce. rfhe resul t is a breakdo,\"n due to 

relations not being regulated. Occupational differentiation 

has destroyed the integrity of the community. If this 

differentiation is such that the varied social functions 
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have not adjusted to one another then a state of anomie is 

very likely. In order for divided labor to be cohesive 

relations among the social functions must be regulated, 

close, regular, and meaningful. Unless the division of 

labor is spontaneous (i.e., individuals must be able to 

fill social functions in accord with their abilities in 

order to accept them as legitimate) which enhances the 

moral obligation of the individual to his respective 

function. In addition, Durkheim seems to perceive 

industrial advancement and certain of its corollaries 

(e.g., affluence, bankruptcies, etc.) as a major Hdeter­

mining U element for anomie. He mentions economic crises 

in both Suicide and rr:he Dl,yj.~_r:L2.f..J..Iabor as precipi tates 

of ano;nie. rrhese crises are bound up in industrial 

progress since ths lik81ihood of their occurring increases 

as industry expands. Also Durkheim discusses the division 

of labor as a division of occupations (Giddens, 1072: 143) 

and offers as a solution to anomie division of labor a 

"corporate system of occupations. H Thus industrialization 

1s closely tied in \Vi th the development of anomie. DurJ{.­

heim se8rnS to say that in an industrial society the 

collective conscience is unable to exert the same type of 

influence as it exerted in segmental groups. Rather a new 

form of social cohesion is necessary in a SOCiety becom~ng 

increasingly industrialized--a new form which must be 
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based in divided labor, the most common element connecting 

men to men. If this system of divided labor provides for 

close, continuous, interdependent relationships then it is 

very cohesive. If due to ~he transition being too rapid 

or so~e disruption of the process, the division of labor 

does not then produce social solidarity~ instead anomie 

results. Until a new scale is improvised which can provide 

moral regulation then anomie will continue •. 

In Suicids" DurJ~h8im demonstrates one outcome of 

this state--namely an increase in the rate of suicide. 

This study's aim is to examine another probable outcome--

an increase in the crime rate. However, Durkheim's dis-

cussion of anomie and its relationship to social behavior 

is not the only effort. f'.ore recently Nerton (193'3) 

discussed anomie as a factor in deviance. Contending that 

anomie resul ts from a disjunction bet\'leel1 cuI turaIIy 

prescribed goals and socially institutionalized means for 

attaining these goals Nerton demonstrated that individuals 

react to such a state by either conforming or adjusting in 

either of four different ways: innovation (i.e., accept 

goals but not means), retreatism (i.e., reject both goals 

and means), rebellion (reject both goals and means and 

substitute new values), ritualism (accept means but not 

goals). In American society conditions are especially 

conducive to anomie. rfhere is an emphas:i.s upon success 
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goals but not a clear-cut emphasis upon means for achieving 

them. 'rhis condi tion is especially acute among the lower 

class. In America success is a goal for all classes but 

the means are not equally allocated. Lacking means 

commensurate with those of other classes lower class 

individuals are more likely to opt for a deviant mode of 

achieving success, especially innovation. In any case, 

Merton contends that a disjunction between goals and means 

results in anomie and this condition in turn leads to 

deviant adaptations among individuals. 

In later writings (1938: 1957, 1964) Merton modified 

his theory slightly but the basic format summarized above 

has remained. Al though Z"Ierton indica tea that his formu-

lation gre~ . ., out of Durkheim I s theory he ignores a basic 

ele:nent of Dt:trkheim' s explanation--social change. l':erton t s 

analysis is basically ahistorical in which no discussion 

of social change is syste~atically included. He doesn't 

indicate hO'~v anomie comes ClDout--merely Hhilt anomie is. 

His basic argument is that anomie resul ts from the lac]c of 

clear-cut means provided by the social structure for the 

achievSillcnt of strongly emphasized success-goals. 

Individuals adapt to such a state by engaging in some type 

of deviant behavior. In effect, he shows how the social 

structure influences individual behavior. It seems that 

~crton has neither added to nor improved much upon 
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Durl<heim's theory other than. off er certai n "modes of 

adapta·tion II as a classification of deviant behavior. 

Actually there is some doubt, at least according to Scott 

and Turner (1965), that Harton's' theory is a develop:nent 

of Durkheim·s work. Rather, they contend that it is 

actually a continuation of Weber's work. One difference 

scott and Turner note between Durkheirn's theory and 

l'·lerton's is that (1965: 234), u1'1erton conceives of anomie 

as a chronic condition: Durk'heim, as an acute fract.uring 

in the social world." lristead, Merton's discussion of 

pecuniary success and deviant adaptations seem more akin 

to Weber's discussion of the Protestant ethic and his four 

types of social action. Concerning the former, Scott and 

Turner (1965) \vri te: 

's Protestant ethic is a study of 
individuals--thrown back on themselves-­
in pursui t of a go~,l ~vhose achievement 
i.'iould never be knoT,'in: salvation. For 
s~lvation, r~rton substitutes pecuniary 
success. 

Scott and Turner also see parall eis between i'19rton' s 

modes of adaptation and ~'le;:Jer' s four types of social action. 

E'or instance, Nerton' s "conformi If mode bears a close 

resc:nblance to ~'veber I s tra,di tional action. Tradi tional 

action concerns tithe habit of long practice" and is pa!'t 

of the u\·lorld-as-ta}<.cn-for-granted U and routine. Herton IS 

conformi mode reflects the same essence of habit and 
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routine acceptance. :2Y1ec1<ra.t).onal conceived in terms of 

"expediency," of what is necessary to win whatever the 

means is equivalent to Herton's "innovation. 1I Nertrational 

is associated with norms legitimacy--a belief in the 

absolute value of a form of behavior for its own sake--

is related "co "ritualism" in which one co:npulsively 

adheres to institutional norms. Affectual action concerns 

the "specific affects and states of feeling of the actor" 

relates to Merton's retreatist mode of adaptation. No 

parallel was found to Merton's rebellion mode. 

However, the authors note a crucial difference in 

Merton I sand Neber' s method of theorizing. 'rhey wri te, 

(1965: 239) 

~hcreas Weber has taken the belief system of 
identifiable groups, and has treated of their 
na'tural hi. ~;tory--follo\'1ing their logic vlherc 
it led the social actors involvcd--~erton 
takes stereotypical culture contents (e.g., 
that A~cricanG are devoted to ~atcrial 
success) and uses them as though they were 
appropriate 8s c ientific descriptions of a 
society.' 

In essence, it does appear that there are several 

differences between rv~erton' s fort'1ulation and Durkheim I s. 

Although both focus upon the social order Eerton tends to 

concentrate more so upon the adaptations of individuals. 

I\1erton s cems to skim over the concept of a~10mi e and di s-

cusses it in terms ()f a Udisjunction" between cuI tural 

structure and soc:i.al structure v1i thout offering a reason 
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vlhy other than a vague alluding to conflict of norms. 

He doesn't indicate first of all how these norms arise, 

how they become conflictual, and how anomie results. For 

all we know from Merton's discus~ion is that anomie has 

always been here and will always be here. ~~re reasonably, 

Durkheim argues that anomie comes from a temporary but 

sharp disruption of the collective order resulting in a 

lack of regulations or adherence to moral regulations, 

which by the vlay, arise from the division of labor. HOt'l­

ever, Merton's effort to ~rovide a sociological answer to 

the psychological theories of deviant behavior of that"day 

(see Scott and Turne~) ends up, essentially, as a psycho­

logical explanation. Focusing upon actors and their 

adaptations Merton offers an explanation of why 

individuals engage in deviant behavior which is larsely 

related to inadequate internalization of thenorrnG and 

values. It is not changes in the social structure itself 

vlhich brings about deviant behavior (or an increase) but 

due to the actor not properly assimilating society's norms. 

l'1ore ~ociologically, Durkheim centers hi s argument upon 

society end the changes in society which, in turn, bring 

about an increase in deviant behavior (or decrease). 

Scott and ~Jrner (1965: 236) offer an explanation of why 

such a descrspancy in !1erton I sand Durkheim I s argument. 

It reads: 
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If Merton is not using Durkhcim's conception 

of anomie and if Durkheim's influence cannot be 
found in this essay, ho\v might \-/e account for the 
invocation of DurJ<hej.rn? r'{e might shed light on 
this que3tion by considering that Merton wrote 
this ossay in 1933 as a polemic against the 
individualistic, psychological (especially 
::"reudian) e:;,cplanations of deviant bch\l.vior so 
prevalent at the time. rrhus the essay begins 
as a polemic ~gainst a psychological theory 
of deviance and ends \v1.1eh a sociological theory. 

SeeJ,ing to find a sociological explanation 
:'~erton invo}(C3 the sociologist who claimed that 
society was a reality sui aeneris and utilizes 
one of his distinctively sC;cI"oIogical concepts,. 
The concept of anomi e--both £ljer·ton and Durkheim 
insist--refers not to the individual but to 
th8 social order. ,But tha t is \'lhere the 
similarity ends: Merton's essay, as we have 
j.ncU.cated, bears sca.nt relevance to !JUrkheim. 
Merton, in short, has staged Hamlet without 
the Prince of Denmark. 

Nevertheless, Merton's 1939 article, u30cial struc-

ture and L\nomi e It has pro~;Jably genera ted ;:nore COlTh'1len t and 

empirical study than any other single \vri ting in American 

sociology. A comprchensi ve bibliography (Cole and Zac~<er-

man) of e~npirical and theoretical studies of anomie show 

that since 193,3 about 85 empirical and 90 theoretical 

studies have appeared. Of these, 12 of the empirical 

studies were direct tests of Merton's theory and 25 

theoretical studies were specific analyses of Merton's 

theory. In general, the empirical studies are supportive 

of Herton' s thcory. HO'i.vever, some researchers (Rushi ng I 

19711 neler and Bell, 1959) claim that it is more closely 

a measure of l'1crton's "rctreatism U than normlessness. Thus, 
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it seemingly is a measure of· one or Merton1s modes of 

adaptation than a measure of anomie. 

Probably the most important contribution of Merton's 

work is that it has genera~ed a great deal of debate con­

cerning anomie and social behavior. It also offers an 

important analysis of deviant behavior, above criticisms 

notvlithstanding. The main objection is the frequent 

mention of Merton's theory as an extension or improvQUent 

upon Durl;:11eim' s explanation. In short, Merton merely 

discussed the relationship bet\'ieen a static anomie 

condition in society and adaptations to this condition, 

ignoring that if such a condition long prevailed society 

would be in a shambles. Durkhcim, on the other hand 

demonstra ted hO,\1 thi s condi tion ari ses and ho\'1 it moder-

a tes or hovi it can be alleviated. Furthermore, h8 doca 

not base his analysis on stereotypical observations of one 

society (i.e., success-goals in American society) but upon 

empirical and analytical observations applicable to dif­

ferent societies (especially industrial) within an 

historical context. Societies are not static--they change 

and, in turn, individual behavior therein. They are dyn~illic 

entities involving more than sets of norms and goals but 

"real" ements such as population, divided labor, social 

interaction (e.g., Ildynamic density"), competition, 

conflict, etc., as well. Crime is not an abnormal 
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adaptation by improperly socialized individuals. Instead 

it is an expected part of any society, only when it reaches 

abnormal proportions is it unusual. Nith Herton's theory 

explanations of crime rates in terms of the nature of the 

social structure are untenable. In effect, how do you 

measure an "adaptation," or a Unorm"? Durkheimrealized 

the difficulties of measuring such variables when he 

suggested using divorce rates and bankruptcies as in~i­

cat~rs of anomie. Such behavior is symptomatic of anomie 

since it reflects the disruptive nature of the social 

order. Thus, as an extension of Durkheim's theory, 

Merton's effort falls short. It more clearly serves as a 

distinct effort which generated its own body of literature. 

For this reason only studies relevant to Durkhcim's theory 

will be revievled. 

Several efforts to interpret DurJ~heim I s discussion of 

anomie point to the lack of regulations as the defining 

ele7nent. Dohrenvlend (1955: 472) sa"w Durkheim's anomie as 

betng characterized by a state of "deregulation" in society 

and is distinguished from egoism, altrUism, and fatalism 

as it is "marked by the absence of norms altogether." 

~'lall\'lori~ (1972: 103) views Durkheim's discussion as an 

analysis of the collaose of regulations in the industrial 

sec-tor of society in 't,';hich there is a "l€ngthy period of 

unregulated economic dctivity; immoral economic behavior, 



63 

and \videspread anomie. II Giddens (1971) tends to agree 

suggesting that Durkheim believed anomic suicide to be 

derived 'from the lack of moral regulation typical of 

modern industry. He conti~ues (1971: 103) that ~ccording 

to Durkheim, 

Anomie is present in the occupational sistem 
in so far as moral integration is lacking at 
the 'modal points' of the division of labor-­
the paints of conjunction and exchange between 
different occupational strata. 

Giddens also recognizes another important element in 

Durkheim' S vlork--thc historical nature of man, that is, 

tithe present opposes itself to the past, yet derives from 
fI 

and perpetuates it. Irh1s introduces social change into 

the analysis since the e~amination of history inevitably 

includes change. The introduction of change provides an 

explanation for the origin of anomie.- As Angell (1941: 16) 

pointed out, rapid social change It jars people loose from 

their accustomed soci niches. It La Capra (1972: 159) 

seems to agree with ~ngell's interpretation when he sug-

gests that the basic cause of anomie is rapid social change 

which has the ect "-the unsettling displacement, up-

rooting, and disorientation of the groups or categories 

affected by social change. II frhis unsettling effect leads 

to an absence of "consenually <1cce~jted limj. tin9'. norms. U 

He 0.150 oointec1 out that Durkheim reI all disruptive 

chanqe to ano:nie. This stc..te is particul:3.rly evident 
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during transition periods in'the econo~y. 

Clinard (1964) also viewed Durkheim's concept of 

anomie a's related to sudden upt.,ard changes especially in 

the economic or in conjugal relations. 11his condi tion of 

unormlessness" arises from a sudden disruption of the 

collective order such that individuals no longer have 

rules to control their infinite aspirations. In the 

division of labor, anomie arises because divided labqr 

fails to (1964: 4) "produce sufficiently effective contacts 

bett-leen its members and adequate regulations of social 

relationships." Thus, Clinard calls attention to the fact 

that D.lrJ<:heirn recognized the importance of contacts among 

individuals in the creation of social solidarity. Also, 

important is the legi timacy of the regulations. 1>1ori son 

(1970: 306) calls attention to this point, indicatin~ that 

in a Dur}(heimian state of anomie, "legal and moral rules 

have ceased to have sanctioning po~,,;er. II That is I there is 

not necessarily a lack of rules as a loss of their 

sa.nctioning pOvler, of their legi timacy. Giddens (1971) sees 

anomie as a result of the lack of "moral validation of the 

division of laboru which has resulted from its unequal 

distribution (i.e., "forced division of labor."). 

other discussions also point to or add interesting 

dimensions to Durkheim1s concept. For instance, De Grazia 

(1943: ix) interprets anomie as resulting in the weakening 
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or destroying the ubonds of allegiance \vhich make the 

pali tical communi ty. II Thi s condi tion inval ves a breakdo\vn 

or absence of common values or beliefs. In addition, he 

carries DurJ<heim I s concept furth"er suggesting tha t there 

are two types of anomie--simple anomie and acute ano~ie--

the former a moderate form and the latter a more severe 

form. 

Nisbet (1970: 55) in contrast to many observers 

contends that anomie arises from a conflict of norms rather 

than ari absence of norms. He maintains that there is no 

social behavior that is norm1ess Since, "A11 human behavior 

above the level of extreme :nental deficiency is normative 

in at least some degree." 

In sum, the various commentators on Durkheimls con-

cept of anomie generally pOint out the main concerns of his 

ana.lysis. Historical change, . especially rapid disrupts the 

social order s~ch that there is either a temporary absence 

of norms or conflict of norms and a lack of morel legitimacy 

attributed to the collective order. Irhis condition is 

especially evident in industrial society in which changes 

(e.g., population, division of labor, etc.) are more likely. 

Social relations are disrupted so that regular effective 

contac~s are precluded. It is not an absence of norms or a 

conflict of norms per se 'Vlhich leads to anomie rather it is 

social change which GO disturbs the social order that it 
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loses its sanctioning 90wer and legitimacy. tvith this 

lack of legitimacy, norms or no norms, anomie is present. 

Durkheim's discussion of anomie is based in his 

concern wi th social solidari ty. If there is a r-apid 

transfor'mation in a society or the ne\v solidarity (e.g., 

the division of labor) is not properly established then 

the probability of ano~1e is greater. Although this study 

does not attempt ·to directly test anomie as an antecedent 

variable to crime several studies have addressed them­

selves - to this connection. rrhe following section will 

briefly review some of these studies. 

studies of Ano~i~nd Crime 

Basic to Durkheim's theory is social solidarity and 

what hap?cns when this solidari ty is disrupted. l{O\,'ever, 

Durkhei:n did not specifically- discuss how anomie can lead 

to an increase in crime although interpretations of anomie 

as a factor have frequently been made. Hartjen (1974: 176) 

clearly recognizes a connection. According to Durkheim, 

he points out, as long as the rate of crime is fairly 

stable then society is also fairly solidary but only when 

a dramatic change occurs in the rate should it be of 

concern. Anomie is a condition in which the rate of crime 

may arise dramatically since lithe rules that control hum3.n 

behavior have lost their force. Society is in chaos. 
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Crime beco~es rampant." This observation is echoed by 

Lunden (1959: 7) who wrote, tIlf social scientists desire 

an explanation of crime in high or low places the real 

explanation lies in Durkheim1s 'Anomie'." Several studies 

lend support to this observation. 

One of the more interesting studies of the relation-

ship between social disorganization and crime is Crcssey·s 

(1949) analysis of Harlan County, Xentucky. He noted some 

of the problems of social disorganizati.on that arise from 

the "sudden impa~t of incustrial civilization upon a self-

suffici ent isolated agricultural soci ety" (P. 3(39). Prior 

to the development of coal mining Harlan County was 

relatively isolated. An area where the main currency was 

bartering and cattle and ti~ber were the main sources of 

income. The society was stable in which the family and 

the local community were the basic social units. But the 

industrial revolution suddenly arrived in Harlan in 1911 

and the coal industry became a dominant force in the 

people's lives~ Population grew rapidly (tripled fro~ 

1910-20 and doubled from 1920-30) as a result of the 

arrival of the coal industry vlhich also destroyed the 

quaint stable cuI ture of the county. 'rhe economic Ii fe 

\vas disrupted so that (1949: 390) Uinstead of securi ty 

provided by the older self-sufficient agriculture there 

w~as substi tuted the instabili ty of industrial employment." 
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Money replaced bartering and social equality disappeared 

since men became either bosses or workers. ~ne old 

communi ty structure brol<e down such that the "restraints 

of the family clan and the neighborhood ceased to be 

effective.*' The disorganizing impact of these changes is 

reflected in the rapid increase in rate of divorce. Crime 

and vice increased greatly (e.g., the murder rate between 

1920-25 was higher than any county in the u.S.). ~ven-

tually conditions slowly stabilized when significant 

expansion of coal mining ceased and population growth 

stabilized. Crime and vice also stabilized but it did not 

return to its level prior to the advent of coal mining. 

A s·tudy of over 8, 000 delinquent cases in :sal timore 

by Lander {1954} found a relationship between his measure 

of anomie and the crime rate. In an effort to achieve a 

better understanding of differential rates in delinquency 

Lander examined various independent variables as predictors 

of the delinquency rate. After examining partial cor-

relations b,:::t'i1ccn delinquency rate and physical aspects of 

housing no real or substantive relationship was found. 

However, home o"lnership was signi ficantly associa ted wi th 

'the rate of juvenile delinquency. 'rhe frequency of home 

ownership is interpreted ;::,y Lander as an indicator of 

community stability or ano3!lie. Thus, the importance of 

housing as a factor in delinquency is not in its physical 
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aspects or the economic situation but basically .in its 

social aspects--as a measure of anomie. He suggests, 

based on these findings, the following (1954: 89): 

Oe hypothesize an explanation of the differ­
ential delinquency.rate in terms of the con­
cept of ~!ni e. ~lhen the group !}2.E.!!!.?.. are no 
longer binding or valid in an area or for a 
population sub-group, in so far is individual 
behavior likely to lead to deviant behavior. 
Delinquency 1s a function of the stability 
and acceptance of the group norms with legal 
sanctions and the consequent effectiveness 
of 'the social controls in securing conforming 
juvenile behavior. 

In essence, Landcr'.s analysis indicates that where 

cohesion breaks down the end result is a high rise in the 

crime rate (at least for one city). 

Bordua (1959-59) replicated Lander a few years later 

and also found home ownership to be the best predictor of 

delinquency rates. In general, his evidence supports 

Lander's findings. A later study by Chitton (1964) also 

led to similar conclusions. However, an analysis (30rdon, 

1967) of the anomie measure used in these studies suggested 

that it is not a genuine construct. Gordon contended that 

when examined by factor analysis the anomie variables did 

not have their highest correlations with each other. He 

concluded that there is no evidence that the anomie measure 

utilized by Lander, Bordua, and Chltton "jointly define any 

theoretical construct." Despite this criticism Lander's 
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findings have been accepted by some authors (Lunden, 1958; 

Jacobson, 1975) as support for Durkheim's theory. 

Powell (1966~ 1970) contending that the true explan-

ation of crime lies in Durkheim's concept of anomie 

examines the relationship bet\veen crime and anomie 1n 

Buffalo, New York from 1810-1970. Unlike most analyses 

of Dur}~heimian theory, Powell included an essential 

dimension--history--in his study. Powell does not specify 

a clear-cut indicator of anomie other than a reference 

to historical co~ditions. He generally describes anomie 

present when (1970: 8) lithe ends of action are blurred and 

ambiguous II and suggests meanj.nglessness as its synonym. 

He seems to see anomie as the result of a change in 

institutions or institutional dislocation. For instance, 

he wrote (1966: 171) that, 

• • • vlhen there is a near collapse of the 
institutional order or a situation where 
expectations exce~d the possibility of 
fulfillment a condition of ano~ie exists 
and a high crime rate is expected. 

Nost liJcely Powell vi et/led unemployment as, an external 

indicator of anomie since as he indicated in his studies of 

suicide (1958: 1970) that occupation provides meaning 

(e.g., a social function and a social status) the lack of 

an occupation could result 1n an anomie state for the 

individual. Nar is also an indicator of anomie for PO\'le11 

since he suggests (1970: 125) that "war is the ultimate 
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anomie: the substitution of naked force for the' rule of 

law." Revolution and racial disturbances have a common 

ground in anomi e as well. However, Po\vell seemed to 

recognize war as the main attrib~te of anomie. 

His analysis of the crime rate in Buffalo, over a 

134 year period, revealed a close relationship bet\veen 

anomie (i.e., war) and crime. Immediately before the 

American Revolution there was evidence, from accounts of 

that period, that crime increased at an alarming rate and 

continued for so~etime after the revolution. The same 

pattern followed before and during the Civil ~'lar vii th a 

tremendous leap occurring after the war. Violent crimes 

decreased from this period until the turn of the century 

when it increased until 1918. From then until 1940 it 

receded. There was a stabilization of crime until the 

1960 I S (no record of t'lorld \'lar II years) when the Vietnam 

~ar was in full force. In this analysis, Powell found 

Ii ttle or no relationship bet\veen po,!?ulation increase and 

the crime rate and no clear-cut relationship between 

industrialization and crime. Economic conditions also 

seemed to have Ii ttle impact as \vell as urbanization. 

However, Vlar consistently correlated with the crime rate. 

Racial disturbances in this century tended to cluster 

during war periods. Rather than producing solidarity 

( e. g., agai ns t a "common enemy") '''ar nroduc es vas t soci al 
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upheaval. For instance, Powell (1970: 125-126) argues 

convincingly: 

Under the pretext of military necessity every 
civil right can be suspended. Men can be 
impressed into military ~ervicet denied 
freedoro, deprived or property and life itself. 
rrhe Civil Nar established an official la,\-1-
lessness in America, which has slo,,,ly and 
sporadically grown since that time. It 
brought the force of an alien and distant 
government into the everyday life of the 
average ~an. Citizens were conscripted to 
fight in war, and the burden as always fell 
disporportlonately on the poor. For $500 
the rich could hire a stand-in to fight for 
the presGrva'tion of the Union. 'rhe \::ar 
brought draft ri6ts--of truly mammoth 
prooortions in :'~ei,v Yor}c City, Boston, and 
Philadelphia--t'lhich in turn stimulated 
upper-class demands for police protection 
from the 'dangerous' lower class. Fortunes 
were made during the war, as big business 
defraud8d the government, which in turn de­
fra.uded the people. 'fhe practice continued 
after\tlard \.;1. th the land grab by the rail­
roads, mining syndicates, and land speculators 
••• I0st of America's Sixty ruling families 
in the twentieth century had their origin 
in Civil Har graft. 

Irhus, in Po~vell' s study, \.,ar is viewed as that 

abrupt social change which brings about anomie in society. 

This anomie, in turn, leads to an increase in the crime 

rate. This increase in the crime rate, he also argues, 

grows out of anomie not only because there is more 

criminal activity but also because there is more police 

activity. During these periods of anomie the police forces 

increased in number and size. He reasons that (1970: lO~) 

th5. s increase is due to the establi shTClcnt during times of 
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social upheaval, "threatened by loss of a supporting con-

sensus, resorts to law to illaintain its order." Thus, 

PO,,\Alell • s effort adds to Durkheim' s model. For one thing, 

war is suggested as an indi.cator of anomie (Durkheim 

proposed divorce rates and bankruptcies) and also, the 

crime rate is both a function of increased criminal 

activity and police activity. 

A number of other studies, less comprehensive than 

Powell's,have been conducted which deal with anomie and 

crime. Schuessler (1962) analyzed the relationship among 

selected crime rates and social characteristics of all 

A:ne:rican cities of 100,000 or more in 1950. The index of 

anomie \'-las horne o\vnership, mari tal status and female 

employment and ShOyled a close relationship wi th rate of 

crime. A later st~udy by Schuessler and Sla tin (1960) found 

a close relationship between ~roperty offenses and anomie. 

Fisher (1975) found some evidence that anomie in 

urban life is a factor in deviance. Others found relation­

ships between certain factors of change and rate of crime. 

Clinard (1964) discovered a close relationship between 

degree of urbanization and crime increase in a series of 

studies. Nilks (1967) tested the relationship among changes 

in technology, sustenance organization and demog~aphic 

composition and rates of crime. She found a very clear-cut 

relationship between change, especially technological chao']G, 
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and high rates of crime. Areas undergoing technological 

change, demographic and sustenance change had higher crime 

rates than areas experiencing only demographic and sus­

tenance change. Palmer (1973) suggests that degree of 

social integration may be a factor in the form of deviance. 

He suggests that societies of high social integration 

(e. g., the aopi, etc.) where "all proceeds \.;i th robot-

like precision, II are likely to be as frustrating for mem-

bers as those where social integration is low. In highly 

integrative societies frustration is often directed inward. 

For example the Hopi have a high suicide rate and the 

Hutterites have high rates of suicide and alcoholism. On 

the other hand, in regions of low social integration, 

IIsevere forms of outward aggression, criminal homicide 

and assault result. II 

Generally, the above-mentioned studies lend support 

to the notion that anomie is related to the fluctuation in 

the rate of crime. However, none of the studies entirely 

included all of the ingredients necessary to provide a 

Durkheimian prediction of crime rates. Some studies merely 

documented the relationship bet'iveen anomie and increase in 

crime while others presented social change as a factor. 

One element ignored in all of the studies reViel.tled is the 

oi vision of labor. rrhe development of the di vi sian of labor 

is a major f~ctor in the development of social solidarity 
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in more complex societies. As indicated earlier~ Durk-

heim postulated that if certain other factors are not 

present in addition to divided labor (e.g., close and 

continuous relations, interdependence, spontanei·ty of 

division of labor, legitimacy attributed to ne'\V' solidarity, 

etc.) then anomie will probably result. 

The studies su~marized above show that there is a 

great deal of disagreement concerning the measurement of 

anomie. In order to avoid the pitfalls of attempting to 

directly measure this elusive concept this study will 

focus on crime rates. High crime rates may be viewed as 

symptomatic of the condition of ano:nie rather than as 

anomie itself. As indicated earlier structural changes 

can have an effect on the social solidarity of a community 

or society. Thus, the central focus of this study is the 

relationship between certain structural changes in a 

society and the rates of crime. 

Little attention has been given to the impact of the 

di vision of labor on crime ra tes. rrhere are two studi es 

which are especially relevant to the central problem of 

the present study. One deals wi th hOyl chctr:~<;!2 in the 

division of labor can have an impact on the rate of sui­

cide and the other de~l.ls wi thhovl the extent of the 
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division of labor influences" the extent of crime. Sum-

maries of each follow. I .. riley and N.icklin (1972) offer a 

Durkheimian model which closely resembles the one proposed 

in this study. However, they examined suicide rates 

rather than crime rates. Utilizing Durkheim's discussions 

in both Suicide and T11e Di vision of Labor they t"ested 'the 

relationship between rapidity of change in social struc­

ture (i.e., division of labor) and suicide. They observe 

(1972: 660) that the rapid increase in the division of 

labor, "tends to break down the mechanical basis of 

organization which "forms the substratum for specialization 

and functional interdependence. • .weak social integration 

results from such rapid advances. II Piecing together the 

D1 vision of l,abor and Suicide a theory of the relation­

ships among the division of labor variables, social 

integration, and suicide can be formulated. The rate at 

which the division of labor develops influences social 

integration. Their findings indicate that the highest 

correlation is between change in the division of labor and 

suicide. Hov/over, there is no relationship bet\'leen change 

in the division and status integration. 

A study by ';'>]ebb (1972) tested the relationship 

betv-leen the di vision of labor and crime. Based on the 

assumption that as society moves toward organic solidarity 

the strength of the collective" conscience recedes such that 



77 
one can expect a significant increase in deviance.· His 

conceptual model, thus derived is as follows: 

population 
.. Size (x

2
) ---~) 

population 
Density (x3) ~ 

Social 
Density (x4) ) 

Division of 
Labor (xl) 

Deviance was measured by the number of crimes known 

to the police as reported in the 1960 Uniform Crime Reoorts. 

Division of labor was measured using a formula Similar to 

Gibbs and J<iartin' s (1962)' and population size was the 

number of residents of a community and physical density 

was the population per square mile. An index of lithe 

degree of transportative and communicative efficiency" 

was used to determine social density. Communities con-

sisted of political, urban places made up of 25,000 or 

more inhabi tants of which 692 \-lere studied. Hypotheses 

were tested using Pearson's r. 

Only a very small variation in crime was explained 

by the division of labor. population size showed the 

strongest relationship to crime rates. The sum effects 

of the independent variables in predicting crime rates 

are only of moderate efficiency. The author concluded 

that Durkheirn's model is neither verified or rejected. 

One explanation by ~';ebb offered for the nature of the 

results is the units analyzed·consisted of cities of 
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25,000 or more. Durkheim was concerned with units of all 

'sizes in his theoretical model. Also, the cities were 

examined at only one paint in time, ignoring the evolution­

ary and historical element ,of Durkheim1s model. Hebb also 

suggested that the model tested may have been incomplete, 

lacking several important and relevant variables. 

r,vebb is essentially correct in specifying the 

ignoring of social change as a factor in his results as 

well as examining only urban areas. Social change is a 

prominent feature of Durkheimian theory and to ignore it 

is to commit a gross error. No Durkheimian model can be 

validly tested without the inclusion of the change variable. 

1be inclusion of units with more ecological diversity is 

also necessary since this part of the Durkheimian model 

as well. 

In sum, the studies reviewed, although limited in 

certain areas both methodologically and conceptually, sug­

gest that a Durkheimian model of the relationship between 

change in the division of laboi and its antecedents and 

change in crime rates is practical. No test of this 

specific conceptual model is known to exist and it is the 

aim of this study to conduct such a test as can best be 

performed utilizing the data available. Schematically the 

conceptual model can be illustrated as follows: 
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This model will be tested using the data available 

and the most appropriate methods of measurement and 

testing. This process will be outlined in the next 

section. 



CHAPTER III 

NETHODOLOGY 

This study is an effort to explain the variation in 

crime rates rather than why crime exists. Actually Durk-

heim (1937) contended that crime is "normal" and is present 

in all societies. Nhat is of interest, however, is why do 

crime rates fluctuate? In physiological or psychological 

terms the explanation wo~ld have to ultimately rest upon 

the sudden increase in the number of "pathological ll persons 

in society. On the other hand, a SOCiological explanation 

would involve a change in the social structure (e.g., 

anomie) • 

Thus, the independent or predictor variables would 

be exa:nined in terms of change. Since, according to 

Durkheim, modern societies (i.e., organic) are character-

ized by solidarity based on the division of labor (i.e., 

functional differentiation and functional interdependence) 

the rate of change could be measured in terms of the change 

occurring in the division of labor and its antecedents. 

If this change is very great then one would expect an 

increase in the rate of crime. In sum, the b~sic 

proposition of this study is: The greater the change in 

the division of labor and its antecedents the greater the 

80 
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chance of an increase in crime rates. The variables to be 

measured in this study, then, are population size, pop-
. 

ulation density, urbanization, and crime rates as well as 

the degree of change in these variables. 

Operational Definitions 

Po~ulation Size was measured by the number of in-

habitants of the county as reported by the United states 

Bureau of. Census. 

Density is operationalized as the population per 

square mile of land area in a county. As Durkheim (1964) 

proposed physical or material density is an indirect 

~easure of denamic (or social) density since it indicates 

greater opportunity for the development of regular social 

relations. 

Urbanization is considered as a factor in the 

division of labor since Durkheim suggested that one of the 

changes occurring in society is the for~ation of towns. 

For this study the measure of urbanization will be the 

percentage of the total population of a county who reside 

in urban places as defined by the Uni~ed states Burc3.u 

of the Census. 

Division of Labor. Durkheim (1964) described the 

division of labor in terms of the function an individual 

fills--his occupation. He indicated that (Giddens, 1972:113) 
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• • • individuals are no longer grouped 
according to their relations of lineage, 
but according to the particular nature of 
the social activity to which they devote 
themselves. Their natural and necessary 
milieu is (now) • • • that given by 
occupation. 

Thus a measure of the division of labor as described 

by Durkheim would need to include the number of occupa-

tions and the number of individuals dispersed among these 

occupations. Irhe closest approximation and the most 

popular measure is the one devised by Gibbs and Martin 

(1962) called the measure of industrial diversification 

(MID). Their formula is: 

D = 1 - (~xl / (2:. xi) 2 ) 

where D is the degree of division of labor among industries 

and Xi is the number of persons in each industry. The 

value of D is at the maximum when the workers are evenly 

dispersed among industries. 

Gibbs and Poston (l975) conducted a thorough investig-

ation of various division of labor formulas and made 

conclusions as to which formula is most applicable to 

Durkheimian theory. They propose a measure which most 

closely includes the dimenSions of Durkhelm ' s definition--

structural differentiation (i.e., the number of particular 

functions in a society) and functional dispersiqn (i.e., 

the distribution of individuals among these functions). 
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The formula utilized in this.study for the measurement of 

the division of labor is, 

DL = 1 - (~ xf/ (i Xi)2}/NC 

where x. = the number of individuals in anyone or more 
1. 

occupational classes (i.e., functional dispersion), Nc = 

the number of classes (i.e., structural differentiation), 

and DL = the division of labor in society. Here occupation-

al classes were used instead of industrial categories. 

Gibbs and Nartln (1962) contend that either occupational 

categories or industrial categories may be used 1n the 

formula without any significant difference in the outcome. 

However, Gibbs and Poston (1975) suggest that intra-

industry occupational categories are more applicable. As 

indicated above, Durkheim specifically mentioned occupa-

tions in his discussion of the division of labor. rrhis 

measure will be called the mea~ure of occupational 

diversification (£"IOO) since occupational categories are 

used. 

~~e Rate data are the number of crimes known to 

the police in each county which the Uniform Crime Reports 

office provided at the author's request. These data have 

been the responsibili ty of the FaI since 1930. 'rhe FBI 

collects and compiles the data from those police .agencies 

that voluntarily report the volume of crimes known to 
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the police, offenses cleared. by arrest, persons held for' 

prosecution, and persons released or found guilty of 

offenses to the FBI. 

There have been several criticisms of official crime 

data in general and the FBI statistics in particular. 

Many of these criticisms center on the fact that the 

official crime rate is a function of more than the report-

ing of an offense to the police. A substantial number of 

offenses are not reported to the police--some estimates 

exceed 50%--and thus do not become official statistics 

(Clinard, 1974). In addition, those that are reported are 

not always given official status by the police agency_ 

Unless the police determine that it is a valid complaint 

the alleged offense does not become official. For example, 

Black (1970) found that in only 64% of crime situations 

studied did patrol officers f~le a written report con-

~erning the offenses. In addition, the police tended to 

give official status more frequently to the more serious 

crimes. The nature of the complainant-police interaction 

also often influenced the status given the complaint such 

as the deference given the policeman by the complainant. 

In effect, the number of official crimes underrepresents 

the actual amount of crime \vhich has occurred. There is 

also a tendency to record the more serious offenses which 

results in an overrepresentation of the serious offenses. 
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Another problem is that offenses against persons are 

recorded in terms of the number of persons killed or 

injured in an act while offenses against property are 

counted only in terms of th,e number of distinct 'acts 

regardless of how many people were involved (presidentls 

Commission on Law Enforcement and Administratiori of 

Justice, 1967). For example, if three people robbed a 

tavern the incident would be counted as a single offense 

but if one person killed three people the event would be 

counted as three offenses. This makes it difficult either 

to compare crimes against the persons with crimes against 

property or to combine all the crimes for an overall crime 

rate. In one case, the point of reference is the number 

of victims of the crime and in another case it is the 

number of offenses regardless of how many people 

participate. The lemma is-~which is a more accurate 

indicator of the crime rate? The former tends to be a 

record of victimization--how many people were victims of 

crimes against the person occurred--while the latter is a 

record of the number of offenses committed. For the 

purposes of this study the number of offenses is more 

appropriate. However, as a means of improving the inter­

pretation of the findings each of the major crime rates 

will also be examined regarding their relationship to the 

indeocnCcnt variables. 



36 
The first criticism outlined above was that official 

crime rates are often underrepresentative of the actual 

rate of crime. This criticism is based on actual observ-

ations (Slack, 1970) and on various victimizati6n studies. 

In the first case the eventual status of an~offense 

depended a great deal on the discretion of the police. 

However, in an anomie condition the police may be more 

likely to deal with the offense formally in an effort to 

restore order within the community. In other words, rather 

than see the offense as a minor infraction not worthy of 

official sanction the 901ice may be more likely to view 

the offense as serious enough tb warrant official action. 

Hence, the act becomes an official crime. In a community 

which is experiencing anomie the likelihood is greater 

that illegal acts will become official crimes. :11 th regard 

to the victimization studies there is no assurance that 

these studies are any more accurate than the official 

crime rates. For instance, in one national study 

(president's Commission on Law <Enforcement and Administra-

tion of Justice, 1967) it was found that frequently over 

20% of the people vlho were 'known to have contacted the 

police about an offense did not report the same offense 

to the surveyor. 

rrhe tendency of the police to record only the more 

serious offenses is no major problem in this study since 
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the only crimes included are the seven major cri~es .(i.e., 

the index crimes defined by the FBI). 

One other factor also can be cited which further 

limits the inappropriatene~s of official crime data. for 

this study. This factor is the process involved in an 

offense becoming an official rate. The nature of the 

process may be influenced by the degree of social solid­

arity in a corn.llunity. For instance, Nheeler {l967: 318} 

argues that there are three elements in the rate producing 

process, 

1) the offender who commits an act specified 
by statute to be illegal, 2) pool of citizens 
who may be either victims or reporters of 
the acts of the offenders, and 3) officers 
of the law who are formally charged with the 
obligation to respond to the action. 

In effect the official rate is largely a function of 

the interaction of these e1 ements. i\ssuming Uheeler IS 

characterization is accurate then it would follow that in 

a com:nuni ty wi th 10vl social solidari ty the chances of an 

offense occurring, being re?orted, and being officially 

recorded ought to be greater. In an anomie co~unity the 

probability is greater that an offense will occur since 

there is less legitimacy attributed to the standards of the 

community. There is also less likelihood that the offense 

will be handled informally in the community (since the 

collective has less influence), hence it becomes known to 
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the police. 'rhe police, in turn, are less likely :to deal 

with the reported offense informally and thus it becomes 

official and the offender subject to official sanction. 

In a study recounted by Nheeler (1967) this \vas apparently 

the case in two communities. In one community they found 

a high rate of delinquency and a low rate of co~munity 

cohesion and in another community they found a low rate 

of delinquency but a high rate of community cohesion. 

Thus, in the cohesive community informal social controls 

were apparently effective such that official" action was un­

necessary while in the less cohesive community there was 

less informal social control Which eventually necessitated 

official action. The implication is that high Official 

crime rates may be a function of a low level of cohesion 

and 10\-1 official crime rates a function of a high level of 

cohesion. Official crime rates like those utilized in this 

study, then, are not necesGarily inappropriate for the 

problem under study. If higher crime rates are a reflection 

of a higher level of anomie then the official rates appear 

to be quite applicable here. Official crime rates can be 

vie'Hed as an index of the solidari ty of a communi ty since 

a change in solidarity may effect the behavior of the 

offender, the person who reports the offense, and the 

social control agent. As Kitsuse and Cicourel (l963: 139) 

point out, "official statistics are sociologically 
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relevant data" if used within the right context.' Further-

more, the data collected for this study consists of of­

fenses known to police agencies which consistently 

reported to the FBI during the years of 1940, 1950,,1960, 

and 1970. Thus, data from those agencies which are more 

consistent in their reporting practices are included in 

the study. However, Tittle (1969) may have the most valid 

reason for using official crime data--there are no other 

sources of data available. In addition, the data have 

been collected on a large, and to a certain extent nation­

wide, scale for over three decades. Data have been col­

lected for both rural and urban areas, allowing for more 

ecological diversity. Since the degree of change in the 

crime rate 1s of primary importance in this study certain 

limitations on the exact accuracy of the statistics ought 

to be less important. 

Nevertheless, any conclusions made concerning this 

study ought to be made with the above limitations in mind. 

Although some criticisms may not be directly applicable to 

this study there is still enough doubt concerning the 

accuracy of criminal statistics to warrant caution. 

Officiat statistics of course are not a complete reflection 

of the actual crime rate but they are the best indicators 

available for measuring the changes in rates of crime. 

They are no better or no worse than the data obtained from 
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surveys which are also subject to the whims of individual 

behavior. The main concern should always be whether the 

data are the best available for the problem under study 

since it is the problem whi.ch determines what da·ta are 

appropriate, not the reverse. 

The crime data utilized were originally collected 

in raw form--i.e., in the form in which it was reported to 

the FBI by the police agencies. This necessitated con-

verting the actual number of offenses known to the police 

into rates so that the data could be compared across the 

different time periods and counties. The data were con-

verted into number of crimes per 1000 population using the 

following formula: 

Number of 
crimes in 
year x / 

population 
in year x 

* 1000 

It is believed that rates per 1000 population is a 

better indicator than rate per 100,000 (used by the FBI) 

since many of the counties have populations under 1000. 

The basic unit of analysis to be utilized in this 

study is the county. Counties, although independent geo-

graphical units, are usually considered subdivisions of the 

state with less political autonomy than that allowed cities 

(Fairlie, 1930). Durkheimian theory is applicable to 
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units which include both rural and urban areas. 'Cit~es of 

various sizes exist 'Vlithin the boundaries of the county 

and, because of this, the county provides for more 

ecological (urban VS. rural,) diversity. Empiric~l studies 

of Durkheimian theory in the past have tended to concen-

trate upon urban areas as units of analysis. Such a 

tendency may, as Clemente and Sturgis (1972) point out, 

effect the size of the division of labor measure since 

employing centers may concentrate in one city.' By using 

counties more ecological diversity is present since cities 

of varied sizes as "Jell as rural sectors are included. 

This should, in turn, allow for more diversity of manufac-

turing and industrial centers which ought to provide a 

more telling indicator of changes in the diviSion of labor. 

Not only should more divergent levels of change be 

present but also a more valid 'indicator of change can be 

obtained since counties ought to vary more as units along 

the rural-urban continuum. Population of counties vary 

from 202 to over 7 million according to the 1970 census 

(Kane, 1972). Counties vary in size from 22 square miles 

(NeVI York County, New York) to 20,131 square miles (San 

Bernardino County, California). The mean average size 

county is 961 square miles, the median size is 600 square 

miles, and the mode is 500 square miles. About two-thirds 

of the counties are between 300-900 square miles in size 
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(Fairlie, 1930). With such a variation in size ~nd pop-

ulation then density of the counties ought to vary as 

well. 

The first counties in the United states appeared in 

1634 1n Virginia and Maryland and by 1870 counties had been 

established in all the states and organized territories. 

The only county created in the United states after 1925 

was Los Alamos, New Mexico which appeared in 1949. Thus, 

counties are relatively stable units in that they have not 

changed in size since 1925 and in all but two states (i.e., 

Connecticut and Rhode Island) they exist as units of local 

government (stephan, 1971). 

In sum, for the testing of a Durkheimian model 

counties are more ideal than cities since Durkheim in his 

writings referred to states or countries in which a greater 

diversity of rural and urban factors are present. In ad-

dition, data have been collected or are available for 

counties with regard to all the variables of concern (e.g., 

population, denSity, crime rates, etc.). 

~election of Counties 

The total number of counties in the United states is 

3096 but crime data are not available for all of these 

counties for the years under study. The method of selection 

then is limited by the availability of the data. To 
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ensure that a minimum number' of counties (300-500) will 

be included in the analysis all counties for which adequate 

data are available for the period under study will be 

included. 

The first step in the selection process involves 

determining which counties the FBI has collected crime data 

for the years 1940, 1950, 1960, and 1970. Using data 

furnished by the FBI (on microfilm) for the years 1940-

1955 an initial list of counties was compiled in which 

crime data were available for the years 1940 and 1950. 

rrhe list contained 1071 counties. Identification numbers 

were then assigned to the counties based on their alpha-

betical order by state. This list was then mailed to the 

Uniform Crime Reports office of the FBI requesting that 

they furnish crime data that are available for the counties 

listed for the remaining years (1960 and 1970). The 

Uniform Crime Reports office agreed to do so by letter. 

Afterward, a list of counties in which crime data are 

available for the entire study period (ten year intervals 

from 1940-1970) was compiled. 

One further step was necessary. The county crime 

data usually includes only those crimes reported to the 

police in rural areas. As a result crime data must be 

collected for the urban areas within each county selected 

so that a composite picture of crime rates for each county 
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can be made. This task is partially alleviated since the 

county agencies also report the population under their 

jurisdiction. By comparing the population under juris­

diction with the total pop~lation of the county 'the 

proportion of the county population represented by the 

county crime data can be determined. For those counties 

in which the population under jurisdiction reported dif-

fers from the total population by more than 2,500 the crime 

data for the urban areas within the county were included. 

Using maps of the afore-mentioned counties and census 

data on the population of the counties and urban areas a 

list of the urban areas within such counties was deter-

mined. The crime data reported for those urban areas were 

then added to the crime rate data for the county. Those 

counties in which the population under jurisdiction for 

both urban and rural areas of ' the county totals less than 

60 per cent were eliminated. Thus, the final list of 

counties used in this study includes only those counties 

which include crime rate data fOr most of the rural and 

urban population for ten year intervals between 1940-1970. 

This final list totals 300. 

ProDositions 

Two versions of the Durkheimian model of crime will 

be tested. The firnt is the static model \'lhich is akin 
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to ~lebbls (1972) version and'the second is the change 

model which centers on the relationships between changes 

in the variables during certain time periods. '!Wo dif-

ferent situations will be examined--one which lobks.at 

the change in the variables (i.e., do they change together?) 

and the other which looks at whether high crime rates are 

more likely in a society based on mechcnical solidarity 

(with low levels of division of labor, population size, 

etc.) or in an organic society (with high levels of 

division of labor, popula'tion size, etc.). If the hypo-

thesized relationships are generally supported in both 

models it would imply that the rate of crime is more likely 

to be high in more complex communities (static model). 

Also, the rate of crime is more likely to increase in those 

communities which experienced a greater transformation to 

a more co:nplex state. Hith regard to the static model it 

would suggest that the new (organic) solidarity is less 

effective than mechanical solidarity in maintaining social 

solidarity since a higher rate of crime is indicative of a 

higher level of anomie. Nevertheless, it is contended that 

the change model is more a}{in to Durkheimian theory since 

the change elc:.-nent is central to his theory (see Chapter 

II) • 

The follovling set of propositions will be test.ed 

which deal with static relationships among the variables. 
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rrhese propositions comprise the static model which is more 

in line with previous studies regarding Durkheimian theory 

(:'lebb, 1972~ Gi;,bs and 1\1artin, 19627 Clemente and Sturgis, 

1972) .rhese proposi tions,· which \-1i 11 be tes ted for four 

time periods (i.e., 1940, 1950, 1960, 1970) are as follows: 

r~~jor~~~ition I: There is a direct relationship 
between the combined action of population size, 
population density, urbanization and the division 
of labor. 

1. n1ere is a direct relationship between 
popula"tion size ancl the extent of the 
division of labor. 

2. (fhere is a direct relationship bet\-1een the 
extent of population density and the extent 
of the division of labor. 

3. trhere is a direct relationship betvleen the 
extent of urbanization and the extent of 
the division of labor. 

:1aj0E...pr~'pos~ t:Lon. II: '.rhere is a direct relationship 
between the co~bined action of population size, 
population density, urbanization, the division of 
labor and the rate of crime. 

1. l'here is a direct relationship between 
population size and the cri~e rate. 

2. There is a direct relationship betvleen 
population density and the crime rate. 

3.fhere is a direct relationship between the 
level of urbanization and the crime rate. 

4. There is a direct relationship between the 
division of labor and the crime rat~. 
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The next set of propositions deal with the change 

relationships among the variables (i.e., the change model). 

A basic assumption of this study is that if the level of 

anomie in a county is high .then this level will be re-

fleeted in the crime rate of that county. A high level of 

anomie is more likely if the rate of change in the division 

of labor and its antecedents is greater. Each of the 

propositions will be tested for four time periods (1940-

1950r 1950-1960~ 1960-19707 1940-1970) and for each of the 

major crimes (e.g., murder, robbery, assault, etc.). These 

propositions are as follows: 

;1a j~~2.Dosi tj.S!.!l-I: There is a direct relationship 
between the co~bined action of changes in popula­
tion size, population density, urbanization from 
time 1 to time 2 and the change 1n the division of 
labor from time 1 to time 2. 

1. There is a direct relationship between the 
change in population size from time 1 to 
time 2 and the chancre in the division of 
labor from time 1 to time 2. 

2. There is a direct relationship bet\1een the 
change in population density from time 1 to 
time 2 and the change in the division of 
labor fro~ time 1 to time 2. 

3. There is a direct relationship between the 
change in urbanization from time 1 to time 
2 and the division of labor from time 1 to 
time 2. 
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~Jor ~ro~itj:on II: ,There is a direct relation­
ship bet\veen the co:nbined action of changes in 
population size, population density, urbanization, 
the division of labor from time 1 to time 2 and 
change in the crime rate 'from time 1 to time 2. 

1. lI'here is a direct relationship between change 
in population size from time 1 to time ,2 and 
change in the crime rate from time 1 to 
time 2. 

2. There is a direct relationship between change 
in population density from time 1 to time 2 
and change in the crime rate from time 1 
to time 2. 

3. There is a direct relationship between the 
change in urbanization from time 1 to time 2 
and change in the crime rate from time 1 to 
time 2. 

4. 'There is a direct relationship bet\veen change 
in the division of labor from time 1 to time 
2 and change in the crime rate from time 1 
to time 2. 

In ~ddition, as part of the change model, a set of 

propositions have been formulated with regard to the lag 

effect of the independent variables. This effort is to 

estimate if changes in the independent variables in an 

earlier period (e.g., 1940-1950) have an impact on changes 

in the dependent variables in a later period (e.g., 1950-

1960). In other words, there may be a period of time 

before the changes in the independent variables have an 

effect upon chanqes in the dependent variables. rfhe 

propositions of the lag version of the change model are 

as follot-Is: 
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l'-'!a jar propos! t~on I: There is a direct relationship 
between the combined action of change in population 
Size, population density, urbanization from time 1 
to time 2 and change in the division of labor from 
time 3 to time 4. 

1. TIlere is a direct relationship between 
change in population size from time 1 to 
time 2 and change in the division of labor 
from time 3 to time 4. 

2. 'There is a direct relationship between change 
in population density from time 1 to time 2 
and change in the division of labor from 
time 3 to time 4. 

3. 'mere is a direct relationship bet\'leen' change 
in urbanization from time 1 to ti~e 2 and 
change in the division of labor from time 3 
to time 4. 

Na jor Proposi tion II: !rhere is a direct relation­
Ship between the combined action of changes in 
population Size, urbanization, population density, 
the division of labor from time 1 to time 2 and 
change in the crime rate from time 3 to time 4. 

1. There is a direct relationship betvTeen change 
in population size from time 1 to time 2 and 
change in the crime rate from time 3 to time 4. 

2. 

3. 

4. 

(~nere is a direct relationshio betvleen chan;::e 
in population density from ti~e 1 to time 2

J 

and change in the crime rate from time 3 to 
time 4. 

There is a direct relationshio between change 
in urbanization from time 1 to time 2 and 
change in the crime rate from time 3 to time 4. 

There is a direct relationship between change 
in the division of labor from time 1 to time 2 
and change in the crime rate from time 3 to 
time 4. 
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statistical Procedure 

The statistical procedure utilized in this study is 

regression analysis. Multiple r.egression 1s a statistical 

technique designed to analyze the relationship bet'''een a 

dependent variable and a set of independent variables. 

It is capable of measuring the collective and se?arate 

contributions of two or more independent variables to the 

variance of a dependent variable. In effect, multiple 

regression involves the idea of being able to predict 

information concerning the dependent variable knowing the 

independent variable, or, more specifically being able to 

reduce the error of predicting the value of the dependent 

variable given knowledge of the independent variable. A 

baSic requirement is that all variables are measured on an 

interval or a ratio scale. 

The basic equation of simple regression analysis is: 

Y ::: a + bX 

where Y is the predicted score of the dependent variable, 

a is the intercept constant, b is the regression coefficient, 

and X is any score of the independent variable. 'file score 

Y is, in essence, a function of a number (x) or a set of 

numbers (XII x2 ' X3 ,.. • • • Xk ) • '!'hi s relationshio can be 

symbolized as Y ::: f(X). The nature of this function is 

specified by a rule which is called an equation. A basic 
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assumption of regression analysis is that the relation-

ships among the variables a.re linear .10 The graph of a 

linear function of ~ is a straight line and thus the term 

linear function. In the above equation a is the point 

where the regression line intercepts the Y axis and b is 

the slope of the straight line such that a line can be 

completely specified by giving both its slope and its 

intercept. Both ~ and b are constants so that a change in 

the Y value is dependent upon the value of X. More 

specifically, a unit change in X produces a change of b 

units in Y. If b is positive then the relationship is 

positive, if negative then the relationship is negative. 

Thus £ indicates the nature of the relationship while ~ 

tells the location of the slope. 

Multiple regression 'is basically an extension of 

simple regression. The extension involves the addition of 

independent variables in an effort to improve prediction of 

the dependent variable. A multiple equation is written as 

follows: 

10~e relationships examined in this study were 
tested for curvilinearity (see Nie, et al., 1975) and in 
only two cases (the overall crime rate, 1950r the division 
of labor, 1970) did the tests indicate that the relation­
ships are nonlinear. 
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More independent variables are taken into account 

in predicting the variation in the dependent variable and 

each independent variable has a corresponding regression 

coefficient (b) which aids in explaining the dependent 

variable. 

However, the above equations deal only with static 

relations among the variables and not with relations among 

change overtime in the variables which is the central 

factor in this study. In order to incorporate the measure-

ment of change into regression analysis the use of finite 

first difference equations are utilized. First difference 

equations allow for measuring the relationships in the 

change among the variables over a time period such as in 

lingitudinal studies (cf. Goldberg, 19677 Land and Feison, 

1977). For example, if Y specifies a population function 

(e.g., the size of the population in census year x) then 

a new function specifying the change in population from 

one census period to the next is the difference between the 

population at time 1 and time 2. This new value is called 

Lly and written thusly, 

where ~y 1s the amount of change in Y values from time 1 

to time 2 and tl is the value at time 1 and t2 is the value 

at time 2. The symbol then indicates the difference 
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operator. lrhe equation says' that the amount of change in 

Y from tl to t2 is a function of the value of the dif­

ference between Y at t2 and at t 1 • 

The first difference of Y can be interpreted as a 

linear function of the change in another variable (X). 

AS indicated above, with simple re-regression analysis Y 

can be seen as a function of X values (y = f(X» and also 

as a linear function of X (Y = a + bX). By the same token, 

the finite first difference of Y may be seen as the 

function of the change in X (AX) which is wri tten, 

~Y=f(AX) 

As a linear function the equation would be, 

AY=a+b/:.\X 

where A Y is the fini te first difference in Y, §!. is the 

intercept constant, ~ the slope, and bx the amount of 

change in X. The amount of change in Y values from time 1 

to time 2, then, is a linear function of the change in 

values of X from time 1 to time 2. Expansion of this 

equation to include multiple regression would involve (as 

with regression analysis) the addition of more independent 

variables (IJ,. X) such that it would read, 

Y = a + b l ~Xl + b 2 AX2 + b3~X3· • • bk~Xk 

For interpretation purposes the important coefficients 

are the beta or standardized regression coefficients, the 

multiple correlation coefficient (R), and the coefficient 
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of multiple determination (R2) .11 'rhe beta coefficient 

indicates how much change in the dependent variable is 

produced by a standard change in each independent variable 

with the other independent variables partialled '(i.e., the 

net impact). The multiple correlation coefficient measures 

the degree to which the dependent variable can best be 

predicted from the independent variables operating to­

gether. The last coefficient (R2) indicates how ~uch of 

the total variation in the dependent variable can be 

explained by the combined' action of the independent 

variables. 

11'.L"'he coefficient of multiple determination is 
corrected for degrees of freedo:n which alloTlls for compari ng 
the strength of the additions of more variables into the 
equation. 



ANALYSIS AND FINDINGS 

The data indicate that there is a wide variance in 

terms of population size, population density, urbanization, 

the division of labor, and crime rates among the counties 

selected for study. The smallest population represented 

in 1940 was 323 and the largest was 2, 785, 643. rrhe range 

was similar for subsequent years as well. The smallest 

population in 1950 was 242~ in 1960, 208, and in 1970, 202. 

TIle largest population is in Los Angeles county which 

reaches 7,032,075 in 1970. The level of population density 

for the selected counties also reflects a great deal of 

variance. The lowest density for the respective years 

under study was .300 (persons per square mile) in 1940, 

.100 in 1950, .200 in 1960 I and .200 in 1970. 'rhe highest 

levels of density were 1937 in 1940, 2221 in 1950, 2642 in 

1960, and 5103 and 1970. Urbanization also shows a similar 

degree of variability ranging from 0% to 94.3% in 1940 to 

0% to 99. 7~;b in 1970. The division of labor scores (MOD) 

also vary a great deal. For example, in 1960 the NOD 

ranged from .567 to .900 which is indicative of the range 

in other years. This suggests t"L1.at both higher and lOVler 

levels of the division of labor (i.e., mechanical 
105 
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solidarity and organic solidarity) are present in the 

counties studied. The average EOn was .312 in 1940, .333 

in 1950, .840 in 1960, and .950' in 1970. Crime rates also 

showed wide variance. For instance, in 1940 the,mean 

overall crime rate was 5.73 (per 1000 population), in 

1950, 5.49~ in 1960, 7.93, and in 1970, 16.25. 

static Model 

Antecedents and the Division of Labor 
-----.~--.-

First propositions in the static mod t-lill be 

tested. Results in Appendix 3, Tables 33-34 indicate that 

there is a direct relationship between population size and 

the division of labor for every year except 1970. How-

ever, the only year in which the relationship is 

statistically significant is 1940 (r = .12). The relation-

ship tends to be weaker and w~aker during successive time 

periods until 1970 when it is a very weak, negative 

association. From these results it appears that there is 

little support for the first hypothesis of a direct 

relationship between population size and the division of 

labor. This is in slight disagreement with previous 

studies. ':1ebb (1972) found a slightly stronger relation-

ship (r = .17) and Clemente and Sturgis (1972) found a 

relatively strong association (r = .39) between the 

variables. One factor in the difference in results illay 
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be the measurement units used in the respective studies. 

Clemente and Sturgis used urban places of 10,000 or over 

and Nebb used urban places Of. at least 25,000 while the 

present study used counties· with a population range of 280 

to over 7 million. Nevertheless, the evidence provides 

very weak supoort for the first hypothesis. The second 

hypothesis concerning the relationship between population 

density and the division of labor also receives very little 

support. Although it is in the hypothesized direction for 

every year but 1970, the association is quite weak. Again 

the only statistically Significant correlation is in 1940 

(r = .12). The relationship decreases in strength until it 

becomes negative in 1970 (r = -.06). These results are 

similar to those of Webb (1972) who found no relationship 

(r = .00) between population density and the diviSion of 

labor in 1960. The relationship bet'Vleen these variables in 

the counties sampled during 1960 was negligible (r = .05). 

However, Clemente and Sturgis (1972) found a relatively 

strong correlat:ion (r = .27) between the variables.. In any 

case, the results of this study show that among 300 counties 

in the United States there is very little relationship 

bet\lleen population densi ty and the di vision of labor. 

There appears to be more supnort for the third 

hypothesis which predicts a relationship between level ~f 
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urbanization and the extent of the division of labor. For 

every time period the correlation is statistically sig­

nificant ranging from slightly moderate (r = .16) in 1970 

to relatively strong (r = .43) for 1940. Although weaker, 

these associations are in line with the findings of Gibbs 

and Martin (1962) who found a very strong (r = .91) cor-

relation between urbanization and the division of labor. 

However, the more important question at this point 

concerns the combined action and relative contributions 

of the antecedent variables (i.e., population size, 

population densi ty, and urbanization) \.;i th reqard to the 

division of labor. It was hypothesized that there is a 

direct relationship between the combined action of pop­

ulation size, population density, urbanization and the 

division of labor. Tne central concern is the joint 

effect of the three antecedent variables on the division 

of labor. The data in Table 1 (p ... 103) show that for 1940 

and 1950 the relationship is moderate (R =.441 R = .45, 

respectively) but weaker in 1960 and 1970 (R = .29: R = .. 23). 

In addition, all of these relationships are statistically 

significant at the .001 level. In 1940 and 1950 the 

antecedent variables explained 19% of the variance in the 

division of labor while in 1960 and 1Q70 only 8% and 4% 

of the variation in the division of labor is explained by 

the antecedents. However, for every year the betals 
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TABLE 1 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS 
AND CORRELATIONS BETNEEN ANTECEDENT VARIABLES 

AND THE DIVISION OF LABOR 

population 
size 

-.01 

-.03 

-.03 

-.03 

(static Model) 

population 
dens1t;L 

-.16"t 

, .001 ) 

-.19* 
( • 001 ) 

-.12'.\' 
(.05 ) 

-.17* 
( .001 ) 

Urbanization 

.51 '* 
( .001 ) 

.54* 
(.001 ) 

.34* 
(.001) 

.26* 
( • 001) 

R R2 

.44* .19 
( .001) 

.45* .19 
( .001) 

.29* .03 
, • 001 } 

.23* .04 
( .001 ) 
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reveal that urbanization accounts for a large part of the 

relationship. Actually, urbanization has the only posi­

tive impact on the division of labor. The factor of 

population density tends to have a negative impact within 

each time period and population size has little or no 

impact. In general, it can be argued that the hypothesis 

receives adequate support for 1940 and 1950 periods but 

only weak support for the 1960 and 1970 time peri~ds. In 

every period, urbanization is the critical factor in 

explaining the division of labor in the counties. 

predictor Variables and Overall Crime Rate 

The next set of propositions deal with the variables 

of population size, population denSity, urbanization, and 

the division of labor and the rate of crime. These 

propositions were tested for all time periods (1940, 1950, 

1960, and 1970) for the overall crime rate. 

The first population in this set states that there is 

a direct relationship between population size and the rate 

of crime. The data shown in Appendix B (Tables 33 and 34) 

indicate that for all time periods except 1940 the hypo­

thesis is apparently supnorted. In 1940 there is almost no 

correlation between the variables (r = -.02) bu~.in 

subsequent years the relationship becomes stronger. 
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The strongest relationship is in 1961 (r = .33) but the 

associations during the other two years (r = .30: r = .20) 

are strong enough to lend support to the fourth hypothesis 

of the static model. All correlations after 1940 are 

statistically significant (p.< .001). 

The next hypothesis in the static model concerns the 

relationship between population density and the crime rate. 

Again, for the overall crime rate, the associations are in 

the predicted direction for every period except 1940 

(r = -.03). The following years the correlations are 

statistically significant ( r = .381 r = .38~ r = .24, 

respectively) and thus provide support for the hypothesis. 

The proposition concerning a direct relationship 

between urbanization and the overall crime rate is sup-

ported during every time period except 1940. As the data 

in Appendix B (Tables 33 and 34) show, the correlations 

are statistically signific~nt (p ~ .01) in 1950, 1960, and 

1970. The strongest correlation is in 1950 (r = .37). 

The hypothesis of a direct relation between the 

division of labor and the overall crime rate receives 

support only in 1950 and 1960. During the other two time 

periods the correlations are almost zero. Tne correlations 

'in 1950 (r = .15) and 1960 (r = .12) are quite moderate 

but they are in the predicted direction as well as being 

statistically significant (p~.05). Nevertheless, it 
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appears that the factors of population size, density and 

urbanization are more closely related to the rate of crime 

than is the division of labor. 

The major proposition states that there is a direct 

relationship between the combined action of population 

size, population density, urbanization, the division of 

labor and the rate of crime. The data shown in Table 2 

(P.113) indicate that the results are mixed concerning this 

proposition. In 1940 (r = .10) and 1050 (r = .05) the 

relationship is extre~ely weak and the beta coefficients 

reveal that the predictor variables have little or no 

positive impact on the overall rate of crime. The picture 

is different in 1960 and 1970, especially the former period. 

In 1960 the relationship, although only moderute1y strong 

(R = .43), is statistically significant (p~.OOl) with 

population density (beta = .21) apparently having the 

greatest net impact. In fact, joint action of the 

predictor variables explain 17% of the total variance in 

the rate of crime. This is similar to \vebb's (1972) 

findings except that population size had more impact than 

population density. In the present study the division of 

labor has little or no influence in either time period. 

The relationship is weaker in 1970 but of sufficient 

magnitude (R = .26) to indicate that something is going on 

between the predictor variables and the crime rate. 



1940 

1950 
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TABLE 2 

STANDARDIZ~D PARTIAL REGRESSION COEFFICIENTS 
AN:> CORRELATIONS OF TOTAL CRIMS RArrES 

AND PREDICTOR VARIABL~S 

(static' Model) 

population Population 
size density 

Urban­
ization 

DiviSion 
of Labor R R2 

.01 

-.01 

.16~'r 

(.001) 

.02 

-.02 

.21 '* 
( .001) 

-.13 

.06 

.13* 
(.01 ) 

.07 

-.01 

.07 

---
.10 .00 

.05 .01 

.43* .17 
, • 001 ) 

-----------------------------~-----------------------------

1970 .03 .16·tr 
(.OOl) 

.05 -.02 .26* .05 
( • 001 ) 
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However, only 5% of the variation in crime rates'is 

explained by the predictor variables operating together. 

Again, population density (beta = .16) appears to have the 

greatest net effect on crime rates. 

The data lend little support to the static model of 

crime rates. Although the zero-order correlations are 

frequently statistically significant when the Joint effect 

of the predictor variables is considered the amount of 

variance explained is usually quite low or zero. Although 

the relationship is statistically significant in 1970 

(R = .26) the only relationship of sufficient magnitude is 

in 1960 (R = .43). For instance using R2 as an indicator 

the nature of the relationship becomes more clear. In 

1970 only 5% of the variance in the rate of crime is 

explained by the joint impact of the predictor variables 

while in 1960, 17% is explained. In addition, the beta 

coefficients are stronger in 1960 than in 1970 indicating 

that the relationship is more in line with the Durkheimian 

model in the former time period. In nny case, it can be 

concluded that, at best, the data provide very weak sup-

port for the static version of the Durkheimian model. 

Apparently other factors arc affecting the rate of crime 

more so than the elements of Durkheim's theory. 
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predictor Variables and Personal/property Crime Rates 

For purposes of comparison with Nebb (1972) personal 

and property crime rates were also examined. Personal 

crimes include homicides, robberies, and assaults and 

property crimes include burglaries, grand larcenies (i.e., 

theft of $100 or more), petty larcenies (i.e., theft of 

less than $100), and auto thefts. 'rhe zero-order cor­

relations, shown in Appendix B ('rabies 33 and 34) indicate 

that the results arc mixed concerning relationships 

between the predictors and personal/property crime rates. 

In 1940 there is apparently no relationship between the 

variables but beginning in 1950 the relationships beco~e 

stronger regarding property crime rates. In 1950 each of 

the predictor variables is associated with property crime 

rates at a statistically significant level (p<.Ol). The 

same is true for property crime rates in 1960 and in 1970 

the only variable wltich does not have a statistically 

significant relationship with property crime rates is 

population size (r = -802). All the significant relation­

ships are in the predicted direction and thus the data lend 

support to the Durkheimian mjdel. Although only slightly 

stronger, t.he relationship between urbanization and 

property crime rates is the strongest in every time period. 
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The division of labor is most strongly correlated with 

property crime rates in 1960 (r = .32). 

Personal crime rates are not strongly related to any 

of the predictor variables ,until 1960 in which re1ation-

ships with all predictors except the division of labor 

(r = .09) is statistically significant (p< .001). In both 

1960 and 1970 population size and population density have 

the strongest relationships with personal crime rates. 

Also, population size and population density are more 

closely associated with personal crime rates in 1960 

{r=.411 r = .40} and in 1970 (r =.40: r = .57) than with 

property crime rates during the same time periods. On the 

other hand, the division of labor is more strongly cor-

related with property crime rates in every time period 

since 1950. 

l'lebb (1972) found that the division of labor in 1960 

is only modestly related to both personal (r = .10) and 

property crime rates (r = .21). The strongest correlations 

with both personal (r = .35) and property crime rates 

(r = .44) involve population size 1n the Nebb study. The 

relation between population density and personal/property 

crime rates in 1960 is much weaker (r = .13~ r = .181 

respectively) in Nebb1s analysis than in the present study 

(r = .40r r = .31). One element in the differences in 

findings may be that Webb included only those cities of 
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25,000 or more in population'while the present study 

included counties with populations from under 1,000 to 

several million. However, one result which appears in 

both studies is that the division of labor is more 

strongly related to property crime rates. The level of 

complexity as reflected in the division of labor, then, is 

apparently more closely associated with property crime 

rates than with personal crime rates. 

However, when the joint effects of the predictor 

variables are compared to the rate of crime the results 

indicate that the division of labor has little or no net 

impact on the rate of personal/property crimes. In general, 

the Durkheimian model is not much more effective in 

predicting personal and property crime rates than it is in 

predicting overall crime rates. The data in Table 3 

(p.llt3) show that in 1940, zero variance is explained by 

the predictors and in 1950 zero variance in personal crime 

rates is explained while 21% in property crime rates is 

explained. The model is a better predictor of personal 

crime rates in 1960 (R2 = .21) and in 1970 (R2 = .33) but 

a better predictor of property crime rates in 1950 

(R2 = .21). population density and population size tend 

to have the greatest net impact on both personal and 

property crime rates over all the time periods. Density 

has its greatest effect on personal crime rates in 1970 
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TABLE 3 

STANDARDIZ~D PARTIAL REGRESSION COEFFICIENTS 
AND CORR~LZ\TIONS 3E'P;'tSEN PRSDICTOR 

VARIABLBS AND PERSONAL/PROPERTY 
CRI!"lE .RArSS 

(static Model) 

population Population .Urban- Division 
size densitv ization of Labor 

* 

Personal .00 • .04 -.12 .06 

property .01 .02 -.11 .06 

R R2 -- --

.09 .00 

.09 .• 00 
---~~--~----~~~-~~----~~-----~---------~~~~~-~-~~-~----~--

1950 

?ersonal .04 

Property .11* 
(.05 ) 

1960 

Personal .26* 
( .001) 

Property .14* 
(.001) 

1970 

Personal .13* 
(.001 ) 

property .09 

.05 

.20* 
(.001 ) 

.23* 
, • 001 ) 

.20* 
( .001 ) 

.47* 
( .001 ) 

.14* 
( .01) 

-.04 

.23* 
( .001) 

.05 

.13* 
(.01 ) 

.06 

.05 

-.07 

.06 

.06 

.07 

.00 

-.02 

.11 .00 

.47 * .21 
( .001) 

.47* .21 
( .001 ) 

.41 * .15 
( .001) 

.58* .33 
(.001) 

.23* .04 
( • 01) 
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(beta = .47) and population size on personal crime rates 

in 1960 (beta = .26). Urbanization has a small or a nega­

tive impact on the crime rates except in 1950 (beta = .23) 

and in 1960 (beta = .13) c~ncerning property crime rates. 

The division of labor has a weak, sometimes negative, 

impact on the crime rates in all time periods. 

Comparing the results of this study for 1960 with 

those of t-lebb (1972) it appears that the findings are in 

many ways similar. t:7ebb found that the predictors 

explained 16% of the total variance in property crime 

rates and 19% of the total variance in personal crime 

rates. In this study, the data indicate that 21% of the 

variance is explained by the predictors in personal crime 

rates and 15% of the variance in property crime rates is 

explained by the predictors. Population size was more of 

a factor in Webb's study and density much less a factor. 

The division of labor is more of a factor in predicting 

property crime rates in his study. However, the results 

can not be compared directly since Nebb used different 

predictors (a measure of social density and no measure of 

urbanization) in his study than used in the present study. 

Also ~fyebb's data were collected from communities of 25,000 

or more population. 
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Rural-Urban Comparisons 

One factor ignored by earlier studies of Durkheimian 

theory is the rural-urban dimension. All previous studies 

have concentrated on the urban areas and excluded rural 

areas. For instance, Webb (1972) included only ~rban 

places of 25,000 or more. Since Durkheim's theory of the 

division of labor includes two types of solidarity--one 

more likely to be present in a rural community (i.e., 

mechanical solidarity) and one more likely to be present 

in urban areas (i.e., organic solidarity)--a better 

indicator of the impact of the levels of complexity in the 

predictor variables can be attained by examining the 

relationships between the variables in rural communities 

and in urban communities. In order to examine such 

relationships the 300 counties were divided into rural 

counties and urban counties. All counties of 25,000 

population or more were classified as urban counties and 

all counties of less than 25,000 were classified as rural 

counties. The cutting point of 25,000 was selected since 

the FBI publishes only crime rates from urban communities 

of 25,000 population or more. AS a result, only those 

counties in which rural police agencies report remain in 
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the under 25,000 category effectively excluding all urban 

12 
crime rates. The data regarding crime rates 1n rural 

vs. urban counties are shown 1n Appendix C (Tables 39-44). 

The class! fica tion scheme Y,i elded I 70 rural counti es and 

130 urban counties. 

In the rural counties the relationship between the 

antecedents and the division of labor is about the same 

as in the counties as a whole, but in the urban counties 

the relationship is much weaker. The most notable dif-

ference is in 1970 where the relationship is much stronger 

in rural counties eR = .40) than in all the counties with 

population size (beta = .31) and urbanization (beta =.17) 

l2It is recognized, of course, that the cutting point 
of 25,000 in population is somC-h7~lat arbi trary and that 
excluding counties under the cutting point from the urban 
category docs not necessarily exclude all urban counties. 
HO''I:lever, other studies, such as ~'7ebb (1972), inclu.ded only 
communities (i.e., cities) of'25,OOO or more and thus did 
not include the more rural areaD. By splitting the 
counties into thCse~t\"o catcgories--rural and urban--a 
more effective test of the Durkheimian model ought to be 
achieved. For instance, docs a DurJ.~heirnian model of crime 
rates ope~ate more efficiently in more rural counties or 
in more urban counties? In efZect-, -the rural/urban 
categorization presented above provides for estimating if 
the model is a better indicator in societies which exhibit 
more rural characteristics or in ones which exhibit more 
urban characteristics. 
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having the greatest impact. It appears that the urban 

counties are slightly modifying the relationship between 

, the antecedents and the division of labor. In addition, 

in the rural counties the greater the level of urbanization 

-the greater the division of labor while in the urban 

-counties the impact of urbanization is often negative. 

Actually in the urban counties the antecedent variables 

tend to have either a negative or virtually no impact on 

the division of labor. The slightly stronger relationship 

in rural counties is not necessarily in contrast to the 

Durkheirnian model since the antecedents are factors in the 

development of the division of labor and thus would tend 

to have more impact in the less developed areas. 

When the relationship between the predictor variables 

and the total crime rate is examined in rural and in urban 

counties it is apparent that in the rural counties the 

relationship is much'Vlcaker. In two years, 1940 and 1970, 

zero variance in the crime rate is explained by the 

predictor variables and in the other two time periods no 

more than 9% is explained. On the other hand, in the urban 

counties the relationships are much stronger, especially 

after 1940, with the strongest relationship occurrinJ in 

1970 (R = .74). Actually in 1940 all the variables except 

population size have a negative impact on crime in the 
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urban counties. In every period urbanization has the 

greatest net effect on the total crime rate. The division 

of labor has the least impact in every period and it often 

has a negative effect. In the rural counties, however, 

the division of labor has a positive influence in every 

year but 1960. 

Webb (1972) used urban places of 25,000 or more in 

1960 and comparing his results with those obtained in this 

study for counties of 25,000 or more it appears that there 

is some difference. In 1960 the variables of population 

size, density, urbanization and the division of labor 

explains 40% of the variance in the crime rate in the 

urban counties while in Webb's study no more than 19% of 

the variance in crime rates is explained. Furthermore, in 

the urban counties 39% of the variance in personal crime 

rates is explained and 38% of 'the variance in the property 

crime rates is explained by the predictors. In 1970, 52?<~ 

of the variance in personal and in property crime rates is 

explained by the predictor variables. !,'lebb deal t strictly 

with urban places and his Durkheimian' model apparently is 

not as efficient in predicting crime rates as when 

counties are used in vlhich there is a rural-urban dimension 

included. 

There is also a rural-urban difference in the 

efficiency of the model. In rural counties only in 1950 



124 
does the model appear to be a very good predictor of crime 

rates and that is only with regard to property crime rates 

(R2 = .13). Also in this period the division of labor 

has a positive impact (beta = .26). However, in the urban 

counties the model is a good predictor of both types of 

crime rates in every year but 1940 and 1950 with- regard to 

personal crime rates. The relationships are especially 

strong in 1960 and 1970 in which 38% and 39% of the 

variance in the crime rates is explained in the earlier 

period and 52% in both personal and property crime rates 

in the later period. 

Population size is the most important factor in the 

rural areas while urbanization is the most conSistently 

important factor in the urban counties. Urbanization 1s 

especially important in predicting property crime rates 

in the urban counties. For instance, in 1970 for every 

unit change in urbanization there is a .6 unit change in 

property crime rates. Density and population size are 

more important elements in urban counties than in rural 

counties. 

In sum, it appears that relationships are stronger 

in the urban counties between the predictor vuriables and 

crime rates, both overall and personal/property. 'rhis 

indicates that the rural counties may be moderating the 

relationships between the predictors and the crime rates. 



125 

The results show that in the "more urban counties 'the level 

of population size, density, urbanization, and the division 

of labor operating together do have a substantial impact 

on the rate of crime. Howe~er, the division of labor has 

little positive impact in the urban counties. 

Summary 

The results elaborated above provide very weak sup­

port for the static model. The antecedents apparently do 

have some impact on the division of labor but urbanization 

is the only variable which has a positive i~pact. pop~ 

ulation size, in effect, has no 'impact and density has a 

negative impact during every time period. In addition, no 

more than 19% of the variance in the division of labor is 

explained by the predictors in anyone time period. How­

ever, the predictors tend to have very little, if any, 

impact on the rate of crime. Only in 1960 does the 

relationship attain any degree of strength (R2 = .17). 

probably the most critical element in the model, the 

division of labor, apparently has no influence on the rate 

of crime. When personal and property crime rates are 

examined, the relationships are only slightly stronger 

than those concerning the overall crime ra"te. The most 

consistent relationships involve property crimes which 

suggests that levels of structural complexity is more 
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likely to have a positive influence on the property crime 

rate than on the personal crime rate. In sum, the data 

do not clearly refute or clearly support the static model. 

However, when rural ~ounties are compared with 

urban counties some important differences emerge. In the 

rural counties the relationship between the antecedent 

variables and the division of labor tends to be stronger 

than in the urban counties. On the other hand, the 

relationship between the predictor variables and the crime 

rate is much stronger in the urban counties than in the 

rural counties. Thus, in the counties which are more 

rural in character the Dur]<.heimian model is a better 

predictor of the division of labor but in counties which 

are more urban in character the model is a better predictor 

of crime rates. In effect, these findings concerning 

rural/urban differences IImodifies" the Durkheimian model 

according to the ecological character of the community. 

The Change Nodel 

The central concern of this study is to test a 

Durkheimian model of crime rates in which the transforma-

tion of societies is the critical element. The presence 

or absence of crime itself is not of interest here, nor is 

it the presence or the absence of an elaborated division 
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of labor as an explanatory factor in crime. Rather, the 

main concern is the nature of the transformation itself, 

and, if it has an impact on the change in the crime rate. 

In methodological terms, is- there a correlation between 

the jOint effects of the change in population size, pop­

ulation density, urbanization, and the division of labor 

and the crime rate? In order to examine this relationship 

a series of propositions (presented in Chapter III) con-

cerning relationships between changes in the variables . . 

were formulated and these propositions comprise the change 

model. This model is concerned with the covariation 

between changes in variables from one point in time to 

another. This procedure, then, is a means of analyzing 

what really happened over a particular time period. In 

this study three distinct time periods were analyzed--

1940-1950, 1950-1960, 1960-1970, as well as 1940-1970 (the 

latter period to assess the effects of long-term change). 

As indicated earlier, finite first difference equations 

were used to measure the changes and regression analysis 

to measure the relationship between these changes. 

The data in Appendix A (Tables 30 and 32) on the 

degree of change in the variables during the time periods 

indicate that a certain amount of change did occ~r in the 

variables. For instance from 1940-1950 population size, 
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on the average, increased by' 7%, population density by 

10.5%, and urbanization by 12.8%, and MOD by 2.8%. The 

range of percent change in these variables was quite wide. 

In the 1960-1970 time peri~d the population size change 

ranged from -51% to 960% while for population density the 

range was fro~ 80.3% to 230% and the division of labor 

from -22% to 52%. Percent change in urbanization ranged 

from -100% to 289%. Overall crime rates also registered 

a large increase during these time periods averaging over 

100% within each period. Personal crime rates showed a 

large increase in every time period except 1950-1960 in 

which the change was -1.4% while property crime rates 

changed substantially in all time periods. 

The change model is seen as a more direct test of 

Durkheimian theory Since, by definition, it measures the 

relationships among change in'the variables. In this way, 

the model is a measure of how changes in one part of a 

society's structure is related to changes in another part 

of the same society. 

b.. The Division of Labor 

rrhe first propositions to be tested will be those 

which deal with relationships between changes in population 

Size, denSity, urbanization and changes in the division of 

labor. rrhe first pro['osi tion posi ts a rela tionship 
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between change in population size and change in the 

division of labor. The results in Appendix 3 (Tables 35-

38) shOt" that for none of the time periods is there even 

a positive relationship between the variables. The 

strongest zero-order correlation is in the 1940-1970 

period (r = -.16) and it is negative. It appears, then, 

that the change in population size has little effect upon, 

the change in the division of labor in the short term and 

in the long term (1940-1970) it has a negative effect. 

Population size does not ~ven seem to have a delayed 

effect. Hhen the changes in population size in one time 

period are compared with the change in the division of 

labor in another time period all relationships are nega-

ti ve, as \,le11 as, negligible. The implication here is 

that, operating alone, change in population size has no 

positive impact upon change in the division of labor. 

The relationship bet'\veen changes in population 

density and change in the division of labor is almost 

identical to the situation concerning population size. In 

all time periods and lag situations the relationships are 

negati ve and extremely vleak. The strongest relationship 

is in the 1940-1970 period (r = -.15) and it too is 

negative. Again the implication is the change in popula-

tion density has no positive relationship with change in 

the division of labor and may "in fact be negatively 
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related. In other words, the greater the change in 

population density the less the change in the division of 

labor. 

The same seems to apply with regard to urbanization. 

In every time period the correlations are either zero or 

negative. The closest association is in the 1940-1970 

period (r = -.19) but it is also negative. Change in 

urbanization also appears to have a lag influence on change 

in the division of labor but it too is negative (r = -.15; 

r = -.10). 

An examination of the joint effects of change in 

population size, in population density, in urbanization 

upon change in the division of labor show similar results 

to those outlined above. lbe data in Tables 4 and 5 

(PP. 131 and 132) show that the relationships in every time 

period are very weak except for 1940-1970 and although 

statistically significant (p"'. 001) it is a moderate one 

(R = .24). In that period only 5% of the variance in HOD 

change is explained by changes in the predictor variables. 

The betals also indicate that the variables have a negative 

impact individually on change in the division of labor. In 

the long-term change period (1940-1970) the beta's of 

population size change (beta = -.11) and urbanization 

change (beta = -.16) are statistically significant (at .05 
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'fABLE 4 

STANDARDIZED PARTIAL REGRESSION COEPFICIENrrS 
AND CORRELArrrONS BET>lEEN ANrfEC'SDENrr 

VARIABLES AND DIVISION OF LA30R 

population 
size 

-.03 

-.06 

-.05 

- .11 ,., 
(.05) 

(Change Nodel) 

1940-1950 

Population 
density: Urbanization R R2 

.00 

1950-1960 

-.04 

1960-1970 

-.05 

1940-1970 

-.06 

--' 
-.05 .07 .00 

-.02 

.00 

-.16* 
( • 001) 

.03 .00 

.08 .00 

.24* .05 
( • 001 ) 



1950-
1960 

1960-
1970 

1960-
1970 
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'rABLE 5 

S'fAN:JARDIZED PARTIAL REGRESSION COEFFICIENTS 
AND CORRELA'rIONS BETI'lEEN ANTECEDENT 

VARIABLES FROl'1 'fINE 1 Iro Tli't.E 2 
AND DIVISION OF LABOR FROl"': 

population 
size 

-.03 

Population 
size -,._--
-.03 

population 
size 

-.03 

TIME 3 Ir.o 'fll1E 4 

(Change model) 

1940-1950 

Population 
densit:t 

-.04 

1940-1950 

Population 
density .. 

-.06 

1950-1960 

Population 
densi t:i 

-.06 

Urbanization 

-.15* 
(. 001) 

Urbanization 

.00 

Urbanization 

-.12 

R 

.17* 
,. 05) 

R 

.08 

R 

.15 

R2 

.02 

2 
R 

.00 

R2 

.01 
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and .001 levels respectively) as well as negative. The 

lag impact of the p,redictor variables 1s also negative as 

evidenced by the beta's in Table 9. In nearly all these 

cases change in urbanization tends to have the greatest 

net effect on change in the division of labor. 

The results tended to differ in the static model. 

Nearly all zero-order relationships were positive in which 

the closest associations were with urbanization. However, 

when the joint effect of the antecedents are considered 

the net impact of population size and density becomes 

negative and urbanization continues to have quite a strong 

positive impact. The implication is that the greater 

level of urbanization the greater the extent of the 

division of labor while the greater the level of population 

size and of population density the Im:er the extent of the 

division of labor. That is, in those counties in which 

there is a high level of urbanization yet a low level of 

population size and of population density there is a high 

division of labor. However, the findings with regard to 

the change model indicate that those counties which 

experienced a large change in the antecedents tended to 

experience a small change in the division of labor. Thus, 

as the antecedents change rapidly the division of labor 

changes slowly. These results, then, indicate that the 

antecedents to the division of labor (i.e., population Size, 
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density, urbanization) do not have a positive effect on the 

division of labor. Also, except for 1940 the correlations 

between the division of labor and each of the antecedents 

are weak or almost nonexistent. The implication is that 

the antecedents to the division of labor are not ante-

cedents at all. This follows Kemper's (1972) argument 

that the division of labor may have existed all along and 

thus, does not necessarily follow the changes in popula-

tion Size, density, and urbanization as Durkheim contended. 

The question which arises at this point is: if changes 

in ?opulation size, density, and urbanization do not lead 

to changes in the diviSion of labor then what is the 

factor (or factors) which brings about a more elaborate 

division of labor? Is it the industrial changes thc~-

selves which originate in the pursuit of profit that 

leads to a more elaborate division of labor (i.e., the 

demand for more labor and greater specialization)? This 

need in turn may lead to an increase in population, density, 

and the formation of towns and cities. In other wordS, 

it may be that the diviSion of labor is an outgrowth of 

the industrialization and commercial expansion of a 

society or a community which in turn brings about a de~o-

graphic change. Other factors may effect changes such as 

accessibility to transportation facilities (as Cooley 
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pointed out) or the availability of other resources in 

the region conducive to industrialization. In such areas 

13 there was an increase in types of occupations because of 

the new industry or industries (here we see the trans-

formation occurring in the occuptaional structure--from 

one agrarian-based to one based on industrial consider-

14 
ations) leading to a more elaborate division of labor. 

In addition, because of the demand for labor and the 

opportunities provided for those willing to sell their 

labor there was an increase in population and density. 

Also because the industry provided commercial opportunities 

and because the immigrants to the areas established house-

holds the formation of town (or urbanization) occurred. 

Actually, the formation of to'\vns in the region is more 

closely associated with changes in the division of labor 

13 
Note that the measure of the division of labor 

(MOD) used in this study utilizes occupational categories. 
14 

Re~ember that in Cressey's (19(9) study of Harlan 
county the first change in the region was technological so 
that the coal mines in the area could be exploited. This 
change transformed the division of labor and the demo­
graphic and social st:ructure of the county. 
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and thus, urbanization may be more clearly a function of 

the industrial changes than are population changes and 

density changes. Neve~theless, the data do raise some 

doubt about the Durkheimian. model. 

Ll Predictor Variables and ~ The Overall Crime Rate 

In examining the relationships concerning the 

predictor variables and crime rates it appears that the 

predictors are not efficient indicators of change in the 

rate of crime. The first relationship concerns how changes 

in population size are associated with change in the rate 

of crime. It was hypothesized that the relationship is a 

positive one and the results in Appendix B (Tables 35-38) 

do not tend to support this proposition in any period. 

Actually, none of the correlations are statistically 

Significant. 

The relationships are Similar with regard to pop-

ulation density. The correlations are weak and positive 

for every period except 1940-1950, but only two cor­

relations are statistically significant (p..( .05). One 

occurs in 1960-1970 and the other association occurs when 

change in population density from 1950-1960 is compared 

with change in the crime rate from 1960-1970 (r = .14). 

The results in Appendix B (Tables 35-38) show that 

the relationship between change in urbanization and change 
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in the rate of crime is almost nonexistent. None of the 

correlations are statistically significant and the 

strongest association is (r = .04) during the 1940-1970 

period. A similar pattern .operates when change in the 

division of labor is compared with change in the crime 

rate. In one period the relationship is zero, in another 

extremely weak and negative, While in another extremely 

weak and positive. From this information one might con­

clude that there is no relationship at all between changes 

in the two variables if not for one notable exception. 

Nhen change in the division of l~bor from 1940-1950 is 

compared with change in the crime rate from 1960-1970 the 

correlation, in addition to being much larger (r = .23) 

and statistically significant (p<.OOl), is in a positive 

direction. Thus, the change in thp. crime rate from 1960-

1970 is positively associated with change in the division 

of labor from 1940-1950, clearly indicating a t\vo-period 

lag in operation. It should be noted that when the 

predictor variables are considered together the net effect 

of change in the division of labor on change in the crime 

rate is strongest when comparisons are made across dif­

ferent time periods. This actually is the strongest 

relationship between any of the predictors and the overall 

crime rate (beta = .23). In effect, the division of labor 
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has a delayed impact on the rate of crime. Look1ngahead, 

briefly, to the major crime rates the division of labor 

has its greatest impact when comparisons are made across 

different time periods, while other predictors appear to 

be more effective in the other comparisons. In essence, 

the effects of a change in the division of labor upon 

change in the crime rate tend to be delayed while the 

effects of changes in the other predictor variables on 

the change in the crime rate tend to be more im~ediate. 

The data in Tables 6 and 7 indicate that the 

predictor variables operating together have little or no 

impact on the overall rate of crime. In only two 

comparisons is ~~ than zero variance in the change in 

the rate of crime explained by change in the predictors. 

One comparison is when change in the predictors from 

1940-1950 is related to chang~ in the total crime rate 

from 1960-1970. Only 5% of the variance in the change in 

crime rates is explained and change in the division of 

labor (beta = .23) is the only variable which has any 

positive impact on the rate of crime. The other comparison 

is change in the predictor variables from 1950-1960 with 

change in the crime rate from 1960-1970. rrhe results 

indicate that only 2% of the variance in the change in 

the crime rate is explained by the change 1n the predictor 
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TABLE 6 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS 
AND CORR!':LATIONS BEirr.\f:SEN A PREDICTOR 

VARIABLES AND A -TOTAL 

population 
size 

.00 

.00 

.06 

CRIME RArrE 

(Change I'1ode1) 

1940-1950 

Population 
density 

Urbaniza­
tion 

-.01 -.02 

1950-1960 

.04 .00 

1960-1970 

.10 .01 

Division 
of Labor 

.00 

-.04 

.00 

.03 

.06 

.13 

.00 

.00 

.00 

~-~~~~--------~-~----~-~-----~-~---------------~--~--~-~---

1940-1970 

.01 .01 .03 -.02 .05 .00 



1950-
1960 

1960-
1970 

1960-
1970 
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TABLE 7 

STANDARDIZ~D PARTIAL REGRESSION COEFFICIENTS 
AND CORRELATIONS B3t~'lEEN .A PREDICTOR 

VARIABLES FROH TIHS 1 .TO 'rIME 2 
ANi) A TOTAL CRIM~ RATES 

FRON 'rINE 3 11'0 'YIl'<::: 4 

(Change 7!lode1) 

1940-1950 

population Population Urbaniza- Division 
s:tze density tion of Labor 

.06 -.02 -.01 .03 

1940-1950 

population Population Urbaniza- Division 
size den~'L tion of Labor 

.08 .05 .02 .23* 
( .001 ) 

1950-1960 

population 
slze 

Population 
density-

Urbaniza- Division 
tian of Lubar 

.03 .13·it -.07 -.07 
, .01} 

R R2 

.06 .00 

2 
P.. R 

.25* .05 
, .001 } 

2 
R R ----

.18* .02 
(.05 ) 
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variables and change in population density (beta = .13) is 

the only variable which has any positive effect on the 

change in the rate of crime. 

The data in Appendix B (Tables 35-38) indicate that 

only in a very few comparisons is there a statistically 

significant relationship between any of the variables and 

personal/property crime rates. In the 1950-1960 time 

period the change in population size is negatively cor­

related (r = -.13) with the change in the personal crime 

rate. However, 1n the 1960-1970 period the personal 

crime rate is positively correlated (r = .24) with 

population size. Also during.the same time period, density 

is positively related to personal crime ratCG (r = .53) 

and aguin in the 1940-1970 period the variables are 

positively correlated (r = .14). Finally change in 

personal crime rates from 1960-1970 is positively related 

to change in population size (r = .25) and population 

density (r = .55) from 1950-1960 and negatively related 

to (r = .14) change in the division of labor from 1950-

1950. Tho only comparison in 'V,~hich change in property 

crime rates is poa1tivcly rolated to any of the .predictors 

involveD change in density from 1950-1960 and change in 

the property crime rate from 1960-1970 (r • .12). 
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There is very little relationship between change in 

the predictor variables and change in the personal/property 

crime rates during every time period according to the 

results in Tables 8 and 9 (pp. 143-144 ). Actually, the 

only relationship at all involves change in personal crime 

rates in 1960-1970 (R = .53) in which 27% of the variation 

1s explained by the prea1ctors. AS the data in Tables 8 

and 9 show, density is the most important factor (beta = 

.50). When comparisons are made across different time 

periods the relutionships change slightly. i'lh£n change in 

the predic'tor variubles in 19.c1:0-1950 1s compared with change 

in personal crime ratos 1n 1960-1970 the relationship is 

modera te (R = • 36) and "Then they are compared wi th change 

in property crime rates the relationship is weaker en = .25). 

However, an interesting occurnnce is that with change in 

personal crime rates populatiori size, density, and urb~n-

izat10n have about CtIUal impnct vIi th the di vinion of labor 

having very 1i ttlc effect but \,li th rcc]nrd to change in 

property crime rates the reverse is true. Change in the 

division of labor (beta = .24) is clearly the most 

important factor while the other vari~blcs have little or 

no impact. The strongest relationship in thcne comparisons 

(sho\'!n in Tr:tblc 9) involve3 change in personal cr.imc rates. 

Nhcn change in the predictor variables from 1950-1960 in 

related to change in personal crime rates from 1960-1970 
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TABLE 8 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS 
AND CCH.RELATIONS BETHEEN /j. PREDICTOR 

VARIABLES AND A PERSONAL/ 
PROPERTY CRIME RATES 

(Change :L17,odel) 

.!-940-19S0 

Population Population Urban1za- Division 
~e _den.ei ty tion of labor 

Personal .03 .01 -.09 -.05 

Property .01 .01 .01 -.03 

R R 
2 

--
.10 .00 

.04 .00 

---~--~---~~-------~-~-~-~~-~--~~------~-~~~-~~~---------~~ 

Personal .04 

property .00 

Personal .06 

property .05 

.03 

.03 

.00 

.00 

!.~GO-1970. 

.50f.' .04 
(.001 ) 

.07 .00 

- .. 13 

.00 

-.03 

.05 

.14 .00 

.03 .00 

.53* .27 
( .001 ) 

.10 .00 

----~---~--------~--~------------~-~~~------~~~----~-~-----

Personal 

Property 

.04 

.01 

.14 

.00 

-.09 

.03 

-.02 

-.02 

.17 .02 

.05 .00 
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TABLE 9 

STANDi\.RDIZED PARTIAL REGRESSION COEFFICIENTS 
AND CORHELATIONS BET~'lEEN A PREDICTOR 

VARIABLES FROI·j TINE 1 TO TIME 2 
AI:~D ~ PERSONAL/PROPERTY CRIME 

RATES FR011 TII-lE 3 TO TIME 4 

(Change Model) 

1940-1950 

population population Urbaniza- Division 2 
size dcn0it~L- tion of labor --B- !L--

1950-60 

Peroonal .06 .00 .03 .06 .09 .00 

Property .04 -.03 -.02 .02 .05 .00 

19~:O-1950 

1960-70 

Personal .19* .16* .19 ft .07 .36* .12 
(.001 ) (.001 ) ( .001) ( .001) 

property .07 .04 .00 .24* .251"l .05 
( • 001) (.001 ) 

--~~~---~~----~~-----~-~---~-~----~~-~-~~----~--~--~-----~~ 

1950-1960 

1960-7Q 

Personal .00 .5tl* -.03 -.10· .56* .30 
(.001 ) (.01 ) (.001) 

property .03 .11 -.08 -.07 .16 .01 
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the association 13 relatively.strong (R = .56) in.which 

density io the most effective element (beta = .54). It is 

interesting that in this same comparison, change in the 

division of labor has a negative,' although \yeak, impact on 

both peroonal crime rates (beta = -.10) and property crime 

rates (beta = -.07). The results indicate that in the 

change model the division of labor either has a negative 

or a zero impact on the personal/property crime rates 

except in the comparisons acr030 two time periods. That is, 

it take::; a \vhile for a chcin<Jc in the division of labor to 

have a positive impact on change in personal/property crime 

rates. In addition, change in density is apparently tho 

most important factor 1n predicting perDonal/property crime 

rates. 

Rural-urban comparisons have been mnde for the change 

model as "le11 as the static model. The data in l';oppendix D 

(Tables 53-56) nhol'l that there in no ditfercnce in the 

nature of the relationship bct\'lcen change in the antc-

cedents and change in the division of labor 1n either rural 

or urban count1co. In all time period comparisons the 

pattern is essentially the srune. Change in the ante-

ccdcnto hus either a zero or an inverse effect on change 

in the division of labor. 
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When the relationships are examined in rural and in 

urban counties regarding change in the total crime rate the 

greatest differences occur in the· 1940-1950 and the 1960-

1970 time periods. In the 1940-1950 period the correlation 

in all 300 counties is virtually zero (r = .03) but when 

urban counties are examined tho correlation becomes a 

moderate one (R = .39). In both periods the relationships 

arc oxtrcmtly low in the rural counties such that in all 

time periods zero variance in the change in crime rate 1s 

explained by change in the predictors. In the urban 

counties change in population size and change in dennity 

are the moat 1mportant factors with change in urbanization 

. and change in the division of labor excrting virtually no 

positive impact on the rate of crime. 

When' comparisons arc made across time periods the 

pattern changes to a certain degree. 'l'he relationship is 

stronger in the rural counties (R ::: .26) than in the urban 

counties (R ::: .14) vlhen change in predictors from 1940-

1950 1s compnred with change in crime rate from 1950-1960. 

How'ever, when change in the predictors from 1940-1950 is 

compared with change in crime rates from 1960-1970 there is 

no difference in the strength or the associations in rural 

and in urban counties. An interesting difference 1s that 

in the rural counties change in the division of labor is 
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the most important factor (beta = .32) while in the urban 

counties the variables of change in population, density, 

urbanization share about equal importance. The impact of 

change in the division of labor in rural counties is 

reflected in the counties as a whole where change in the 

division of labor has the greatest net effect (beta = .23). 

In the last comparison (1950-1960 with 1960-1970) change 

in predictor variables has virtually no influence in change 

in the rute of crime, while in the urbtln counties the 

combined effect of the predictors 1s much stronger 

(R2 = .18). However, the strength of the relationship 1s 

largely a function of change in density (beta = .39) which 

is tho only predictor variable that has any positive impact 

of note. This impact 1s reflected in all the counties but, 

due to the limiting influence of the rural counties, to a 

much smaller degree. 

When rural-urban compClr1sono arc made regarding change 

in personal/property crime rates the data (shown in Appendix 

D, Tables 61-64) indicate that the relationships are much 

stronger 1n urban counties than in either rural counties 

or in all the counties studied. For instance, in the urban 

countien every relationship is Gtatlstically significant 

except '111 th regard to change in property crime rate in 

1950-1960. Tho strongest involves change in personal crime 

rates 1n 1960-1970 (R = .69) in which 46% of the variance 
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in the crime rate is explained by the predictors. Con-

sistently the most important elc~ent is change 1n density 

1n the urban counties, followed by change in population 

size. Change in urbanization and change 1n the division 

of labor have little, if any, impact on change in personal/ 

property crime rates. 

The relationships are stronger in the rural counties 

when change 1n the dependent variables of a later time 

period arc compared with change in the predictors of an 

earlier time period. NcvorthclcsG, the rclationnhips are 

still stronger in the urban counties for all change model 

comparisons. The closest associations occur when change in 

tho predictor variables from 1950-1960 arc co:r,pared "Ii th 

change 1n personal/property crime rates from 1960-1970. 

Change in personal crime rates is very strongly associated 

(n = • 71) \+11 th change in the predictor va.riables and change 

in prop·crty prime (R :: • 3S) madera t:!ly as socia ted. Change 

in den~ity 10 the most important factor in this period 

(beta:: .69: beta = .32) as it is generally in other time 

periods. Change in population size is also an important 

factor while chungc in urbaniz~tion and change in tho 

di vi sian of labor usually have a \vcaJ~ post ti va or a nega­

tive impact. As in other comparisons change in the 

division of labor has its greatest impact in the rural 

counties. 
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Summary 

Findings concerning the change model provide almost 

no support for the model. In every time period no more 

than 5% variance in the change 1n the division of labor is 

explained by change in the antecedents. In addition, all 

statistically significant beta's are ncgative--clcarly 

implying that the antecedents are not antecedents at all. 

Evidently, other factors operate to bring about a change to 

a more elaborate division of labor. 

The change version of the D.Jrkhcimian mod~l is no 

better predictor of change in crime rates than change in 

the division of lubor. In no time period doco chunge in 

tho predictor variables explain any more than 5;~ of the 

variance in the crime rate. The factor "lhich has the 

greatest positiv~ net impact ori the rate of crime is the 

division of labor (beta = .23) in the 1940-1950/1960-1970 

comparison. 

Tho results concerning change in personal/property 

crime rates provide little support for the Durkheimlan 

model. Comparisons within change pcriodo indicate that in 

only one period (1960-1970) 1s there a statistically sig­

ni fican.t relationship. This relationship involves pcrsonctl 

crime rates in which population denSity is the only factor 

of lmportnncc. ThCl.-C is morc support for the model ,-,hen 
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comparisons arc made across time periods. In two periods 

change 1n personal crime rates is closely related to change 

in the predictors ( A 1940-1950 with A 1960-l970r and 

A 1950-1960 with A 1960-1970) ~nd in one period (8 1940-

1950 with 1960-1970) change in property crime rates 1s 

moderately related to the predictors. An lnteres't1ng pat­

tern 1s that the division of labor tends to have a positive 

impact on property crime rates and a negative impact on 

personal crime rates. 

Comparisons of rural and urban counties indicate that 

there 1s no_difference in the relationships involving the 

antecedents and the division of labor. The results con-

cerning crime rates, however, show some differences between 

rural and urban counties. For both overall and personal/ 

property crime rates the relationships are stronger in 

urban than in rural counties. 'Change in population density 

and change in population size tend to have the greatest 

impact in urban counties and change in the division of 

labor in rural counties. In general, the data suggest that 

the change version of the Durkheimian model of crime rates 

is more applicable to urban communities than to rural 

communi ti as. 



CHAPTER V 

ANALYSIS OF ~~JOR CRIME RATES 

The results summarized in Chapter TV yielded little 

support for a Durkheimian model of crime rates. In only 

a very fe\v comparisons, in both static and change models, 

are the relationships statistically significant and usually 

such relationships are only moderate in strength. This 

section is an effort to determine if the Durkheimian model 

1s more applicable to certain types of crimes rather than 

a general rate of crime. The crimes included in this 

analysis are homicide, assault, armed robbery, grand 

larceny (i.e., theft of $100 or more), petty larceny (i.e., 

thefts of under $100 in value), and auto thefts. 1~ese 

crimes, along wi th forcible rape,15 maJ<.e up what the FBI 
16 

calls the "Seven r'lajor Index Crime::;. It In addi tion, these 

15 
Forcible rape was excluded since data concerning 

this offense are missing for the 1950 time period. 

16pctty larceny is usually not classified as a 
major crime but it is included here since it is one of 
the offenses reported by the FBI. In addition, the 
inclusion of petty larceny may provide some index of the 
less serious property offenses. 

151 
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~r1mes together make what was referred to in Chapter IV as 

the overall crime rate. The relationships between the 

predictor variables and the major, crime rates will be 
17 examined for both static and change models. First, the 

results concerning the static model. 

Static r10del 

Tne data in Appendix A (Table 31) indicate that in 

nearly every time period but 1970 petty larceny is the 

highest crime rate while the lowest involves homicide rates. 

Burglary exhibits the highest mean rate of crime (x = 5.05 

per 1000) in 1970 and homicide the lowest mean rate 

ex = .037 in 1970) in 1970. 

~le zero-order correlations shown in Appendix B 

(Tables 33. and 34) indicate that the correlations are gen-

crally strong in every time period but 1940. No crime is 

associated with (to a statistically significant degree) 

either population size or the division of labor in 1940. 

Those relationships vlhich are statistically significant 

(pc( .05) in 1940 are all negative. Density is negatively 

correlated with burglary (r = -.12), grand larceny (r = -.13) 

l7SCC Chapter IV for a description of the static 
and the change models of crime rates. 
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an~ petty larceny (r = -.12) while urbanization is nega-

tively correlated with burglary (r = -.19) and grand 

larceny (r =,-.18). 

However, in 1950 all ~tatistically significant cor­

relations are in the positive direction. In 1950, the 

strongest association is with petty larceny (r ='.30), in 

1960 with auto theft (r = .48) and in 1970 with auto theft 

again (r = .56). In effect, although population size does 

not have a very strong relationship with every type of 

major crime rate it is closely associated with most of the 

major crimes for every year but 1940, the exceptions being 

robbery and the most violent crime--homicide. 

The pattern regarding population density is Similar 

to the correlations involving population size after 1940. 

In 1940, density is negatively related to burglary, grand 

larceny, and petty larceny to a statistically significant 

degree. Density is more closely associated with petty 

larceny 1n 1950 (r = .41), auto theft (r = .49) and rob­

bery (r = .86) and auto theft (r == .69) in 1970. HO'-lever, 

there are relatively moderate associations with several 

other crime rates. In 1950, population density is suf-

ficiently associated with all rates of crime but homicide 

and robbery to lend some support to the hypothesis. In 

1960, a fairly moderate correlation bct~'lecn dens! ty and 

the individual crime rates is present except for homicide 
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and in 1970 the exception is grand larceny. 

The same pattern which operated with population size 

and density seems to be operating with urbanization as well. 

In 1940, urbanization is negatively correlated with all the 

major crime r.ates, some of which are statistically sig­

nificant (e.g., r = -.19 ,with burglary, r = -.18 with 

grand larceny). But 1n 1950 all associations are positive 

except for those with homicide and robbery and positive 

correlations arc shown for all crime rates in 1960 and 1970. 

However, in 1970 two corrclations--burglary and grand 

larceny--are not statistically significant. Urbanization 

is most clooely associated with petty larceny (r = .41) in 

1960 and with auto theft (r = .53) and robbery (r = .50) 

in 1970. Nith the e:;~ccption of the negative associations 

in 1940 and in 1950 there are comparatively weak cor­

relations bct\vecn some of the crime rates and urbanization. 

In 1960 urbanization has a very wenk association (r = .05) 

with homicide and in 1970 a weak association with burglary 

(r = .08) and grand larceny (r = .03). Othen'lise, the 

correlations appear to be of sufficient magnitude to 

provide support for the hypothesis. 

Tne next comparison in the static model concerns the 

relatlonshlp between the division of labor and the crime 

rate. In 1940 none of the correlations are statistically 

significant and in 1950 only three are ~ignificant--thosc 
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involving burglary, pet~y lar~eny, and auto theft. With 

regard to the major crimes, however, the results are more 

consistent for the division of labor than with the other 

independent variables. Very few of the correlations are 

of sufficient magnitude to lend support to the static model. 

The strongest association is 1n 1950 with auto theft 

(r = .20). In two cases, assault and burglary, in 1950 

there is no correlation at all between the variables. In 

general, wi th few eJtceptions, 1 t appears that there 1s very 

11 ttle relationship bet'tveon the division of labor and the 

major rates of crime. The only support to speak of for 

this hypothesis 1s with regard to the crimes of burglary 

(r = .13), petty larceny (r = .15) and auto theft (r = .20) 

in 1950 and petty larceny (r = .12) in 1960. Webb's (1972) 

results indicate that in 1960 the relationship between the 

diviSion of labor and the personal crime rate (r = .10) 

and the property crime rate (r :;: .21) arc relati vely \·N;;!al~. 

As in Nebb's study, the divi3ion of labor seems to be more 

cloGcly associated with property crime rates (i.e., burg-

lary, la~ceny, auto theft) than with personal crime rates. 

The results, then, provide some support for the model but 

for only a fe'" crime rates. 

Examining the joint effects of the predictor variables, 

the data in Tables 10-13 (pp.156 -159) show that 'the 

predictors become more closely related to the crime rates 
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TABLE 10 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS 
AND CORREL~TIONS OF ~AJOR CRI~m R~TES 

AND PREDICTOR VARIABLE~, 1940 

(Static Model) 

population Population Urbaniza- Division 
size densitL tion of labor 

Homicide .00 -.02 -.17 .09 

Robbery .00 .04 -.11 .06 

Assault .00 .00 -.13 .07 

Burglary .03 -.02 -.24 .12* 
(.01 ) 

Grand 
larceny .00 -.02 -.25* .18* 

(.001 ) ( .001 ) 

Petty 
larceny .00 .02 -.10 .05 

Auto 
the:ft .05 -.07 -.09 .11 

R R2 --
.17 .02 

.09 .00 

.12 .00 

.22* .04 
(.01 ) 

.24* .05 
(.001 ) 

.08 .00 

.14 .01 



157 
TABLE 11 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS 
AND CORRELATIONS OF MAJOR CRIME RATES 

AND PREDICTOR VARIABLES, 1950 

(static Model) 

Population population Urbaniza- Division 
size densi tY:, tion of labor 

Homicide .00 .00 -.03 -.09 

Robbery .06 .09 -.10 .05 

Assault .06 .07 .12* .00 
(.01 ) 

Burglary -.02 -.02 .06 -.01 

Grand 
larceny .14* .02 .. 16 11 .01 

.1L..L 
.11 .00 

.11 .00 

.22* .03 
C .01) 

.05 .01 

.27* .06 
(.01 ) (.01 ) (.001) 

Petty 
larceny .07 • 20~"t • 30~ .00 .48* .22 

(.001 ) (.001 ) (.001) 

Auto 
theft .13* .12"" .11* .12* .34(.- .11 

(.01 ) (.05) (.05 ) (.05 ) ( .001 ) 
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TABLE 12 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS 
AND CORRELATIONS OF NAJOR CRIX-1E Rl~TES 

AND PREDICTOR VARIABLES, 1960 

(Static r'~I:Jdel) 

population population Urbaniza- Division 
size ~nsit~ tion of labor 

Homicide .00 .10 -.03 .09 

Robbery .17* .22* .02 .03 
(.001 ) (.00'1 ) 

Assault .25* .14* .06 .04 
( • 001 ) (.001 ) 

Burglary .19* .17* -.03 .04 
( • 001 ) (.001 ) 

Grand 
larceny .15'" .16* .02 .08 

(.001 ) (.001 ) 

Petty 
larceny .05 .16* .18* .06 

( • 001 ) (.001) 

Auto 
theft .28'·~ .23* .181': .00 

( .001 ) (.001 ) (.001 ) 

-1L-L 
.12 .00 

.36* .12 
, • 001) 

• 39~'" .14 
( • 001) 

.31* .08 
(.001 ) 

.31* .08 
(.001 ) 

• 35* .11 
( • 001) 

.56* .31 
(.001 ) 
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TABLE'13 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS 
AND CORR.EL.~TIONS OF .M.~JOR CRltlfE RATES 

AND PREDICTOR VARIABLES, 1970 

( Sta ti,c Model) 

population Population Urban1za- Division 
size density t;.on of la.bor 

Homicide .03 .20* .17"" .07 
( .001) ( .001) 

Robbery .10* .76.* .10* -.01 
(.001) (.001 ) (.001 ) 

Assault .12* .25· .03 .01 
(.01 ) (.001 ) 

Burglary .11* .16* -.05 .02 
(.05 ) ( .. 001) 

Grand 
larceny .04 .08 -.02 .00 

petty 
larceny .07 .10 .20* -.06 

(.001 ) 

Auto 
theft .22* .46* .22* -.04 

(.001 ) ( .001) (.001) 

R R2 --
.34* .11 

( .001) 

.87* .75 
( .001) 

.37* .11 
(.001 ) 

.22* .03 
(.05 ) 

.10 .00 

.31 ,l- .08 
(.001 ) 

.75* .56 
(.001 ) 
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as the years progress. In 1940 the predictors are related 

to any degree only to burglary (R = .22) and grand larceny 

(R = .24). In both cases the division of labor has the 

greatest positive effect (beta = ~12 and .18) on the two 

crime rates. In 1950, the predictors are closely related 

to a greater nmnbcr of crime rates than in 1940. Assault 

(R = .22) and grand larceny (R = .27) are very weakly 

related but stronger relations are evident for petty 

larceny (R = .48) and auto theft (R = .34). The predictor 

variables explain very Ii t'tle variance 1n the aosaul t rate 

(R2 = .03) and the grand larceny rate (R2 = .06) but cx-

plain a greater amount of variance in petty larceny 

(R2 = .22) and auto theft (R2 = .11). Urbanization seems 

to have the greatest nct impact (beta:: .16). However, 

with regard to the latter, population size also has some 

influence (beta:: .14). Urbanj,.zation (beta:: .30) and 

population density (beta = .21) are moat influential con­

cerning petty larceny. All the variables have about the 

same impact on auto theft with population size (beta = .13) 

and the division of labor (beta:: .12) having the grcatcBt 

effect. 

For 1960, the predictor variables arc all related to 

each major cri~e rate to a statistically significant degree 

with the exception of homicide. The strongest relation-

ship is "J'i th auto theft (R = .56). The remaining crimes 
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are associated with the predictor variables to a moderate 

degree. The predictor variables operating together explain 

31% of the variation in auto theft, 8% in burglary, 14% in 

assuu1t, and 12% in robbery.. Population density has the 

greatest impact upon robbery and grand larceny, population 

size upon assault, and auto theft, and urban1zatfon upon 

petty larceny. 

In 1970, moderate to very strong relat10nshirs with 

the predictor variables exist for all crime rates but grand 

larceny in ''lh1ch a very wea}c association is shown (R = .10) 

and zero variation is explained. The strongest relation-

ships arc bet''lccn the predictor variables and robbery 

(R = .87) and auto theft (R = .75). The other relation-

ships are of a 10v1 to moderate degree. The predictor 

variables explain 75% of the variance in robbery, 56?~ of 

the variance in auto theft, 11% in homicide and assault, 

and very little in burglary (R2 ::: .03) and petty larceny 

(R2 = .08). Density has the greatest nct impact on every 

crime rate except for petty larceny in which urbanization 

is the major factor. This is especially true with regard 

to robbery in which density is the only apparent factor 

(beta::: .76). 

The nature of the relationship and the net impact of 

each of the predictor variables is quite o~ten dependent 

on the time period. In 1940 the relations are all weak, 
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the strongest being with grand larceny and the major factor 

being the division of labor. petty larceny is most closely 

related to the predictor variables in 1950 (R = .48) with 

urbanization and densi ty bei.ng the major factors in this 

relationship. In 1960, auto thcft has the closest relation­

ship with the predictors (R = .56) with population size 

being the major element. In 1970, auto theft (R = .75) 

and robbery (R = .87) appear to be most effccted by the 

predictors in which population density exerted the greatest 

net influence. 

Bural-Urban Comparisons 

The data in Appendix C (Tables 45-52) show that when 

the major crime rates in rural counties are compared with 

those in urban counties some differences emerge. In 1940 

there are few differences in relationships but in 1950 the 

associations are generally stronger in the urban counties, 

although the closest ansociat.ions involve the same crime 

rateo--robbery, burglary, grand larceny, petty larceny, and 

auto theft. The predictor variables are most strongly 

correlated with all these in the urban counties. As in all 

300 counties the most important factor is urbanization in 

the urban counties While population size and the division of 

labor are the most important factors in the rural counties. 

However, in the rural counties population size tends to have 
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an inverse effect while the division of l.'1bor has a posi-

tive effect on the crime rates. Differences between rural 

and urban counties become more clear cut in 1960 and 197.0 

and the division of labor virtually disappears as an 

important element. In 1960 in the rural counties the only 

close relationships involve grand larceny (R = .29) and 

auto theft (R = .35) in ",hich the most important factors--

density and urbanization--have an inverse effect. On the 

other hand, 1n the urban counties the predictor variables 

are closely relateQ to every major crime rate, with the 

strongest including auto theft (R = .70), burglary (R = .66), 

and grand larceny (R = .64). Urbanization and population 

size are conSistently the most important factors. The 

weakest relationship 1s with homicide (R = .31) in which 

denSity has the greatest net impact (beta = .34). The 

pattern is similar in 1970 in Vv"hich all of the relation-

ships are close in the urban counties and in the rural 

counties the only close relntionship involves burglary 

(R = .24). In the urban counties the cloEest associations 

include robbery (R = .88), auto theft (R = .83), petty 

larceny (R = .72) and grand larceny (R = .68). The 

predictor variables, for instance, explain 77% of the 

variance in robbery rate3 and 68% of the variance in auto 

theft rates. The weakest correlation involves homicide 

rates (R = .42) and 15% of the variance in homicides is 
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explained by the predictors. 'Again, as in 1960, urbaniza-

tion is consistently the most important factor in predict­

ing the major crime rat€!s in the urban counties. Density 

is the best at explaining robbery' rates (beta = .28), and 

urbanization at explaining homicide (beta = .28), burglary 

(beta = .36), grand larceny (beta = .56), petty larceny 

(beta = .70), and auto theft (beta = .42) rates. The 

division of labor has little or no positive impact in 

either rural or urban counties. 

There are also differences when the major cr:t.'mc rates 

in the counties as a whole are compared with the major crime 

rates in the rural and the urban counties. Few differences 

are notable in 1940 but in 1950 there are more close 

relationships in both rural and urban counties than in all 

300 counties. Robbery (R = .24), burglary (R = .25), grand 

larceny (R = .41) and auto theft (R = .43) rates are more 

closely associated with the predictors in the rural 

counties than in all the counties. Petty larceny is related 

to the predictors to the same degree (R = .48) in all the 

counties as well as in the urban counties. The rural 

counties, then, seem to have \yeakened the overall relation-

ship. 

The pattern continues in 1960 in which the strongest 

associations are all 1n the urban counties. Actually every 

crime rate is related to the predictor variables to a 
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statistically significant degree in the urban counties. 

The strongest relationships in the rural counties involve 

auto thefts (R = .35) and in the urban counties, auto 

thefts (R = .70) as '-lell as 'in all the counties (R =.56 ). 

The pattern is duplicated in 1970. 

The resul ts along wi th th(Jse presented earlier 

regarding rural-urban differences suggest that the Durk-

heimian model ia more applicable to urban than to rural 

areas. That is, the level of development of the predictor 

variables, excepting the division of labor, is a critical 

element in predicting rates of crime in urban communities. 

Stlmmar~ 

The results concerning the pred:tctor variables and the 

major crime rates shot" that the static model rccei ven 

greater overall support in 1960 and 1970 than in 1940 and 

1950. In 1940 only burglary and grand larceny are related 

to the predictors to a sufficient degree. The division of 

labor has the greatest positive impact during the 1940 

period and urbanization the greatest negative impact. In 

1950, the assault, grand larceny, petty larceny, and the 

auto theft rates are most closely associated with the 

predictor variables. The dat.a show that in 1960 ·all crime 

rates but homicides are related to the predictors to an 
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acceptable degree. Grand larceny is the only crime rate 

with no relationship to the predictor variables while 

robbery and auto thefts are the rates most closely as-

sociated with the predictors~ In all time periods, density 

is consistently the most important single factor in pre-

dicting major crime rates. Nhile the division of labor is 

consistently the least important influence on major crime 

rates. With the exception of the division of labor, then, 

the static model is a fairly good predictor of major crime 

rates. 

When rural-urban comparisons are made the relation-

ships generally are much stronger in the urban counties 

than'in the rural counties. Urbanization emerges as the 

main predictor in the urban counties ~lhile the division of 

labor is almost nonexistent as a factor. One interesting 

finding is that in the urban counties homicide is more 

closely related to the predictors than in the rural counties. 

In general, the rural counties have tended to modify the 

relationships. Evidently the level of the predictor 

variables, excepting the division of labor, has more of an 

effect in urban communities than in rural communities. 
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Change Nqdel 

Among the major crime rates the so-called violent 

crimes tended to decrease on the average while the property 

offenses tended to increase in these counties. Burglary 

had the greatest increase within each time period. ranging 

from an average of about 140% in 1950-1960 to over 400% in 

1960-1970. Homicide and robbery rates, on the average, 

decreased within each time period while grand larceny and 

petty larceny, as well as burglary increased during each 

time period. 

~1e propo~itions which posited a direct relationship 

between change in each of the predictor variables and change 

in the crime rate do not hold for every crime rate in every 

time period according to the data in Appendix B (Tables 

35-38). In the 1940-1950 period thero is a positive 

relationship bett1'ccn change in population size and change 

in assault, grand larceny, and change in auto thefts 

(r = .14, .24, .19). The same relations occur concerning 

population density but change in urbanization is positively 

related only to change 1n assault rates and change in gr&nd 

larceny rates. Che;,nge in the division of lab::>r is related 

only to change in auto theft rateD (r = .13) in the 1940-

1950 period. In the 1950-1960 period change in population 

size is directly related to change in the assault rate 
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(r = .14) and in the auto theft rate (r = .24). Change in 

population density is directly related only to change in 

the assault rate (r = .12). Chan~e in urbanization is not 

related to change in any crime rate to any significant 

degree, while change in the division of labor is inversely 

related to change in the homicide rate (r = -.14). 

Change in population size from 1960-1970 is directly 

related to changes in the major crime rates of robbery 

(r = .29), aSBault (r = .16), and auto theft (r = .31). 

Density ch~nge is nloo directly related to changes in the 

crime rates of robbery (r = .G9), assault (r = .32), and 

auto .theft (r = .38). Urbanization change appears to have 

no relation with any of the major crim~ rates while MOD 

change is inversely related to change in the rate of auto 

thefts (~ = -.14). In the long-term change (1940-1970) 

51 tua'cion popula ti on change is posi t1 vely correlated vii th 

changes in the major crimes of homicide (r = .13), assault 

(r = .26), and auto theft (r = .47). The same pattern 

operates \.,i th population dens! ty vlhile urbanization change 

is closely related only to change in the assault rate 

(r = .17). Division of labor change again deviates by 

being inversely related to change in the crime rates of 

assault (r = -.13) and auto theft (r = -.14). other than 

the positive association with change in grand larceny 

(r = .13), change in the division of labor is not 
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positively correlated with any major crime rate. 

~fu~n comparisons are made across different time 

periods the overall pattern remains essentially the same 

(See Appendix B, Tables 37-38). Change in population is 

positively related to assault and auto theft rates in 

every comparison and to grand larceny in the 1940-1950 with 

1950-1960 comparison and to robbery in both the 1940-1950 

with 1960-1970 and 1950-1960 with 1960-1970 comparisons. 

The same pattern operv.tcs \V'i th change in population densi ty 

except in the first comparison (1940-1950 with 1950-1960) 

in which there are no statistically significant correlations 

involving density. Change in urbanization, ho\.,ev~r, tends 

to be associated \vith changes in fewer of the crime rates. 

The closest correlation is between change in urbanization 

(1940-1950) and change in robbery (1960-1970). Change in 

the division of labor in 19~O-1950 is most closely as­

sociated ,\-lith change in assault (r = .13) in the 1950-1960 

period and with change in grand larceny (r = .25) in the 

1960-1970 period. Change in the division of labor in 

1950-1960 is positively related only to change in the 

assault rate in 1960-1970 (r = .13). Change in density is 

most closely correlated with change in robbery in 1950-1970 

(r = .73) and change in auto thert in 1960-1970 (r = .52). 

It is apparent that the strongest relationships involve 

change in population densi ty whether in the straight-for1:;ard 
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change model or 1n the lag comparisons. 

The more important concern, however, is how the joint 

effects of the changes in the predictor variables influence 

changes in the major crime rates. In general, it appears 

from the resul ts in Tables 14-20 (PP. 17 1 - 177) that the 

change version of the Durkhcimian model is most con~1stent 

in predicting changes in auto theft and in assaults. In 

every change period the relatlonzhip between change 1n the 

predictors and change 1n auto theft and in assault rates are 

statistically signific~nt (at either the .05, .01, or .001 

level). However, the amount of variance explained in the 

change in these two crime r~tcs by change in the predictors 

is u3ually quite low (R2~ .07) except with auto theft in 

1960-1970 (R2 = .. 18), 1n 1940-1970 (R
2 = .37) and in the lag 

2 
periods of 1940-1950 with 1960-1970 (R = .21) and 1950-1960 

with 1960-1970 (R
2 = .28). Change in the robbery rate, how-

ever, 1s most otrongly correlated with change in the predictor 

variables. In the 1960-1970 period, for instance, the R is 

.70 nnd R2 is .43 with density having the only effect of any 

substance (beta = .67). This is the most ideal situation in 

Durkhcimian terms in that when change in the predictor 

variubles is compared with change in the major crime ratc3 

in 1960-1970 ever:l predictor has a statistically significant 

net impact (and all to about an equal degree) upon change in 

the robbery ra to. It is also duri ng thi s same change pcrio • .l 
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TABLE 14 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS 
AND CORRELATIONS BETHEEN ,Il PREDICTOR 

VARIABLES. AND A MAJOR CRIME 
RATES, 1940~5.0 

(Change Model) 

A population APopulation AUrbaniza- ADivision 
size densit~ tion of labor 2 

...1L IL-

Homicide -.01 -.01 -.03 -.06 .06 .00 

Robbery .03 .00 -.09 .04 .10 .00 

Assault .07 .14'" .13* -.03 .23* .o( 
( • 001) (. 001) (.01 ) 

Burglary .00 -.02 .00 .00 .02 .00 

Grand 
larceny .19* .09 .13* .01 .28"" .07 

(.001 ) (.001) ( • 001 ) 

Petty 
larceny .04 .01 -.09 -.03 .10 .00 

Auto 
theft' .14* .14* .02 .14* .27* .06 
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TABLE 15 

• STANDARDIZED PARTiAL REGRESSION COEFFICIENTS 
AND CORRELATIONS BET.iEEN APREDICTOR 

VARIABLES. AND Il MAJOR CRIME 
RATES, 1950-69 

(Change Model) 

APopulat1onApopulation AUrbaniza- ADivision 
size density t10n of labor 

Homicide .01 .01 .03 .06 

Robbery .03 .03 -.02 .01 

Assault .11 .07 .00 -.04 

Burglary .09 .01 -.05 -.06 

Grand 
larceny .08 .05 .08 -.03 

Petty 
larceny -.10 .02 .00 .01 

Auto 
theft .24* .00 .04 .07 

(.001 ) 

.2L R2 

.06 .00 

.06 .00 

.16 .01 

.13 .00 

.15 .01 

.09 .00 

.25 1'.05 
( .001 ) 
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TABLE 16 

STANDARDIZED PARTIAL REGR~SSION COEFFICIENTS 
AND CORRELATIONS BETNEEN A PREDICTOR 

VARIABLES AND A ~\JOR CRIME 
RATES, 1960-70, 

(Change Model) 

A popula ti onApopula tion.6Urbani za -.6Di vi s ion 
-1L£ size density tion of labor 

Homicide .02 .04 .02 .01 .06 .00 

Robbery .05 .67* .02 -.03 • 70 ~t .48 
( .001 ) (. 001) 

Assault .12* .08 .12* .03 .22* .04 
(.01 ) (.01 ) (.01 ) 

Burglary .06 .07 .00 .00 .11 .00 

Grand 
larceny .02 .04 .01 .00 .05 .00 

Petty 
larceny .06 .04 .01 .00 .09 .00 

Auto 
theft .191~ .31 1t .00 -.ll'lt .44* .18 

(.001 ) ( .001 ) (.01 ) (.001 ) 
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TABLE 17 

STANDARDIZED PARTIAL REGRESSION COSFFICIENTS 
AND CORREL..i\TIONS BETNEEN ~ PREDICTOR 

VARI,,1.BLES AND A !t1AJOR CRIM~ 
RATES I 19,40-70 

( Cha ng e ';':'od e1 ) 

A populationAPopulationAurbaniza-ADivi sion 2 
size densi 'cy tion of labor R R ---

Homicide .06 .17* 000 -.02 .21 'It .03 
(.001 ) (.01 ) 

Robbery .02 .08 .11 .00 .13 .00 

Assault .12* .32 ·r: .06 -.05 .41ft .16 
(.01 ) ( .001 ) (~OOl) 

Burglary .00 .00 .03 -.03 .05 .00 

Grand 
larceny .06 .08 .00 .15* .18* .02 

( .001 ) (.15) 

Petty 
larceny .03 .03 .03 .00 .06 .00 

.. Z\uto 
theft .29* .45* -.12* -.06 .62* .37 

( .001) ( .001 ) (.001) ( .001 ) 
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TABLE 18 

STANDARDIZED PARTIAL REGRESSION COSFFICIENTS 
AND CORRELATIONS BET:"'lEEN A PREDICTOR 

VARIABLES 1940-50 AND. A MAJOR 
CP~MZ RATES~ 1960-70 

(Change Model) 

ApopulationApopulationAurbaniza-ADivision 
size ~nsity tion of labor 

Homicide .05 .02 .00 .06 

Robbery .22* • 23'" • 24'''' .10* 
(.001 ) ( .001 ) ( .001 ) ( .01) 

Assault .1311' .08 .12* .03 
(.01 ) (.01 ) 

Burglary .08 .05 -.01 .23* 
( • 001) 

Grand 
larceny .• 03 .03 .01 .25* 

( • 001 ) 

Petty 
larceny .06 .00 .02 .16* 

( .001) 

Auto 
theft .24* .31* .03 .09* 

(.001) (.001 ) (.05 ) 

') 

R R" --
.09 .00 

• 46~'r .20 
(.001 ) 

.22* .04 
(.01 ) 

.2 5 ~'~ .05 
(.001 ) 

.25* .05 
(.001 )1 

.17* .02 
(.05 ) 

.47* .21 
( .001 ) 
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TABLE 19 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS 
AND CORRELATIONS BE'IWEEN A PREDICTOR 

VARIABLES 1940-50 AND A MAJOR 
CRIHE RATES, 1950-30 

(Change Model) 

A population ,6 population AUrbaniza- t.Division 
size densitY.. tion of labor 

Homicide .01 .01 .03 .06 

Robbery .05 .02 .00 -.06 

Assault .16* -.05 .02 .14* 
(.001 ) ( .001 ) 

B.urglary .10 .01 -.04 -.06 

Grand 
larceny .13* .04 -.10'''' .09* 

(.01 ) (.05 ) (.05 ) 

Petty 
larceny -.04 -.05 .01 .05 

Auto 
theft .19* .03 .03 -.19*' 

R R2 ---
.07 .00 

.09 .00 

.20 .03 
(.05) 

.12 .00 

.20*.03 
(.05) 

.10 .00 

.30*.08 
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TABLE 20 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS 
AND CORRELA.TIONS BET,'1EEN IJ. PREDICTOR 

VARIABLES. 1950.-60 AND Il ~AJOR 
CRIME RATES, 1960-70 

(Change ~1odel) 

Apopulation APopulat1on AUrbaniza- ADivision 
size densij:.L tion of labor 

Homicide .04 .07 -.13 -.04 

Robbery -.04 .75* -.04 -.04 
(.001 ) 

Assault .02 .31 * .00 -.11* 
(.001 ) (. 01) 

Burglary .04 .12* -.10* -.07 
(.05 ) (.05) 

Grand 
larceny .01 .06 -.06 -.05 

Petty 
larceny .03 .08 -.06 -.07 

Auto 
theft .12* .46* -.10-:: -.06 

(.001 ) ( • 001 ) (.01 ) 

2 
R R --

.15 .01 

.73* .53 
( • 001 ) 

.34* .10 
( • 001 ) 

.18* .02 
(.05) 

.10 .00 

.13 .00 

.54* .28 
( .001 ) 
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that there are more statistically significant relationsrdps 

with change in the predictors (the lone exception involving 

relationships with homicide). This pattern implies that 

the impact of change in the predictor variables may be more 

widespread when the depencent variables are lagged. This is 

also the period when change in the division of labor has 

the greatest overall impact. Tae beta's for the division 

of labor in this lag period are statistically Significant 

with regard to every crime except homicide and assault. 

In three situations--burglary, grand larceny, and petty 

larceny--change in the division of labor is the only factor 

with a net impact of any importance. Thus, it appears 

that change in the division of labor is most effective in 

the lag situation than in the typical change situation. 

overall, it is apparent th~t change in the major crime 

rates in the 1960-1970 period were most effected by change 

in the predictor variables in the two previous time period~ 

(1940-1950 and 1950-1960). One thing is evident and that is 

the Durkhcimian model is a poor predictor of changes in 

rates of homicide. In no period was the change in predictors 

of any substantial importance in change in the homicide 

rate. 

In several Situations, the change in predictors has a 

negative impact upon change in a crime rate. Change in the 

division of labor has an inverSe net impact (beta = -.11) 
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upon auto theft in the 1940-1950 change period and in the 

1940-1950 with 1950-1960 period (beta = -.19) but a posi~ 

tive effect in the 1940-1950 with 1960-1970 period (beta = 
.09). Urbanization has an inverse effect on grand larceny 

(beta = -.10) in the 1940-1950 with 1960-1970 period, an 

inverse effect on burglary (beta = -.10) and auto theft 

rates (beta = -.10) in the 1950-1960 with 1960-1970 period. 

Thus, in the first change period (1940-1950) the greater 

the change in the division of labor the greater the change 

in auto theft rates but in the third change period (1960-

1970) and the first lag period (1940-1950 with 1950-1950) 

the greater the change in the division of labor the less the 

change in rate of auto thefts. Ho'\vever, in the second lag 

period (1940-1950 with 1960-1970) tho greater the change in 

the division of labor the greater the ci"lange in the au~o 

theft rate~ Urbanization cnange operates as a negative 

factor only in lag situations ana in the long-term change 

situation (with auto theft rates). In the first lag 

situation (1940-1950 with 1950-1960) the greater the chD.nge 

in urbanization the lees the change in the petty larceny 

rate and in the third lag situation (1950 \1ith 1970) the 

greater the change in urbanization the less the change in 

burglary and in auto theft rates. In essence, there are 

situations in which change in the predictors may actually 
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have a negative influence on the rates of certain crimes. 

Rural-Urban Comparisons 

The pattern which is evident regarding overall and 

personal/property crime rates is also apparent regarding 

the major crime rates--that is the r~lationships are strong-

er in urban than in rural counties (sec Appendix D, Tables 

65-78). For instance, in the 1940-1950 change period all 

relationships in the urbancounti€s except those involving 

homicide and assault are statistically significant. ~1e 

associations in the rural counties are more like those in 

the counties as a \-lh010 suggesting again that the rural 

counties have a moderating influence on the overall relation-

ohip. The strongest relationships in the urban counties 

during this time period involve robbery (R = .52), gra.nd 

larceny (R = .45) and burglary (R = .43). Change in density 

and change in population size arc the most influential 

factors in both rural and urban counties while change in the 

division of labor has no positive imp~ct of note in either 

rural or urban counties. Change in urbanization 1s more of 

a factor in rural counties. Change in population in the 

less populated counties apparently has no positive influ8ncc 

on the major crime rates. The pattern repeats itself in 

subsequent time periodz in which change 1n the predictors 

tends to have no influence on the variance in the change 
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in major crimes in the rural counties. On the other hand, 

in the urban counties only change in homicide rates and 

change in petty larceny rates are not influenced by the 

change in the predictor variables. The closest associations 

involve change in the burglary rate (R = .45) and 1n auto 

theft rate (R = .40). Change in population size is the 

dominant factor in the urban counties. 

The data indicate that the change version of the 

Durkheimian model is a consistent predictor of change in 

auto theft rates and fairly good predictor of change in 

assault rat~s and change in grand larceny rates. However, 

the strongest relationships involve change in robbery rates 

in which the amount of variance explained reaches 53% in one 

period. The change model is not as efficient in predicting 

change in homicide, burglary, and petty larceny rates. 

Change in density and change in population size are 

clearly the most consistent factors in predicting change in 

the major crime rates. Change in auto theft, assault, and 

robbery rates arc effected most consistently by change in 

density and change in population size. The least important 

predictor apparently is change in urbanization. Its great-

est impact tends to be on change 1n rates of assault. The 

only circumstance in which change in the division of labor 
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has a positive impact is when there 1s a two-period lag in 

its effect. For instance, when change in the division of 

labor from 1940-1950 is compared with change in each of the 

major crime rates from 1960-1970 the division of labor is 

the only variable which has any important influence on the 

rates of burglary, grand larceny, and petty larceny. In 

general, the effectiveness of the change model is often 

dependent on the time period as well as the crime itself. 

Rural-urban comparisons reveal that the relationships 

tend to be stronger in the urban counties than in the rural 

counties. The strongest relationships in the urban counties 

for most of the time periods involve robbery, grand larceny, 

burglary, and auto theft ra'tes. Change in density and 

change in population size have the greatest positive impact 

in urban counties while change in urbanization frequently 

has a negative impact in urban counties. In addition, change 

in population size quite often has a negative influence on 

the rate of crime in rural counties. The division of labor 

has its greatest positive impact in rural counties. 

The crime rates which are least effected by the 

predictors either in rural or in urban counties are ho~i-

cide and petty larceny. The strongest relationship of any 

period involves change in the robbery rate in 1960-1970 

when this rate is related to change in the predictors from 

1950-1960 (R = .83). 
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In sum, the change model is most consistent in pre-

dicting changes in property-type offenses such as auto 

theft and grand larceny and least, efficient in predicting 

change in the most violent drime rate--homicide--as well as 

the Uleast serious" rate--petty larceny. The change model 

1s also more applicable to urban than to rural counties. 



CHAPTER VI 

SUMIVARY AND CONCLUSIONS 

OVerviCTtl of Theoreti.cal Model 

This study is an effort to test a Durkheimian ex-

planation of crime r~tes. Durkheim did not address himself 

to rates of crime but his theory of society does provide a 

framework from which such an explanation can be derived. 

Durkheim's central concern, particularly in Suiclde (1951) 

and in The J?j:.y~~sion of l'G,Dor in soci.etl. (196t.l), ".'las social 

solidarity, i.e., what holds society together without being 

too restrictive on the individual? In developing this 

frame"!ork he indicated ho\v the nature of the social struc-

ture can influence social behavior. For instance, in 

Sui9ide (1951) he pOinted out that suicide can result from 

too much social solidarity (i.e., altruism), too little 

solidarity (iqe., ancmie), or its limited presence, (i.e., 

egoism). Here, the nature the solidarity effects 

individual behavior. Durkheim also i3 p~im~rily concerned 

wi th social solidari ty in The D1, visi'2n of Ylabor i.n Society:. 

(1964). TY10 main types of Golldari ty exist--mechanical 

\'lhich is based in the collective conscience and very 11 ttlc 

differentiation (i.e., a low division of labor) and organic 

\'lhich 1s bused 011 differentiation of functions (a high 
1.34 
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division of labor} and interdependence among these functions. 

As societies evolve they change from mechanical to organic 

solidarity. Thus, in The Division of Labor in Society 

he formulates a theory of the transformation of societies. 

The main variables which change during this transformation 

are population size, population density, urbanization, and 

the division of labor. In essence, societies become more 

complex and so the basis of solidarity must reflect this 

complexity. During the transformation period the solidarity 

of a society is more likely to be weak since one type of 

cohesion (e.g., collective conscience) is receding while 

the other type is just being established. Unless this nc\v 

solidarity is effective then a ccindition called anomie is 

more likely. Anomie, according to Durkheim, involves a 

lack of legitimacy attributed to the social order so that 

individuals are left ,\.,ithout a· "checJ<.-roin u to their desires 

and needS--\-lithout a means of constraining their behavior. 

During the transition period when there may be increaGed 

differentiation the lilceli:iood of ano:rlie is greater since 

the influence of the collective conscience has receded. It 

\'lould follow, then, t.hat if this change is greater thon 

anomie is more likely since the transition period is 

shorter and there is less opportunity for the new solid-

ari ty to develop. This supposi tion follows DurJ~heim' s 

discussion of c.nomie in Sui<.;ide (1951) in ~dhich he suggests 
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that certain transitions within society (e.g., economic 

crises, domestic crisis, etc.) lead to anomie. Thus, in 

both discussions Durkheim apparently secs a high level of 

change in society as a critical factor in the development 

of anomie. In other "lords, the greater the change in 

population size, density, urbanization and the division of 

labor the greater the change of anomie. This condition is 

reflected in the rate of crime. 

Hovlcver, this is not the only explanation of crime 

rates which can be dar! ved from Du.rkheim· S ,vork. As 

mentioned above, Durkhcim viewed societies as evolving from 

mechanical (less complex) to organic (more complex) stages. 

Assuming that societies with less comple;dty tend to handle 

criminal offenses in a more informal manner and more complex 

societies need to resort to formal means (e.g. , police) and 

in a less discreet manner than. in the more complex society 

the official crime rat~ ought to be higher. In effect, 

crimes in the more complex societies are more likely to be 

dealt with on a formal basis--that is, social stability must 

be maintained by means external to the community's normative 

structure. The central concern of tho static model is--whic:1 

type of solidarity (mechanical or organic) is most effective 

in limiting the crime rate. Since anomie is reflected in 

the crime rate then Goma idea of the effectiveness of the 

solidarity ought to be dete=mined. For instance, if a 
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positive relationship is found between the level of com-

plexity and the rate of crime then the implication is that 

in mechanical societies the solidarity is more effective 

in containing the rate of crime than in organic societies. 

Thus, two Durkheimian models were tested--the static 

model which is concerned \vi th whether crime rates. are 

greater in mechanical (less complex) or in organic (more 

complex) societies. It was hypothesized that in more 

complex soc.1,cties the crime ought: to be higher. This model 

"las offered largely as another explanation of crime rates 

based on earlier studies of Durkheim' (e.g .. , Gibbs and 

flJartln, 19621 Hebb, 1972; Clc::mente and stu;:gis, 1972). As 

an effort to clarify and further test this version the 

static model was developed a~d subjected to e~pirical test. 

The second e:{planation, called 'the change model, is 

concerned with ho\., the transformatiol"l of societies influ(-!l1ce 

social behavior. I>~or(': specifically, when societies change 

in population size, den3ity, urbanization, and the division 

of labor is there a concomitant change in the rate of crime? 

The assumption is that since, in DurkhGimian terms, the 

social structure influences behavior and since its 

transformation also influences behavior then a change in 

complexi ty ought to lead "co a chan']c in criminal behavior. 

'I'he basic proposi tion of this model is that the grC~ttcr the 

change in population size, population density, urbanization, 
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and the division of labor the" greater the change in the 

rate of crime. 

In other vlords, t\¥O models of Durkheimian theory were 

subjected to empirical testing. One, the static model, 

centers on whether crime rates are more likely to be higher 

in a more complex or less complex society while the other 

(change) model, centers on whether crime rates are more 

~ likely to change if t.here is a change in complexity. One 

explanation' vic~vs crime rates wiJch regard to levql of 

complexi ty and the other \vi th regard t~o chctn9:,£. in complexi ty. 

The contention of this study is that 'the most valid 

explanation is the change model since crime is more likely 

to occur, according to the Durkhcirni.c.n explanation, when 

there is a high degree of change in the social structure of 

a societ,y. Both mod21s \<'ere examined in terms of their 

basic proposi tions. Con.clusions 'Nil1 be drawn regarding 

these findings as well as the general relevancy of each 

model and how t'hey compare v7i th one another. In addi tion, 

implications concerning the results as a whole will be made 

wi th regard to Durkheimian theory and '\vi th regard to ex-

plaining rates of crime. In an effort to provide a fuller 

exposition of the problem the major crime rates (e.g., 

homicide, robbery, assault, auto theft, etc.) were also 

examined.. rrhis pract:.ice ought to allow for better inter­

pretation since more specific types of behavior are inclu6cd 

than with overall crime rate. 
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Summary, 

Division of Labor. Re~ults of tests of the static 

model (summarized in Table 21) indicate that there is a 

direct relationship between the antecedents and the division 

of labor in every time period. However, the bet~ls show 

that urbanization is the only variable which has a positive 

influence on the division of labor. DenSity has a negative 

impact in eve~y time period and population size has no 

impact at all. 

These findings indicate that the main hypothesized 

antecedents to the division of labor--population size and 

density--have no positive effect on the division of labor. 

Actually Durkheim SGGms to give more importance to theSE! t.'·70 

factors than to urbanization yet urbanization is the only one 

which hus un impact. t:hat is it about urbanization, 

excluding population and Size, \vhich leads to a greater 

division of labor? Evidently, tvJO clements of urbc.nization-­

population and density--are not important in developing a 

~ore elaborate division of labor co it must be other facto~s 

unique to urban areas. The measure of urbanization uccd 

here inclu.dcs incorporated ci ties and tOvins of 2500 or more 

so that in many urban places the level of population size 
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TABLE 21 

STATISTICALLY SIGNIFICANT STANDARDIZED PARTIAL 
REGRESSION COEFFICIENTS AND CORRELATIONS 

BE~lEEN ANTEC~D~NT VARIABLES AND. 
THE DIVISION OF LABOR 

(Static Modei) 

POBulation Densit:L Urbanization 

o 
o 
o 
o 

TABLE 22 

+ 
+ 
+ 
+ 

-

STATISfrlcAt,LY SIGNIFICi'\,NT STI\NDl1,RDIZED PARTI:~L 
REGRESSION COZ7PFl.CIEi-lTS AND CORREL.~TIONS 

BE'J.\'>lZEN PRSDI C'llOR VARIA3L~3S liND 
'rOT(\L CRII,lE Rz\ TBS 

R 

+ 
+ 
+ 
+ 

__________ ~ ________________ (S~~~~~~) ______ ~ ___________ __ 

1940 
1950 
1960 
1970 

o 
o 
+ 
o 

o 
o· 
+ 
+ 

Urbanization ~0d R -....... ..,-_ ..... 

o 
o 
+ 
o 

o 
o 
o 
o 

o 
o 
+ 
+ 

-------- '--_. __ ._...-_-,--_ .. _------------
+ = a positive statistically significan~ relationship 

o = relationship not Gtatistically significant 

- = a negative statistically significant relationship 
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and population density may not be very high. As a result, 

other characteristics of cities and to''lns must be operating 

to influence the division of labor in a positive direction. 

One factor is that industries and'commercial enterprises 

are more lil~ely to locate, or be located, in a ci ty or town 

where necessary facilities and resources are readily 

available or easily accessible. The measure of the division 

of labor, MOD, is based on occupational categories. Those 

counties '-/i"th a grea'ter dispersion of individuals among 

these occupational categories have a greater division of 

labor according to the I',~OD. Only a fC'Vl of theBe categories 

can be clansificd as rural in oricntation--farmers, farm 

laborers, ate. ;'lost are more unique to urban areas (e.g., 

professionals, sales, clerical, operatives, etc.) such 

that a high l~OD score would. be the rC3ul t of more "urban-

izcd-occuptaions. U In essence, counties 'N1 th a higher 

level of urbanization ouc;ht to have a higher NOD. Thus, 

the nature of the firl(:i.ings ffiu.y be a function of the mca.c?ureG 

utilized instead of the actual situation. 

Ho'vever, despi te the measur€ment fla~"ls outlined above 

the 1'-10D is clearly a measure of comple.::,:::L ty since it measures 

ho\'l much individuals are dispersed among a group of oc-

c~pational categories. If the dispersion is greater, then, 

by definition, the county ought to experience a higher 

degree of complexity since individuals are not concentrated 



192 

in just a few occupations. Thus, it can be safely arclued, 

as Clemente (1972) has done, tha.t the NOD is a good measure 

of the distribution of individuals among different occu­

pations. In less complex societies, in which the division 

of labor is less elaborate, individuals tend to be concen­

trated into a small number of sustenance-producing 

activities. On the other hand, in more complex societies 

the division of labor is more elaborate because of less 

concentration in a fCYI occupational tasks. Thus, assuming 

the MOD is a good mea.sure of structural complexity, the 

data do not fully support Durkheim since the two most 

critical antecedents do not have a positive impact on the 

division of labor. 

~hen rural-urban differences are examined the 

relationships are stronger in the rural counties. Urban-

ization is still the main factor, however. population si~e 

has a positive impact in rural counties during two ti~e 

periods (1940 and 1970) while density has a negative impact 

in urban count1~s but no impact in rural counties. Thus, 

in the urban counties (i.e., more organic based, less 

mechanical solidarity) the division of labor apparently is 

not affected by population, density, and urbanization while 

in the rural counties urbanization is the only important 

fnctor. Tllis implies that fact.ors other than the anteccd.cnt~::; 

specified by Durkheim influence the division of labor. It 
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may be that economic factors, as summarized above, \vhich 

are unique to urbanized areas lead to a greate:- division of 

labor. In any case, it indicates the necessity of rethink­

ing Durkheimls scenario concerning the division of labor. 

The factors of population size, density, urbanization and 

the division of labor may occur together but not in the 

context of a cause-effect process as envisioned by Durkheim. 

As Kemper (1972) suggested, Durkheim's concern with writing 

an answer tb the utilitarians may have led him to ignore 

other critical factors which did not fit into his meta-

theory. 

OveJ7'o.J.l Cr;i.me :~a,te", The data sUIilmarizcd in Table 22 (p. 190 ) 

indicate that the relationships between the predictor 

variables and the overall crime rate are statistically sig-

nifican't in only t"dO time periods (1960 and 1970). In 1960, 

all the predictors but the division of labor have an impact 

on the crime rate. Density is the only variable which has 

an impact in 1970. 

The findings provide, at , very \vcal<. support fa:: 

the static model. In only one (1960) is the c1 very 

strongly supported and the main component, the division of 

labor, has no impact on the crime rate. Ncverthe:less, sOme 

support is providc;d since densi ty, an important ant€!cedent, 

is the dominant factor in predicting the crime rate. 
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It is apparent that the time period is important in 

the nature of the relationship. The best support for the 

model is in 1960 while in 1970 the support is quite weak. 

It may be that certain factors relevant to the time period 

., • t. th 1 t' h' 18 are suppress~ng e re a ~ons.Lp. 

Rural-urban comparisons show that the relationshipD 

are much stronger in the urban counties than in the rural 

counties. The correlations are statistically significant 

in every time period and they increase in strength as the 

years progress. By 1970, 54% of the variance in the rate 

of crime is explained by the predictors in -the urban 

counties. Throughout, the main predictor is urbanization. 

Population 1s the only other predictor variable which exerts 

any pasi ti ve influen.ce, and only in the t\,lO later time 

periods. LooJ~ing ahead, briefly, urba~1ization is also the; 

main factor in predicting personal/property crime rates and 

major crime rates. 

18 
A factor which might b3 effecting the 1950 results 

is that the relationship may not be linear. As indicated 
in Chapter III, tests for cur,,TilinGarj_ ty indica.te that the 
relationship between the crime rate in 1950 and the 
predictors is probably not linear. 
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~vhat is it about urbanization that it has such a 

positive impact on the rate of crime in urbanized areas? 

Urbanization is not a factor in the more rural counties only 

in the more urban counties, -i.e., those with a population in 

excess of 25,000. Cross-cultural studies (cf. Clinard, 1974) 

indicate that the rate of crime is much higher in urban 

than in rural areas. Differential reporting and opportunity 

are only minor factors, according to Clinurd (1974) since 

the differences in the crime rates in rural and urban areas 

are so wide. The answer, then, must lie in the nature of 

urbanization itself. 

If the cross-culJcural studies sho\v that the crime rates 

differ according to city size then the nature of urban life 

appc:Jars to bo the cruciu.l factor. f.':irth (1933) cha:cact.er-

izes urban life uS involving a scgmentalization of hu::nan 

relationships, secondary rnthei than primary associations, 

superficiality, anon~nity, and:anornie. There is close 

physical contact but great social distance such that there 

is a depcrGonalization of relationships. Clinard (1974) 

views urbanism as a way of life being characterized by 

norrna-ti vo conflicJc, rapid social and cuI tux"al change, fet'1e;: 

primary associations, and greater heterogeneity. Thus, 

urbanism is a much more complex concept than population size 

and density and, as a result, has much greater implications 

for social behavior.. Urbanization encompusses a \.;hole 
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context of factors in addition to population and density 

whlch can effect human behavior. As recounted above, 

urbanization is characterized by greater heterogeneity, 

Se~ental relationships, anonymity, rapid change, secondary 

associations, and anomie. 

Durkheim (1964) indicated that more than the division 

of labor is required for social solidarity. The relation-

ships among the differentiated functions mnst be inter­

dependent, meaningful, and in line with natural differ-

entiat.:ion (i. e., naturul inequali ty). According to ~'lirth 

(1938) and Clinard (1974) these relationships are s cnt-

alized but not solidary. A recent study by Fischer (1975) 

provides some foundntion for this statement. In a secondary 

analysis of national survey data, ~ischcr concluded that 

there is some support for t~ .. IO types of explanationG of 

deviant behavior in urban areas. One explanation is that 

deviance is due to G ant subcultures in ci es and the 

o'ther, is that devianco is due to anornie in cities. In 

addition, a study by Clinard (1964) found a relationship 

between the degree of urbanization and the extent of 

criminal behavior. 

Th(;)se stu.dies cOltpl with the findings of the 

study imply that thG nature of urban life is an important 

element in predicting the rate of crime. In add~tion, 

urbani2:ation apparently encompasses many of the elcri1cnts 

C;Dt 
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in the Durkheimian model, i.e., population size, density, 

and differentiat'ion, greater opportuni ty for social contact, 

and segmental relationships. Ho~ever, an essential 

ingredient missing appears to be a greater degree of 

solidary relationships. 

person~l/proEerty Crim~ Rat~. Some support for the static 

model is provided by the data summarized in Table 23 

(P.193 ) • Eo\vever, t:h18 support is relative to the time 

period. There are no significant relationships in 1940 and 

in 1950 only property crime rates are related to the 

predictor variables. All relationships are significant in 

1960 and in 1970. In every time period density is the main 

factor and population is frequently an important eler:.1ent. 

Urbanization rarely has an impact and the division of labor 

does not. have an impact in any· time period. The strongest 

relationships involve pe=sonal crime rates but more Sig­

nificant relationships involve property crime :ates. A9-

parently time is a factor in the nature of these relation­

ships. For instance, as t~e years progress the model is a 

better predictor of personal crime rates yet in the earlier 

periods it is a better predictor of property crime rates. 

'l'lhus, it is difficult to assess for vlhich type of crime 

rate the model is a better predictor. An examination of the 

rural-u.:ban comp.:4risons may aia in clarifying this dilcm:-J<J.. 
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TABLE 23 

STATISTICALIJY SIGNIF'ICP .. NT STANDARDIZED PARTIAL 
REGRESSION COEFFICIENTS AND CORRELATIONS 

BET:'l'SBN PREDICl'OR VARIABLES AND 
PERSONAL/PROP'r~RTY CRIME Itz\ TES 

1940 

Personal 

Property 

1950 

personal 

property 

1960 

Personal 

property 

1970 -
Personal 

property 

~ Static r<odelJ 

population Densi ty Urbanizo.tion l'>1od R 

o 

o 

o 

+ 

+ 

+ 

+ 

o 

o 

o 

o 

+ 

+ 

o 

o 

o 

+ 

o 

+ 

o 

o 

o 

a 

o 

o 

o 

o 

o 

o 

o 

o 

o 

+ 

+ 

+ 

+ 

+ 

+ - a positlvc statistically sigrlificant relationship 
o = ~elationship not stetisticDllv sianificant 

a negative stat.istically signi,:Zic~nt relationship 
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The relationships are much stronger in the urban 

counties than in the rural or in all the counties. In every 

time period, except 1940 for personal crimes, the relation­

ships are significant and after 1940 there is no discern-

ible difference in strength. Population size and density 

have a greater net impact on personal crime rates while 

urbanization has a greater impact on property crime rates. 

The static model, then, is a more efficient ctor of 

personal/property crime rates in the urban counties. Over-

all, urbanization is the ~ost consistent predictor of both 

crime rates although it has its greatest impact on property 

crime rates. The division of labor is not an important 

factor at all. Again, as with overall crime rates, the 

urban setting is a critical element in predicting crime 

rates. 

A concern here is which type of crime rate 13 bebt 

ct8d by the c model. In the counties as a whole 

the strongest rclati ps involve crime r(ltes but, 

property crime rates are more often prcdic by the 

predictor vaAiablcs. Also inthc urban es thcz-e is 

almost no difference in the strength of the relationships. 

Ho\vever, in the urban counties the level urbanizatio;;'l is 

the main predictor property crime rates. From this 

information it can be assumed that the static model is a 

sli~htly better predictor of property crime rates since 
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urbanization apparently includes the main components of the 

Durkheimian model. An examination of the major crime rates 

ought to provide for more clear cut conclusions. 

Ma jor. Crime Rate~_ The sUlTimary data provided in Table 24 

(p. 201) show that the hypothesized relationships between 

the predictor variables and the major crime rates receive 

more support during 1960 and 1970 than during 1940 and 1950. 

In 1940 only burglary and grand larceny are r~lated to the 

predictors to a sufficient degree. The division of labor 

has the greatest positive impact during the 1940 period and 

urbanization the greatest negative impact. In 1950, assault 

rates, grand larceny rutcs, petty larceny rates, and auto 

theft rates are more closely associated with the predictor 

variables. Virt.ually no variance is explained in homicide, 

robbery, a~d burglary rates by the predictor variables in 

this period. Urbanization is the main predictor of ~ssault 

rates, population size and urbanization the main predictors 

of grand larceny, density and urbanization of petty l~rceny 

rates, and all the predictor variables effect the rate of 

auto thefts to about ~n equal degree. All of these relation-

ships are in the positive direction. 

In 1960 all crime rates but homicides are related to 

t~e predictors to an acceptable degree. All relationshipG 

are of about the same strength (R /' • 30) except \...;1 th reg-arG. 
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TAB1::"E 24 

STATISTICALI .. Y SIGNIFICANT STANDARDIZED PAR/rIAL 
R8GH.ESSION CO?~PFICIENTS AND RELATIONS3IPS* 

BE'I'HEEN PREDTc'rOR VARIABLES .~ND 
Vu"\JOR CRI1VjE R\TES 

(Static i'wlodel) 

p02ulati~12 Density. Urbanization HOD 

lS~,O 

Burglary 0 0 + 
Grand 

lcJ.rccny 0 0 + 

1950 
ASsa~ult a 0 + 0 
Grand 

l~rccny + 0 + 0 
Pett.y 

larceny 0 + + 0 
Auto t.heft ...... + + + 

1960 
i~.oEf.8ry + + 0 0 
Assaul't + + 0 0 
Burglc.ry + + 0 0 
Grand 

larceny + . 0 0 'I~ 

Pett.y 
larcc2ny 0 + + 0 

Auto theft + + + 0 

lS70 
HOL7I:Lcid~ 0 + "i- 0 
Robb~0ry -}- + . 0 .,-
Assaul-t + -:-- a 0 
BurSilary + + a 0 
petty 

larceny 0 0 'l- D 
Auto theft + + + 0 

+ = positive significant relationship 
o = no relatio~ship 

~ negative significant zelationship 

R 

+ 

+ 

+ 

+ 

+ 
+ 

+ 
+ 
+ 

+ 

+ 
.;-

.,. 
+ 
+ 
+ 

+ 
+ 
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to auto theft which is much more strongly related· to the 

predictor variables (R :' .56). All predictor variables 

have a positive impact on the crime rates. Population 

density has the greatest impact on robbery, on assault, on 

burglaries, and on grand larceny rates in 1960. Density 

and urbanization are the main factors regarding auto theft 

rates. Density, then, is the most important factor in 

predicting the major crime rates. 

Again in 1970 density is the most consistently 

important factor in predicting the major crime rates and the 

division of labor the least important. Grand larceny is the 

only crime rate with no relationship to the predictors 

(
2_ R - .00) while robbery and auto theft rates are more 

closely associated with predictors. Actually, in 1970 

the predictor variables explain 75% of the variu.nce in 

robbery and 56% of the v~riance in auto theft rates. 

The division of labor has a negative, albeit. an extrc:.-nely 

weak, impact on four of the crime ratcs--robbery, grand 

larceny, petty larceny, and auto theft. In fact the only 

period in l~lich the division of labor has any significant 

positive impact is in 1940 (with grand and larceny) 

and in 1950 (with auto ). So in an er period the 

division of labor effects certain crimes in the positive 

direction and in a l~ter ad, in a negative direction. 

These findings, at first glance, appear to lend 
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suppo.rt to t.he static model especially in the 1960 and 1910 

periods. Density 1s found to be the most consistent 

predictor and ti ... .le le~st important is the division of labor. 

The model is most efficient in predicting auto theft rates 

and robbery rates while it is least efficient in predicting 

homicide rates. The limited positive impact of the division 

of labor, however, presents a dilemma. Although the hypo-

thesized relationships as a whole are supported by t.he data 

the small ~art played by the division of labor makes 

straightfol~ward conclusions problematic. A basic assumption 

of this model is that the greater the complexity of a 

society the greater the c~ime rate. But if the main measure 

of complc):i ty--MOD--has very Ii ttle relationship to the 

crime rates but the ant0ccdcnts to the division of labor 

are related to the crime rates then the interpretations are 

less broad. 

To recapitulate, counties which arc more densely 

populated in 1960 and 1970 are the ones which arc more 

likely to have higher crime rates, especially robbery and 

auto theft. On the other hand, in 19~·O counties "'ith a more 

elaborate division of labor were more likely to experience 

a higher rate of burglaries and grand larcenies. As the 

years progress the division of labor recedes as an important 

positive factor and density emerges as a factor in the rate 

of crime. The counties may have chang<:.:d more in demog::aphic 
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19 terms than they did in terms of complexity. Since the 

division of labor tended to change less and density more 

the outcome may be that in the later years changes in the 

demographic factors became more important than complexity. 

In any case, those counties with a higher level of pop-

ulation size, density, and urbaniz~tion tended to have a 

higher rate of crime and in 1970 those counties with a 

higher level of density tended to have a higher rate of 

crime. In -1960 and 1970 density is the most important 

factor ove~al1 in predicting the major rates of cri~c. In 

general, the antecedents to the division of labor are 

better indicators of the rate of crime than the division 

of labor its f. This tendency weakens the relevancy of a 

Durkhcimiun e~:planq:'cion of crime rato~ in st<:!,tic terms Si~1CC 

the s of Guch an c;~lanation rests on the notion of 

co~plexity (i.c u , the division'of labor). Nevertheless, the 

finding that the factors of population Size, density, and in 

some cases urbanization, are important elements in prcdict-

ing most crime rates is in line with Durkheimian thinking in 

that the nature of structural components in a society can 

19 data in Appendix A (Table 30) ShO\'l that this 
is the case. On the average the counties much more 
demographically than did the division of (MOD). 
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effect the nature of social behavior. In the counties 

studied it seems to influence crimes of theft (i.e., 

robbery, auto theft) more so than crimes of violence (i.e., 

homicide) • 

A conclUSion from these results is that an elaborate 

division of labo~ does not necessarily effect the rate of 

crime (or its influence is so minuscule to be unimportant). 

It may, as Durkheim argued, be the basis of a more effective 

social sol~darity. An additional implication then is that 

an elaborate division of labor does not lead to greater 

anomie--at least it is not evidenced in a higher crime rate. 

This is probably more in line v!i th Dur}cheim' s notion than 

the static version presented ~bove. The static model was 

proposed more as an alternate Durkheimian explanation in 

the tradi tion of Gi bbs and 1"1artin (1962) I Cl emente and 

Sturgis (1972) and \lcbb (1972) I '\vhich is in contrast to the 

change rHodel proposed in t.:h(:~ present study. On the othe!:" 

hand, the findings do show that a highsr level of develop­

ment regarding population density and, Jeo a lesser extent, 

population size and urbaniz~tion may be factors in a higher 

rate of certain crimes. 

These findings are not contrary to the earlier find­

ing that population size and denSity actually have a nega­

tive impact on the extent of the division of labor \Alhile 

urbanization haz a positive impact. Such re3ults imply 
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that population size and density are not antecedents to the 

division of labor, at least they apparently don't have a 

positive impact as Durkheim suggested. Urbanization seems 

to be an antecedent to the division of labor and, as the 

data in Appendix B (Tables 33 and 34) show, they tend to 

correlate together quite strongly. Urbanization -is also a 

less important factor than population size and density in 

explaining crime rates, especially in the later periods of 

1960 and 1970. One could argue at this point that urbani-

zation and the division of labor are not of great import~nce 

in predicting crime rates. 1'he cri ticCll elements are pop ... 

ulation size and d ty which, it can be supposed, reach a 

higher level later and so their impact is greClter in later 

pI:::riods of a coalnlunity l s development (e.g., 1960 and 1970). 

An alternate explanation might involve the grO".'lth of 

industrialization and commercial expansion as the precipi-

tating force.:::.. For exe.mple, the transformation of tOHns 

(i.e., urbanization) and the vision of labor may occur 

first as a result of industrial and commercial development 

of an area. One outcome of this expansion is a large 

increase in population and in denSity since there is a 

greater demand for labor. This demand brings more people 

into these urbanized areas which, of course, are already 

populated. T'nis influx of people not only increases the 

population size of the area but the dc~sity as well. An 
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outcome of this greater population and density isa greater 

crime rate since there are Ii ttle or no ne\V' standards of 

behavior for dealing with this new social state. 

On the other hand, the ex!,lanation may involve eco-

nomic factors. The major crime rates examined in this 

study are traditionally crimes of the less affluent. It 

may be that those who are less affluent are also those \-Iho 

are more likely to live in highly dense areas. These less 

affluent include those individuals who Here drawn to the 

area by the promise of employment opportunities but, for 

one reaDon or another, failed to take adv2ntage of these 

opportuni ties urld became, in ~"larxian terms, members of the 

criminal behavior. I~ture studios of c~ime rates, thuz, 

20 ought to consider economic f~ctors as well as dernogr~ph1c 

factors and the division of labor. Before more conclusive 

stat:.e~l\cnts can be ma.de, how8vcr, it may be necessary to 

examine the zcsults concerning rural-urban compariso~s. 

-------
20 por instance, in a ~eparatc analysis of the ta it 

\-laS found t:.hc:c in lS60 SES fac"tors e:-:plaincd 20'% of the 
variance in the over~l11 crir~ie ra t.o and in 1970 such fact.o;:s 
explained 17% of the variance in the crime rate with inCCill8 

levels having the greatest net impact for both time pcriod3~ 
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The relationships in rural and urban counties do not 

differ much in 1940. In 1950, the same relationships are 

statistically significant in both groups of counties but 

they are stronger in the urban cO\lnties. All but homicide 

and assault rates are related to the predictors. In 1960 

and 1970 the difference in relationships is much 'more clear 

cut. Only grand larceny and auto theft rates are related 

to thepr8Gictors in the rural counties in 1960 and, in 

1970 burgl~ry is the only crime rate related to the 

predictors in the rural counties. In the urban counties 

all crime rates arc relnted to the predictors. In 1960 

the strongest relationships include the rates of auto thef~, 

grand larceny, and burglary while in 1970 auto theft and 

robbery rates are most strougly related to the predictors. 

In both time periods the \·n::::i)Jccst correlations include 

horaicide rates. In t:he urbun counties urbanization is the 

most consistent prcrtictor followed by population and density. 

The division of labor o~11y has a slg:1ificant impact in Jche 

rural counties during 1940. In essence, the static modGl 

is most efficient in predicting property-theft crime rates 

such as auto theft in urban counties a~d the most. important 

f2ctor is urbanization. 

'J:hc earlier discussions concerning overall crime rates 

:J 1/ . . t· "'. t'" ana pc;:sOnl:L property c:'~l.mG ra es l. nal.ca co. that. the static 

model is most cEficient in predicting crime rates in urban 
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counties in which urbanization is the primary predictor. 

However, these findings did not provide an adequate estimate 

of which crime rates are most effectively predicted. The 

resul ts summarized above show tha't property crime rates, 

especially auto thefts, are more efficiently predicted by 

the model and crimes of violence such as homicide arc least 

efficiently predicted. The effectiveness of the static 

model is not only relative to the ecological characteristics 

of the county (rural vs. urban) and the time period, but 

also relati ve to the type' of crime. T11US, another dimension 

to the moGel is added--the nature of the crime itself. A 

more straight.fo;""Vlard interpretation of these resul ts may be 

attained by looking Qore closely at the crime rate most 

conSistently pr~dicted by the model (i.e., auto theft) and 

the crime rate lenst effectively predicted (i.e. , homicide). 

The Uni form Crime Rcpor't:ing Prog·ram d.escribes c.:-i:ninal 

homicide as \"lillful ]<.illing wi thout Cue process of 10.\'1. 

These killings include murd,,:;;r and nonnegligent manSlaughter. 

Traditionally, the homicide rate is the lowest rate of the 

major crimes included in the Crime Index (Presidentls 

Coril;Ttission on La":', Enfo1'ccmcnt and Administration of Justice, 

1967). Crimes of Violence tend to involve males of the 

same race and usually occur in inner-city areas. In 

addition, violent crimes almost entirely occur among the 

lOvler class population not only in the Uni ted States but in 
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several other countries as well (C1inard~ 1974). Thus, 

homicide is a male-oriented, intraracial, inner-city and 

lower class crime. 

\'lo1fgang (1967) pOints out 'that homicides are 

primarily crimes of passion and he estimates that less than 

5% of all knOi;vn ho:;,icides are pretl1edi tated and intentional. 

He also contends that anomie is not a valid explanation of 

ho~icide. Instead, he argues that there is a homogeneous 

subculture 'of violence \ihien is not chara.eterized by 

anomiee
2l 

In this subculture, physical violence is a 

"common subculturally expected response to certain stimulill 

(Wolfgang and Ferracuti, 1967: 277). In essence, it is the 

value of violence which is an integral part of the sub-

culture which encourages violent behavior. 

Gastil (1971) has also found evidence of a culture of 

violence. Using a southerness Index, Gastil found that more 

variance in homicide r<J.tes is explainGd by the Index t.h:tn 

by such vari~bles as urbanization, po~ulation size, and race. 

~'1hat ·the studi es by ~;olfgang (1967) and Gasti1 (1971) 

suggest is that homicide rates may be better explained by a 

21{," l.r- d f' ,. J - .c::l' ·t' NO ~gang e-~ncs anO~1e 1n cerms or a con~ le· or a 
lack of norms.. Since t:.hc members of a \'lell-intc;r,:":.tlsd 
SUb'::l;;.J~ ~ure are most li:~ely to commi t violent crimes then 
the lacl< of norms or normative. conflict is not a. factor. 



211 

cultural theory than by a Durkheimian theory. Abasic 

component of such a culture or subculture is that it is 

well-integrated and not characterized by lack of norms con-

cerning certain behavior~ Wolfgahg (1967) points out that 

homicide is a crime of passion and is expressive in charac-

ter and Clinard (1942) paints out that offenses, -such as 

homicide, are less an indicator of structural changes· than 

are the more instrumental offenses (e.g., robbery, thefts, 

etc. ) 0 It 'vlould folloi.v I then, that a Durkheimian model is 

not a good predictor of homicide. The finding that the 

static model is a poor predictor of hornicide rates is not 

necessariJ.y incongruent "Ii th existing thcor.l and research. 

Auto theft rates include the theft or attempted theft 

of a moJ\:.or v~hicle. There are t'110 main types of c:.uto theft. 

One type i~volves the intent to pennanently deprive the 

O-Vlner of the car in which the car is kept or "stripped II of 

its par-cs", The other type involves borro'-ling t:"'1e car for 

a Ujoy-ride" and abandoning it. 

The m~jority of auto thefts are of th2 joy-ride 

variety22 and are usually committed by teenagers. Such 

illegal hehavior tends to tcrmin~te with adulthood. Anothe= 

22~?or i~J.3ta:l1CC, Clinf::.rd and Quinney (1973) indicate 
~hat only about ~ of the autos stolen arc resold, stripped 
of parts, or used in another crime. 
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charac"ceristic of this particular offense (II joy-riding") is 

that the juveniles involved in it usually have no criminal 

record (unless a record of auto thefts) and they tend to 

come from middle-class homes. (Wattenberg and Balistrieri, 

1952). rrhus, it :-nay appear that such offenders are com-

mitted to the general goals and values of society (except 

those co~ccrning the theft of autos). However, the behavior 

patterns of such offenders reveal that they have not 

internalized the middle-class norms of behavior (Spiller, 

1965) and so do not attribute legitimacy to the value system 

which places a heavy e~phasis on the value of private 

The evidence presented herein indicates that the 

strongest relationships exist in the urbanized counties in 

which urbaniz~tion is the main predictor of auto theft 

rates. The implication is that in the more urban environs 

there is a greater tendoncy for juveniles to reject the 

prevailing social stancards of a society concerning private 

property. The result is a greater rQtc of auto theft in 

urban com~unities. 

Broader implications would involve comparing violent 

crimes with property crimes. Although there is little dif-

ference in the predictive efficiency of the static model 

regarding personal/property crime rates there is a clca= 

difference concerning homicides and prop~rty-theft crimes. 
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The previous discussion of homicides offered a 

cultural or subcultural explanation as an alternative 

expl~nation of violent crime rates. The discussion of auto 

theft rates suggests the lack of legitimacy given to pre-

vailing so~ial standards concerning private proPerty as an 

23 
explanation of thefts of property. The evidence presented 

in this study tends to support such an explanation. In 

addition, analyses of the overall crime rate, personal/ 

property crime rates, and major crime rates indicate that 

the static mCQcl is most efficiGnt in the more urban 

counties. Also, urbanization emerged ~s a critical component 

in aini ng crime ra"c(;!s. Follo\Oling the arguments of 

"'1 i r t h ( 1 9 3 ) I Clinard ( ~97A' d"""'"" .L ':'';'') II an i:!~ SCJ:1er (1975) it is sug-

gcst.ed that the urban environs, \vohich encompass the basic 

elements of an organic bas society, are most conducive to 

a high rate of pro9crty crime. 

23 This c;:'~'olanation be rclev<;;.nt onlv to auto 'che:':ts 
since other fac~ors (e.g., SOcio2cono~ic) rna~ prev~il with 

to the other offe~scs. Th8 lack of 
be ved from the ano~ic conditions of 

the eut or from the al~2nating conditions of 
social inequality. Both explanations h~ve merit. 
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The change model is concerned with what happens to the 

crime rate when there is a transf9rmation in a society. 

More specifically, it is concerned with the relationship 

between the change in complexity of a society or community 

and the change in the rate of crime. The static model 

raised some questions about the level of complexity but it 

could not address itself to how changes in a society 

social behavior. The fin~ings in regard to the change model 

ought to shed some lii;:h't. on this issue, among ot.hers. rst 

a brief summary of these findings. 

Di vision of I;',.abor. rrhc results summarizi:c..d in rrable 25 

(p.215 ), indicate that change in the antecedent variables 

(i.e., population size, density, and urbanization) has very 

Ii e relationship, if any, with change in the division of 

The stro~gest reI onship is in tho 1940-1970 

~eriod in \1hich only of the vari~nc2 in the division of 

l2..bor is e::::>laincd by chang in the an"'ceceden'ts. In 

tion, the o:11y variable which }LtS a. statistically 

61 ficant im9ac~, urbanization, has an inverse effect on 

in the division of labor. Rural-urban comparisons 

did not reveal any different patterns. 

The findings suSgost, then, that when there is ale 

chang-e in tne ant.eccd0~1ts there is a swall change in the 
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TABL3 25 

STATISTICALLY SIGNIFICANT STANDARDIZED PARTIAL 
REGRESSION COE'E'FICIENTS AND CO:~R?LArrIONS 

BET>;"~EN A Al\TECED3NT VPJoRIABLES 
AND A THE DIVISION -OF L.;;BOR 

_____ . __________________ ~(Chanqe Model) 

1940-50 
1950-60 
1960-70 
1940-70 

1950-60 

1960-70 

population 

o 
o 
o 

o 

o 

Density 

o 
o 
o 
o 

1940-1950 

o 

a 

Urbanization 

o 
o 
o 

o 

o 
o 
o 
+ 

+ 

o 
-~-~~-~~~---------~--~-------~-----------~-----~--~--~~--~-

1950-1960 

1960-70 a o o o 

+ = positive significant relationship 
o - relationship not statistically significant 
- - neg~tive significa~t relationship 
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division of labor. These findi are congruent with those 

concerning the static model in which the data show a nega-

tive relationship between population size and the division 

of labor and between density and the division of labor. As 

indicated in Chapter IV, these results suggest that 

division of labor may not necessarily result from an in-

crease in population size and in density. Apparently 

factors, such as industrialization, initially trans 

the division of labor and not natural demographic 88 

in a society. In any case, the da~a suggest a reorderi 

of at least a reassessment of Durkheimls model concerning 

the transformation of societies. 

is the impact of a transformation in society on 

the rate o£ crime. The ele~ents in this transfor~ation, 

are population size, density, 

urbanization, a~d the divi~ion of labor. The basic 

ition is that the the jOint change in popula-

cion zc, density, urbaniza a~d the division of labor 

the gre&ter the change in the rate of crime. 

The results shown in e (p. 21~indicate that 

0/ on...L.¥ in the across time sons does change in the 

predictor variables have &n impact on change in the 1 

rate of crime. However, in these comparisons very 11 e 



1940-
1950 

1950-
1960 

1960-
1970 

1940-
1970 
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TABLE 26 

STATISTICALLY SIG~IFICANT STANDARDIZED PARTIAL 
REGRESSION COEFFICIENTS AND RELATIONSHIPS 

BET;~TEEN A PREDICTOR VARIABLES 
AND A TOTAL CRIM8 AATES 

( Chanqe t1odel) 

population Densitl Urbanization HOD 

0 0 a 0 

0 0 0 0 

0 0 0 0 

0 0 0 0 

R 

a 

0 

0 

a 
-~-~~--------~--~----~~-~--~--~--~----~-~~~~-~~-~-~~-~----~~ 

1950-
1960 

1960-
1970 

1960-
1970 

1940-1950 

o o o 

o a o 

1950-1960 

o + o 

+ = positive significant relationship 
o = relationship not significant 
- = negative significant relationship 

o o 

+ + 

o + 
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variance in the rate of crime"is explained by the predictors. 

~1e indication is that change in the predictors is a very 

poor indicator of change in the overall crime rate. 

Nhen rural-urban co;nparisons are wade the model is 

much more applicable to urban counties. Relationships are 

statistically significant in all but two time periods. 

Change in density remains the main predictor in the urban 

counties. In the rural counties the relationships are sig-

ni ficant in- only t'i,vO time periods. 

The data summarized in 

T&ble (p. 219 ) provide very little support for the change 

model as a predictor cha~ge in personal/property crime 

ra tes. Of s even change cor~1pari sons, oni y three resul tin 

statistlcc:.lly significant rc~lationships concerning chan-;c in 

personal crime rates. In these relationships density is the 

most con~istent prcdicto=. In only o~c co~parison is there 

a statistically signi cant relationship involving property 

crime rates~ C~angc in the division o~ labor is the 

principle factor in ~hat relationship. 

Rural-urban cor.1parisons ShO"d thCl t, as in the overc;.ll 

crime rates, the change model is a better predictor in the 

~orc urban counties. Change in personal crihlCS are more 

ef~iciently predicted by the model than are property crime 

rates. D2nsity change and population change emerge as the 

m&in facto=3 in these rel~tionships. 
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TABLE 27 

STATIS1'ICALLY SIC~~.,jIFIC';\NT ST.r..ND.\RDIZED PARTIAL 
REGRESSION COE7FICI~NTS AND RRL;TIONSEIPS 

BSI':rSEN L\ PRE:;)ICTOR ~,\\l1IABLZS 
AND A PERSONAL/?RO?ERTY 

C:XI :'7:5: Rl":l.l.TE S 

~llat.ion Dens). ty Urba.ni zat:ion r.:OD 
1940-50 
P e £':301'15"1 0 0 0 0 
Propert:y 0 a a a 

1. S :~O-60 
P--Ci:':~S0 i1-a-]~ 0 0 0 0 
Pr.operty 0 0 0 0 

1960~70 
-~ ... ~..-..'" ......... ,... ~- <--"~, ... 

0 pc.:-::,on2,l + 0 0 
Prop(~rty 0 a 0 0 

J. S:f~()-70 
Pc~,'~~Ol}2\ 0 0 0 0 
PL'oper-ty 0 0 0 0 

R 

0 
0 

0 
0 

+ 
0 

0 
0 

-----------~~-------------~----.------~--------------------~-
19t;O-1950 

)~ 9 5') -60 
1-, 21:s'o~~~'al 0 0 0 0 0 
Proper-"cy 0 a 0 0 0 

lSGO .... 70 
pC-J.,:son~l + -,- + 0 -:, 
Prope.l:."ty 0 0 0 + + 
------~-~~----------~---~~--------~-------------------------

~. ~ .... __ .... ...._ ... _.:f"n 

PC;:~G(jno.l 

Property 
o 
o 

+ 
o 

19 50~-J. 9 60 
---~~ 

o 
o 

.. ·f .... 

o o 
-------------~~~-~--~---------------------.------------------

~!-

0 
= 
-
:::: 

p03itivc sig~ific~nt relationship 
rclu t::t O:-lS 1::',-~? l'lOi: 3i sni f:L c&n t 
ncg2tive 3ignificnnt relationship 
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However, the results are more varied 

regarding the major crime rates. As the data summarized in 

Table 28 (pp. '1:21 and ) show that change in the crime 

rates of auto theft and assault are most consistently 

predicted by change in the independent va abies. The 

strongest relationshi , though, involve the rate of 

robbery. Also in the 1960-1970 period all the predictors 

have nbQut an equal impact on changes in robbery ra''ce. 

The period in which the hypothesized relationships receive 

the greatest support is when change in the predictors from 

1940-1950 is comparee. \ .. ;rith cho.nge in the crj~me rates fro:u 

1960-1970. In this cornpa~ison, homicide is the only crime 

rate not rel~ted to tho predictors. These findings sugge~t 

that change in the 9redictor variables have their greatest 

vlhen the c1 variables arc 1 ed. This is 

ally true cn of labor which has its 

test influe~ce on 1n the crime rates in the lag 

also i ng to note thQt the division of 

an impact when ex&mined in the change 

situation than it in the static model. This indic~tcs 

t~1r::~t: chr=-.:.nge in comple:~i ty has a grenter cct, albeit. a 

delayed one l than 1 of complexity on the rate of crime. 

Nevertheless, the findings sum~arized above differ 

from a major assumpaion of this study--that the probability 

of c=imc is greater during the period of transition. 
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TABLS 28 

ST1;'TISTICALLY SIGL-.JIFICANT ST,~ND,2\RDIZED PARTIAL 
R'8GRZSSIOl:~ C01?FICI).J:NTS AND R'SL1\TION SH.L PS* 

BZT'.'lEEN A PREDI C'1'OR VA:{IABLES 
AND ~ rvl,i\JOR eRII-1E &-\ TS S 

_______________ '~C.;;;....hange Model} 

population 

19 6:0-50 
----~ 

Assault 
Grand 

larceny 
Auto theft 

1950-60 

1960-70 -------
Robbery 
Assault. 
2\i):to theft 

19(0-70 -------
iJo;:ti c'!!. d e 

Grand 
larc8ny 

Au'to -theft. 

o 

..;-

+ 

+ 

o 

+ 

0 
..;. 

0 
+ 

+ 

o 
+ 

a 

-{. 

a 

.:-
+ 

0 
+ 

Urbani ::::,3., tion 

+ 

+ 
o 

o 

o 
+ 
o 

0 
0 

0 

o 

o 
+ 

o 

o 
o 

0 
0 

..;-

0 

R 

+-

+­
+-

+ 

+ 
+-
+ 

+ 
+-

.. :-
+ 

------------------------------------------------------------
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TABLE 2B 

(cont:inued) 
~-----~-~~~~~~-~--~~~-~-~----~~-----~-----~~~~---~-~~~--~--

1940-1950 

Po~:)ulation Densit.y Urbanization XOD 

lo.rcGny + 0 
auto theft + 0 0 

1960-70 
~~''f'" ... ~' ____ 

.Robb:;;J:Y + + + 
Assault + 0 + 
BU:J:g'lary 0 0 0 
Gra.nd 

larccrlY 0 0 0 
,...., 
J:.~ 

larc 0 0 0 
Auto thc:['c -I- .. ;~ 0 

1950-1960 
--'--"'~II 

0 + 0 
t\S s(lul t. 0 + 0 
:3uj",~gle,:Cy 0 + 
.. ~uto theft + + 

*only statistically si ficant rc1ationshi 
included in th!s tcble. 

~:- =: pasi ·ti ve. sj~ 

o = relationship 
- - ne~:(:;:;.t .. i ve si 

fican~ ationship 
not: sig:lifi.cant. 
ficant relationship 

+ 

.;.-

0 
+ 

+ 

.~ ... 

1-

0 

0 
0 

R 

+ 
+ 

+ 
+ 
-~-

+ 

+ 
+ 

+-
+ 
+ 
+ 

(H.) are 



223 
Instead, the resul ts sho~v that the change of an increase in 

crir.1e rates is greater fol,lo't<linq, the transi tion period than 

during the transition period. This 1s especially evident 

when there is a tv.;o period lag in 'Vlhich change in the 

predictors is significantly related with every crime rate 

excep"c homi 

The most consistent ctors of change in the crime 

rate are population change density change. In tl-.8 lag 

comparisons change in the divi on of lubor predomin~tes. 

:\.urCil-ur}Jan cOEipuri sons r(:;veal tha .. t chClnge r;,odel 

receives ~ore support in the urban cou~tics. In every 

period the r ationships are stronger in the urban counties 

and in all but one time comparison the=e are more signific-

ant rclati i~l the: tl counties. The main factors 

in the urban counties are in po~ulation size and 

zut:ion chango change in the 

division of ~or often h~vc an inverse oct on the crime 

:cu:ce in urb&n cou.:,:1.t.ie8.. In the rural counties change l.n t.-.. : 

division of labor has the most positive impact on the crl.~C 

rates in the &cross time cOffipariso~s. These crime rates ~=c 

of the property-t~cft variety (i.e. , burglary, grand 

la~ccny, a~d auto theft). 

Five cri~c rates are most consistently predicted in 

the urban countic8 by the change model. These crime rates 

nro auto t~cft, grand :rc , robbery, assault, and 



224 

burglary. Recall that in all the counties only three rates 

are predicted with any consistency--auto theft, assault, and 

grand larceny--while robbery rates are most strongly related 

to the predictor variables •. With the exception of assault 

rates, the change model is better at predicting property 

crime rates than it is in predicting crimes of violence. 

'roe crirlle rates \'lhich best t the change model, then, 

are auto theft, as t, and grand larceny. With 

static mo~~l auto theft and robbery rates are best 

predict:ed the model. ThUG, regardless of the model the 

Durkheimian explanation i3 most effective in influe~cing 

the rate of auto thefts. R8gnrdless of the time period or 

tho model homicide i3 the only crime ruts which doesn't fit. 

'j.-'he i:'-:1p15:.catiol1 of this ~cr2~'1d is tha t t110 DurJche:5~mian models 

of rates, static and change, arc not effective 

pre~ictors of cX~Icmcly violent behavior but are more 

efficien~ in prcdic~i property czime rates. Both models 

are CO~Si5tC~~ in predicti assault rates, but usually at a 

very 10yl level of efficiency. 

\'\7ht::.t: is of :Ln.terest, hOi:lCVC:: I is that bath homicide 

and assault involve violence and often are viewed as sim-

ilar tYP2S of crimes because of this ch~ractcristic. 

Clin2~d (1974) poin~s out th~t the crimes are both similar 

in cl1aracter th~t they both tend to occur with high 

cncy ~n innc= city slu~ areas. ~~e demogrnphic f~c~ors 
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of innor city life--high population and high density--are 

the ~ost frequent factors which have an impact on the as-
24 

sault rate both in the static and the change model. Also, 

in 1960 and 1970 both crime rates' are posi tively correlated 

(r = .27: r = .31) although to a moderate degree. The 

interesting point is that these two crimes so similar in 

character and habitat are not influenced similarly by the 

Dl.lrkhci!TIian model. 

An altcrn~tive explanation concerning homicide rates 

was offer8d in tho discussion of the static model. This 

c::planation is thD,':::' hO:\licid(~ :'nay be best exolained a 

subculture or & culture of violence. This see~s applicable 

to the change mo~cl as well except th~t in this model as-

saults are quite consisten~ly rated to the predictor 

v2.riables. ';'~olfq-3.ngSs (1967) subcv.lt.ure of viol (:;i:1ce.l then, 

ate sinc0 it also encomD~SSes ~s3ault 

re.tes. G(~~stil; s (1971) r0g:~onal culture of violence, \lhich 

24~:r t~·:,j .l- 1-.. ..,":J' ,J...' , 
~owevor, n1S aoes no~ .~LQ 1n ~ne more uroan 

counties in which urbanizatio~ is the m~in predictor. 
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refers o~ly to lethal violenc~, appears to be mor~ directly 

. ~ .. ~ 25 e 'C..o nom~C~C0 rates. 

What is also apparent is that the Durkhei~ian model is 

a poor predictor of tbe 1 of assault rates but a fair 

predictor of change in assault rates. ~he relationship is 

even stronger in the urban counties suggesting that a 

Durkhcimian anation of change in assault rates is more 

appli e to urban areas. 

In e~eral, the change model most consistently 

diets cha~0e in ~llto th2ft rates and change in grand 

larc sons are made in all 300 

counties or in the urban counties. Also in both comparisons 

stron~est relationshi involve change in robbe=y rates. 

Thus, the c~ange ~od81 is a ter ctor of progerty-

theft r~tes (e.g., robbery, larceny, auto theft) rather 

than violent cri~s2. 

2 s cultu~e need not be limited to a particular 
9coqrc~1;·;1icD.l ::-C~i:LO'l1. 'Lille 2~:;' t:C3 0::: JchiG cul-c.ure of 
violence b~ foun~ in all ar o~ ~h2 country. These 
c::.ttJ:'ibu'c.C:.3 inc::.ud,::::;; (1-) a vc::.~:,·y ]. p(;rc,~n of ~C:-1C 

Ct-Ci011 i tn violc~)cc7 ) lc:·'thal vi.-:lence as a 
subt11c:'~-'1e c-z th<~ culcL;,re ot the ar:::a: (3) ~."eapons 
c~:1d k:1G'i.'11 edge of th0m 0..5 an rtant: p2r 1c of the 
CL;.~;,·:::Ul~e.. An increase in adherents to 'chis cuI ture in an 
ari2~, or I ,;::.n influx of adhe.\..~e~l.t.f3 into an al.-ea, thus, may 
account for an increase in homi rates. 
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changes 'itlhich occur have a great.er impact on the taktng of 

property than on violent behavior. For instance, Clinard 

(1942) and Hebb (1972) argue that since the property of-

fense is more ~at.ional and instrumental behavior it is a 

batter indicator of the violat.orts normative orientation. 

~his normat.ive orientation is more of a reflection of the 

nature of t:he social structure than personal crimes which 

a~8 mo~c spontaneous and are regardad as acts of passion. 

;:":J ..... P2ver, ~·7c1)b (1972) round v€:ry Ii ttle difference in 

t~e amount of v~r.i2ncc in the of crimes cx?laincd by 

the predictor vari~blcsQ In the: pre;.;; cnt s t.udy I as poi ntcd 

out c2rlicr, personal criQc rates are afton better explained 

clo;;3cly co:: ~tcd with the predictors than any cri;'TIC 

It. :Ls ve:::y li:~cly tl::i:~,t t,hc incll~~:ion of robbcx-y 

rates in tha personal eel tcso:.cy i ': utcd the rclation-

i nc2i v:tduc:~11y 

catcso:~~is:tng t.1':o cr:L~iC:-] :tnto "C't'70 cat.2Cjorlcc--violcnt and 

p~o~e~ty. In ~ddition~ in 

olent OrfCD;::;C", Actua y it. is a unique o~fcnse in 

tit. both violent &nd thc~t ori I yet it is 

a more in~~~u~cntal &~d prcscd1tatcd ~ypc of 
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2nd aS8C';.ult. The violence involved in robbery is often 

• J:"" ; ., 26 .. ""h h it .ct .. i l.nc.:t.QcncaJ., i). .. l'I .. oug qu e or en a necessary eJ.cment n 

carrying out the offense successfully. o~ the other hand, 

homi.cide and assaul-t are offenses' in \vhich bodily injury 

is ca=ri out merely for the sake of it and not as a means 

to a more instrumental end. In essence, the violence and 

the thrc~t of it involved in robbery i~ frequently 

inGtrumcnt~l in natu~o whereas the violence in homiciCc 

'.rhu:J, the close associat:Lon of 

chung~ in the predictor vriri C8 "11 th both ch::.nge in rob-

Dory 

t:;. 

-... "'_~#lJar" ,-<""'I.':!-
(,:, ................ , '-

l. 
.... -.~-.... ~~ . 
.; ... ',.,.1,; 

.f' .. ~ 

~ .. " 
'\.~ .~ ... 

~ @oet do~inant ~actor in all robbery rate 

In 

f~c\.:or in rate of propcr~y-thcft c=imeo. 

27 
counties. In the 

'Y' ...., ...... ".. (' 0. 7 ?) .:.,..., ,'-'''; C..." .'~ " 4t-. .;-.J.' __ ~, ~:J..;; ................ ..: CuI. '- t...; 

ucuZ:i:,ly ~1nvc p.~cv:LC!l.;.:: 
o~ fer cCt8 or violence. 

of dC~.1~i ty 
po..:.:; 'c 

-;::10 :t C~11':::= cj- -c:l. ~c 11c~:; ;-);:<C~~l 

1~",0 c; cc;." '·.·u~,.::,G·:! j .. n ~~C} ~:::l21 

~~~,:C::::1'C ;:;t.u6y '0y Gil ;3 (J.97t(-,·) 
G=n~i (i.c at nUDb~r of 

r.i.or 2;:-;':cz-:1al d .-:;n;.;i -::1' 
c.: UF:l. t. of 
dl.cLo.l.·Z or 1(; 
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change model, density change is apparently the best pre-

dietor, follo\'18d by population change, of the property crime 

ratc3. 'L'hU3, it Z'.ppcars thc:t changes in dcnni ty and in 

population are more likely ~o lead to an increase in 

propc;.:.'ty crir.1CG .. 

that Gcnsity and population are the main 

factors in the change model is not necessarily antithetical 

to the Du~kheimian modcl~ Population size a~d density arc 

prim~ry antecedents to a ~ore co~p18x society. 

em is that the most important co~-

ponent of t:he Dur)'~:1ci1\1i~n r.-;odel, the division of lc:~bor I ha3 

an iwpact only in very ific instances. Its greatest 

ef'J:cct is in -the c:cross t.i.mi.:: cCLlpurisons in the rural 

23 in which it almost exclusively influenc2s prcperty 

ThUG, chai1ge in the vision of labor has & 

counties.. If 

n the division or labor influences progerty cri~cs 

an immediat2 one. Tl-,,~. s is in contrast to a 

that an inc~ease in crims is 

tra~siti0n period than afterward. 

The division of l~bor Q ates fro~ its main antecedents 

ect following th8 transition r&ther than 

th8 transi O~ pericd. 1;:11e Ii.1ai 11 i:npli C2.. t,i on for: 

0u~~~eimian theory i8 that the ~ cnts of this theory 

For one 'chi 
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division of 18 apparently not i enced positively 

by the main antecedents of population and density. In 

~ddition, the components of Durkheim's theory do not have 

same impact on the rate of crime. Thus, on one hand a 

high degree of structural changes may lead to a large 

change in t.he extei;t. of cri::-ne. On the ot.her hand, the 

co~ponents of this model do not fit the pattern constructed 

by :>urkheim. If the data presented he=ein are valid, then, 

at least arest~uc ng of ths Durkheimian model is in 

SlorlS -----_.-

Ccnclu~ions concerni the tests of the st~tic and tnc 

of crime rates are 

limi t. cc~.ct:ai n f.::-.ctors. ons to the 

coun:;:'ics "';'2re not randomly sel2cted. Instea.d, c<::.. t.io~')s 

car. be dar5. v<2d ng the na~ure of the relatio~shi 

the var~~010S within the 300 counties st~di2d. In 

~8a3ure~e~t of c=i~c rates must be taken into 

Genera za:ti.Oi,1S ~ing that the findi 

6 witb ~he rate of crime per se ousht to be downplayed. 

E..re ofl.:ici r~tes of criffi8 collected 

process sanctioned police agencies. 

:':'a arc 5u:Jject. to so:nc distort.ion 
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modification q The st~tistics, then, are at best a ro~gh 

estimate of the actual rate of crime. The crimes themselves 

also suggest limitations since they consist of what are 

COffi!l10nly called Ustreet crimes" a'nd thus are not indicators 

of the: total amount of crime which occurs in a society. 

Rather, they are indicators of only certain types of crime~­

usu~11y those which are attributed to the less affluent. 28 

Th2re is also no complete assurance that ~he MOD is a 

valid measu=e of Durkheim's conceptualization of the 

vi ston OJ: l.:..bor. .:\8 Cler:1ente (1972) poi nted out thi 3 

measure is more clc~=ly a mOQsu=e of functional di on 

dispersion of individuals among different oc-

cupational fu~ctions) than i~ is a measure of functional 

c.:tion. E'Ot:l2Ver I Gi b'bs and :?OG ton (1 S 75) con tend 

that such Q QeaSU~8 takes i~to consi~e~ation both di~ensions 

of t.he d.iv~sio~ of labor. In a6d1tion, Durkhcim (1964) 

t~2 division of labor in terms of the 6iffer-

2Dtiation of occup~tions and the use of ~ccupational cate-

rrhe use of 

p::::rC2n't ;:'8s1o.i i~ urban places is a close approximation 

r:. 

2 
G ~~y not be true of every crime rate, 

i~dicat2d earli8r, auto thefts usually involve 
:Ln '\fh::tch miG.dlc-class youths ar frequent 

joy-
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of DUrkheim is idea of the "forma"tion of to\vns U s1 nce one 

,.;ould eXpec J
..: the proportion of the population Ii ving in 

incorporated cities and towns (of 2500 or more) to increase 

if there is an increase in the development of towns. pop-

ulation ze and population density are also fairly 

straightfonvard measures of Durkheim's concepts.' 

Nith the above caveats in mind concerning some 

methoQological shortcomi of this study certain conclusions 

rcga1:"d.~.nq Dur}(heimi2.n thsory can be made. One of the 4LIOSt 

interesting is not conce=ned with the rate of 

crifllc but:, instead, ~\li t11 Jche relationship betVleen the 

division of labor and its antecedents. According to the 

data, the division of labor is not positively affected by 

the two ffiain antecedcnts--population size end population 

density--in either the static or the change models. Urban-

ization is th8 only factor in .the static model and it has 

its gr8a~8st effect on the division of labor in the more 

rurz:.l countics Q model none of the hypo-

tbesized antecedents have a positive impact on the division 

of lab::)r. Tho implication is t~at the transformation of 

soci ct:i es may not;. occu r as Durkhci;-il thought. Instead, 

OJC[li~r factors appc::u .. ~(.:nt.1y af ectti1e s'~ructural c07Gpl exi ty 

of u socict:y .. Future research ought to consider f~ctors 

the division of l&bo=. Anothe~ possibility is that the 
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division of labor is not prec'eded by growth in pO'pulation, 

density, and urbanization but, instead, it may occur first. 

In any case, the findings of this study warrant a more 

thorough and critical examination of Durkheirn's notion of 

the division of labor. 

The data do not provide straightfo=ward support for 

either the static ~odel or the change model of crime rates. 

t1 .. l thouqh sQveZ'(;.l of the hypothesiZed rel& tionships are sup-

ported ~~ny of the specifics of each of the models do not 

c&l scru'c.i 7:y. For one thing, the 

Givision o~ labor is r~r a f~ctor in the rate of crime. 

Urb~i."'l~.zc.tion G~G '::'hc cri tical factor in the stcltic 

Previous =escarch (Clinard, 1974: Sutherland and 

Cressey, lS7~j also indicates a rel~tionship between level 

or urbanization a~d the extent oZ criminal b2havio~. In 

a~dition, the crime rates ~ost co~sis~cntly predictGd by 

the i~dcpendcnt vQriables are the property crime rates, 

2cially auto the~t~ the~, !ndicate that in 

the urban setting the rate of property crimes is ~ore 

lil.:.:cly to be hi '.\7118 lavQ,l of: urbanization in this 

setting is the c£itic~l factor in the level of the property 

'.l.~nu=3, in 'the r~orc developed cOiT:muni ti es ~c:-':e 

ndings of the change model s~ow that change in the 

levels of populat!on size and density te~ds to lead to a 
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most central component. of the Durkheimian model, the 

division of labor, rarely has an impact on change in the 

rate of crime oa In addition, the relationships involving 

population size and density. are stronger and more consis-

tent in the urban counties while the relationships involving 

the division of l~bor are stronger (in lag comparisons 

only) in rural counties. In effect, the predictors do not 

together in their i0?act on the rates of cri~e. 

s.:LZG a~1a d211si ty leadc to a 

i~1 ur'b2.n co~·\:mu.r.i"cics y,'hile chanS2 in Jche division of lunor 

1 cads t:o a d increase in the rate of property crimes. 

Tlrus, the change model is not supported as ori nally 

"si ti1er a f~odi fication of the ;-nodel' is in order 

or ~hc zubstitution of an alternative explanation based on 

anted heroin ~ay be necessary. In any 

cnse, the findinss of both static and change ~odcls 

serioualy raise questions concc=ni 

tions of the transformation of societies and of the rate of 

crime .. 

de~initive study of 

of socie:ty .. -th2r I :L'cs :9U::-POS2 is hop\::fully to raise 

some questions which futur~ research ought to aderess. 

de a b~sis for certain 
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implications concerning Durkheimian theory in particular, 

and the prediction of crime rates, in general. 

First of all, Durkhei~'s depiction of the develoDrne~t 

of the division of labor is not ~pheld. The critical 

antecedents of population size and density do not have a 

positive impact on the division of la~or and they often 

have an inverse impact. Urbanization h~s a positive impact 

in rural counties concerning the static model, but not in 

the changa ~odcl. Past research (CleQcnte and S~urSis, 

1972 i ~":ebb, 1972) he,s 2180 fOU;:ld Ii ttle relationship 

b'8t:\\Tec:.n populat:i on si Z(:, dC~1Si ty and the di vi on of labor. 

:r: nste2..d, diviGio~ of l~bor has tended to be closely 

atcd to urbanization and technological efficiency (Gibbs 

u.nd l"!art.i n I 192)2; Labovi tz and Gi b:0S I 19 64 ~ Gi bbs &::d 

- ,-., - r ) , J~:;;bo • 'I'he i.mplicat:Lon for Durk:'1eimian tl-:sory is 

a ti.O~1 slzc ai:Kl on density but t~e industri&l 

and tcc~nological devcloPG~nt of a co~munity or a society. 

of the division of labor. Instead, it is sug-

c i nccn'ci yes \'7~1ich fo:;;;J..:. cr tl.1.0 

dcvelo9mznt of a society 

~bor te division of labor. 
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is more successful. HOvlever I certain modi fica tions of the 

model are in order. The hy~othesized antecedents to the 

division of labor are better predictors of the rate of 

cri!'ne than the di vision of labor itself. These antecedents 

are 1 81ements of more urban areas. In addition, as 

pointed out above, two of these (i.e., population size and 

density) are not really antecedents to the division of 

lc:bor at all .. Thus, it. is argued ';:.hat vlhat the data show 

is that property crirn~ rates are more likely to be high in 

the more h~ghly and d2nsely populated urbanized areas. In 

addition, a~ increaso in t.hese crime rates is more likely 

to t.a}(G place 1;'1 those urbc.n communi ti (;)8 r.vhich experi ence 

a greater change in population size and in denSity (but not 

in urbanization). The implication is that the high crime 

z-at.e duo to othe~ factors related to population size ~nd 

6Cilsity in urban commu~itic3, c.g., SE3, slu~ conditions, 

29 
etc .. 

Thus, crime is more likely to increase in areas of 

eatar heterogeneity, population size, population denSity, 

greate~ social distance, and secondary &3sociations. More 

s 

29 i "7' ....- _. '-"·"-':"""~'~\rl.r:-, ) 
J..OJ. ~n..:>L.~,,,,i.'--=;,~ Clino.:cd a::'.c1 l .. bbot:t (1973 

t~-l&t in both developed and d,2velopi.l-;.g cQ,1.Tl-:'rics 
t:.he cr5.mcs are co;.-;;:-ni "cccd by slum cl~;icll crs. 

indicate 
wast of 
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the division of labor is not a factor in these urban co~-

...... 30 t .. 
mun~l..:tes. No onJ..Y is the division of labor unrelated 

to its antecedents but it also is unrelated to the crime 

rates in the same fashion as its antec0dents. In ef.fect, 

an alternative explanation of crime rates is necessary 

\fi1:Lch excludes the division of l.abor as an elemc~'lt in the 

rata of crime and proposes that the level of population and 

of density have their greatest i~pact in urba~ co~munities. 

Thi~?) e::(planation is n·~·t ii'1Congruen;: wi th o~c.her 

evidence (Clina=d and Abbott, 1973; Sutherland a~d Cressey, 

197L::~ Clina:i:d, 1974; ('::1, 1974) wh.:Lch :i.;:.ldic~tes a close 

r~l~tionship among crime rates &td population size and 

dC~1Sity in urbc::sl comfilun:Ltic3 ... The division of labor i8 

C:i:cl ud sd as a fac"'cor in urban communi t.i es. Since the 

elements or popula~ion size and density are major predictors 

i~l t:le l.Jrbe.i1 areas thC:1 apparc:1.tly smaller, less densely 

populated and urbanized cc@~unities are conducive to a 

Cl!~ard and Abbott (1973), 

SCOVC.l:2d that tfle cornponen"ts o~ COili;:nuni ty 

3D .,. .~ l' i '19 _. 3 ) .,. ':J t' A.' 1 . C..::.::,.na:'c ~r:(4. :;\D0Q-Ct \ ,,' OJ. scovercG. nCl '- 1. 11. S urns 
o[ l.:.:::~v"n co;-all~U~'1i ties in both develop ()nd developing" 
CQ1,1j.'lt:',i::i,cS funct.:~oni,I.1 j~n'tE.'9" tion (1 .. e .. I Occuya.tionC41 or 
oi:.hcr ·;~.~v:'~;; ·,r:L-:::'h t.hc l.Lr'j:)an. ~30ci(;t:y) hc:.~) no ;:;:l.gnificant im-
~ct on ~ozLa~ive intesrutio~ (ioE., the ce of con-

to g~oup cultu=~l standards as measured by the 
p~Op8~~y crime ratc)~ 
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life most important to normative integration
31 

are cor.1-

municative integration (ioe ol the extent to which contacts 

permeate the group) and cultural integration (i.e., the 

internal consistency of cul tural 'standards of a group). 

'J::'he former I com:nunica ti ve in tegra tion, is analogous to 

D"J.rkheim's conczpt of social or dynamic density which 

refers Jeo the oppo~:-tul1i ty for a greater n1.4::nber of social 

con'ce.ct,s i~1. a community. The latter, cultural integl-ation, 

&sals with the degree of cultural homogeneity in a community~ 

'I':1UG, t:he pzobability of a lOl;" property c;;;.~ime rate is en-

hanccd in t~lOSC C0;11ITlt:ni ti es \vhich have a higher degree of 

mGa~ingful and intimQtc social contacts 2nd which are 

charac"ceri zed by gre~ t.er cLil tural homogcnei ty .. 

Taking into consideration the evidence of Clinard and 

Abbott (1973) along with the evidence gatherEd herein, it 

is cc: that a n''::'';:7 c:·cpJ.anatj.on of cr:lme rates include 

the fca~u~es of soci~l density, social and cultural homo-

ganei~y, ~s well as dcnsitYI 51z2, and ecological charac-

In essence, this new 

model contends th2~ the rate of property crixe will be 

lo\ver in a smal1c.l.·, lo8s dCi.1se, ffi8chard.cal-based cor.1:rluni t.y 

31 r ~itio~ of nor~~tive integ=ation is t~e 
degree to ~hich group conduct conforms to cultur~l stand­
ardo and is measured by use of the property crime rate. 
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and less cultural diversity. An additional proposition is 

that econo8ic and industrial transformation effects 

societies such that there is an increase in the rate of 

property crimes. 

HO\\7 ever, this is not the only explanation of crime 

ra tes \':hich can be deri ved from the data. The dj .. scussion 

by Chambliss (1974) ;;;uggests an alternative explanation of 

the increase in property crimes in urban communities or 

societies which he calls a conflict modal of legal chango. 

He con~cnds that in the modern industr~~l society the=e is 

a con ct: 2..r,'iong the ,~lf~:er2nt: social cJ.C:':3ces for centrol .. 

nal laws concern~ng private property 

and their c~forccment favor the econo~ic elite. In effect, 

in t~e more urb~nizGd industri~lizcd societies the rate 

of property crimes will increase by virtue of legal change 

based in class conflict~ 

(197 ar.d Sc:lznic;'\:. ( ··0,....,) .... t' <I.. • .L :J 0...) sugges L. na,- c r2. me is 

greater in modern soc~cties because of inadequate or in-

appropriate socialization& I~1formal social control 

mechanisns ar~ not as effective in modern societies due to 

the grsatcr social a~d cultural heterogeneity,. 

court.s I etc .. ) 

bCCOLlc fOOJ:2 importa.nt vlhic~1 rt.::sul t.s in. a greater offic:"al 

recogattion of crime rates. 

is, -to <-1 C a:ct.z:i 11 c::t~.;~1 t, i n8 tivc unless carried to the 
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e}:tremes of a police stat.e.The end result is a greater 

rate of crine in urban industrial societies. 

Another explanation is based on the Marxian notion of 

The.conditions of more modern 

indus al societies promote the development of a group 

which consists of those individuals who failed iri the 

econo~ic struggle for survival. This group includes 

cri~inals, beggars, prostitutes, etc.--that is, those 

indivi S vlho are more li;<.ely to com:-:1i t the so-call ed 

tis-erect crimes. II 'rhe 8vide~1ce of previous res earch 

(eli and Abbott, ~9731 no. I 1974 7 Sutherland and 

Cressey, 1974) and .evidence presented herein indi.cate 

a very close relationship between urbanization and the rate 

of property crime. In addition, evidence (cf. Clinard an~ 

Abbott, 1974) shows that such crimes more often occur in 

slum 2u:eb.s end are comml ttcc1 r7Iore often b:'l slum cii.vcl.lc~:-s. 

Since it is apparent that the slum is the habitat of the 

lur:r;)el-4p_~~ole>cariat ·then the 5.ncj.cation is that a high rat.€! 

of property crimes or an increase in property crimes can be 

21 by industri and economic transfor~ation which 

fost.ers t.he deVel0p~1.2:tlt of a .J e::'c.r:L:1t. 

Sut.herland Cressey (1974) offe= another explana-

t.':;.Oi1 the greater crime rate in urban areas. They 

t the high crime rate is d~e to criminalistic 

traditions in such arc~~. This explanation is called a 
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differential association theory of crime. The principle 

ele:nent of s theory is that criminal behavior is learned 

when a person has contact with criminal patterns and 

isolation fro~ crininal patterns. This contact is more 

Ii Y to occur in urban areas than in rural areas. 

Kituse and Cicou=el (1963), who contend that the 

focus of study should be the process of manufacturing, 

pu~)lis nlg statistical data, provide 

a:l.ot:.hc;:; c;;:pJ .. ana ti on of the Z'G6ul ts. They propose that 

i:-J~:>=OV2d ar;.d rClore off:i.cient record keeping' by the police 

cs =~sult in a ~i o2ficial rate of crime. Thus, 

the rate of crime in urban communities is greater because 

the ag8~cics have more efficient and sophisticated ~eans 

of processi the of~cnse3 reported to police. 

abo'tlC 

t. ~chat. an increase :i.n thG rate of crime mClY bc th8 

result ot several elc~cnts of u~b&n industrial society. 

Legal c~ange foste~c~ by, 2nd in the interests of, an 

cco:non:iic ita, inadequate or inappropriate socialization 

a~d 30ci~1 con~rol, the rise of a lUffipcnproletariat class, 

the;. 

sis on efficient record-

Jcc '-J arc ]. vi e;cpJ.aaations of the nature of the 

fi ndi o~ thi..s st-udy. Ii'ut.ure research concerni.ng t.he 

rB.t.c 0;; ~c~ ought to be conduct \'li th thea 
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explanations in mind. 32 

The above discussion concerned conclusions and 

implications regarding the predic~ion of crime rates in 

. urbun communi ti es • This is based on the finding that 

densely and highly populated urban cO~illunities are more 

likely to have a high rate of property crime and/or 

e:;'~periGnce a. greater increase in the rate of property 

crime. 

The findings concerning the division of labor indi-

cate that t~c rate of crimes is more likely to in-

crease in rural counties if there is a change in the ~ivision 

of labo:: t-:·!O zs ecu:li e:c .. In this situation the var-

iables of ation siza, density, and urbanization have no 

i~~2Ct on the rate ot property crime but the division of 

labor s ~ statistically significant impact on everyone 

,~::(~ c·~i:i {::::s) az c t 1-i"::; 

r1o'~:::Lon 0 -ch:~ I',·, -;'t~) 

:E 0 ~: .. ~ r. c~ c; ~': :~ .:;~ 'L: (-: .L ~ ~ ,*.~ ',: '; () ::: 

,:J,V, to ':: ~1Ctt:S 

ThuS, chanqe in the division 

~,ost. (..=-ti rectly to 
i211y 2risG and grand 

i::::; a,r(~.ulTic::nt: L-:':i;.d the ?<arxian 
I~ bath, eC8no~ic and 

to the factors which 
rd to 

socj"c.'.~~i~::;c::"'cj.on LL1:::~y DC:: ~'10]:-e (l ::lc.:Jor 
o "J:S are c-cJ.ass juv::';~lilcs Td!10 h:1ve :lot dS-

sj_;-l.:L1;::"~:8(1~:'1e :7,ic.{~J.c~'.::l(~ss valu s cO~lccrning privat.e 
(ce 11.er J 1965 a.n(i :iz:~ and 3alistrieri, 

~ow2ver, it sim91y be the greater availability 
of c.t..,:tcrnobiles in uzban com;:m.lni-cies. 
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of labor has a delayed impact in the less urbaniz~d 

counties. Rather than having an impact during the transition 

period, as postulated in the Durkheimian model, change in 

the division of labor has an impact on the property crime 

rate well after the transition has occurred. 

11hese resul ts have several implications concerning 

Du~khei~ian theory in particular and crime rates in general. 

;'70::: one "'ching I no-c onJ.y are the hypothesi zed a:ltecedents 

of population size, density, and urbanization unrelated to 

a ch2nge in the division 6f labor but also they do not 

effect ~he rate of crime in the same manner as the division 

of las')or .. further weakens the Du=~heimian notion 

that t~e division of labor is p~eccded by an increase in 

popula~ion 3ize, density and urbanization. The ne for 

anations of the development of the division 

~nother implication is that in those counties which 

e;''::pc:;:iCLlced (Al1 ir.:crease in -the division of labor also 

experienced an inc=e~se in efficiency of record-keeping. 

2owever, this improved record-keeping did not co~e about 

until sase ti~c after the transition in the division of 

labor. In essencG, the counties vlhich eXDcrienced the 

tr~nsition did not i~prove their record-k2eping efficiency 

u:1til Jchc ne~v division of labor had been established .. 

Iil the s~~o vein, c~an;e i~ th~ division of labor ~ay be 
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reflected in more for~al social control agents (i.e., 

police agencies). r'7i ththe increase in police agencies 

there is a concomitant increase in the rate of crime. 

Since violent crimes are more likely to be reported regard-

less of the efficiency of the police agency then the crimes 

which are more lii<ely to be reported and recorded when 

there is an increase in number and in efficiency of the 

more efficient re\_ord-::·:.~c:ping by these expanding agencies 

may re.c::ul. ZG a period of t:Lm,:;:: to occur. 

impact of the change in the division of labor. 

In conclusion, the Durkhcimian not.ion of the trans-

tion o~ crime rates is not supported by the data analyzed 

herein. Although several of the hypothesized relationships 

arc 3upportod a clos3r ex~~ination revc&ls that for one 

thing, the division of labor is not preceded by a change 

. -, t' l. n 1')Opu.:. G. :..on size, and urbanizatio~. Secondly, 

the variables in the Durkheiminn model do not have a si~ilar 

effect on crime rates. Population size and density have 

th~ test effect on change in property cri~e rates in 

urb~n co~munitieG while the division of labor has a delayed 

ir~pact in rural C0r.:11~lu:'1i ties on prOp~3rty crime rates. 

The:ceforo it ls suggc:sJccd t11at in the future explanations 
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other than Durkheimian theory may be more fruitful i~ 

explaining a change in the rate of crime. 
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Ve'. ri 2,b~. e J. ___ 

population 

Density 

Urbaniza-
tion 

;·10D 

Populo. t.i O~l 

Dens::..ty 

t);;:b:tni za-
tioD 

tlIOD 

population 

D2nsity 

U;:~aniza-
t.:i.on 

;7'~-D 

population 

Dsnsity 

Urbaniza-
tion 

~~'IO:J 
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rrABL~, 29 

MEANS, S'I'j\NDARDIZT::D D?VIl\TIONS, 
AND RANG~S OF PR~DICTOR 

VAHI,:\ BL 'SS 

(N ::: 3OQ) 

s-:Car;o.ard-
Year Y"'lean devi2.ticn Ei ni .Tlum 

1940 53457 139458.04 323 

1940 78.9 209.16 .300 

1940 25 .. 6 25.50 0.0 

1940 21 0.06 .534 

1950 73,:::63 270193.26 241 

1950 90 .. 6 237.0'3 .100 

1950 30.5 23 .. 50 0.0 

1950 .3329 0.06 .. 512 

1960 97228 33630;:3.25 20a 

1960 117 .. 1 316.12 .200 

1960 3~ .. 5 23.51 0.0 

1960 .. 3/:00 0.05 

1070 117724 (S7715.60 202 

1970 1'(~5. 3 453.14 .200 

1970 37.1 29.50 0.0 

1970 .84·97 0 .. 03 .517 

;-laximu:n 

2785643 

1937 

94 • .3 

• '396 

4151687 

2221 

97.5 

.293 

603.3771 

2641 

93.0 

7032075 

5103 

99.7 

.334 



'1;:- -i "; ~ _-;'.1 .. _ a ,J ~l...§:. 

population 

Populat:I.on 

population 

Pop\.~la·tion 

Density 

Density 

Density 

1)o{lsi ty 

.-.1 
·i·:} Urban 

~/~ Urban 

::/ Urban /0 

"I /0 Urban 

Ze:00 

>:0;) 

f<OD 

fI~Oj) 
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Tl\BLE30 

PERC~~~T CHANC:;B IN PREDICTOR VARIA3L~S 

(N = 300) 

Time Period lV1ean .!v·i nimum 

1940-1950 7 -60.9 

1950-1960 12.5 -42.3 

1960-1970 15.1 -51.9 

1940-1970 11772.0 201.0 

1940-1950 10.5 -92.3 

1950-1960 15.5 37.5 

1960-1970 7.8 aO.3 

1940-1970 146.8 19.9 

1940-1050 12.8 -34. 4 

1950-1960 5.8 -100 .. 0 

1960-1970 6.0 -}_OO.O 

1940-1970 37.0 -.03 

1940-1950 2.3 -21 .. 3 

19.50-1960 1 .. 1 -27.9 

1960-1970 1.4 -22.1 

1940-1970 85 .. 0 51.7 

l'iaxi:num 

170 

520 

960 

x:;{XXXX 

113 

110 

230 

5102.9 

730 

110 

289 

997.0 

47.0 

51.4 

52.4 

8d.4 
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TA3LE 31 

I''''!'SANS AND S'rANDARD DEVIATIONS OF CRIMB DA 1"A 

(N = 300) 

(Rate per 1000 population) 

1940 1950 1960 1970 
Variable Mean--s. D~ Mean s. D~ Mean s. D~ V.ean S. D. 

Total 
Crime rate 5.73 49.69 5.49 7.67 7.98 

Personal 
Crime rate 0.70 7.45 0.57 2.21 0.37 

Property 
Crime rate 5.14 49.88 4.92 7.12 7.57 

Homicide 

Robbery 

Assault 

Burglary 

Grand 
larceny 

Petty 
larceny 

Auto 
theft 

.043 

.535 

.121 

.715 

.336 

0.08 .161 2.02 .045 

7.41 .199 0.72 .129 

0.35 .212 0.50 .203 

1.00 1.49 2.46 2.33 

0.56 0.83 1.04 1.13 

3.8 49.60 2.10 4.78 3.38 

0.24 0.49 .50 0.73 0.54 

8.63 16.25 28.71 

0.62 1.24 1.74 

8.36 15.04 27.65 

0.11 

0.34 

0.41 

2.45 

1.58 

5.38 

0.76 

.037 .06 

.234 0.62 

.962 1.32 

5.05 7.77 

4.44 11.73 

4.73 9.07 

.905 1.30 

--------------------------------------------------------------



Variable 

Total rate 

Personal 

Property 

Homicide 

Robbery 

il ... ssaul t 

Burglary 

Grand 
larceny 

Petty 
larceny 

~\uto 

theft 
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TZ\BL"S 32 

PERCENT CHANGE IN CRI:-1E Ri\TES 

1940-1950 1950-1960 1960-1970 

100.0 191 183 

270.9 -1.4 304.4 

705.0 660.4 183.4 

-25.2 -3a.8 -37.3 

-31.1 -42.7 -27.3 

-28.8 -35.3 40.2 

199.9 139.6 406.5 

4.8 47.7 350.0 

123.1 251.6 372.4 

-22.7 228.6 2.5 

1940-1970 

1529.2 

49.6 

1406.0 

-37.7 

-27.6 

46.2 

1334.2 

36~.3 

376.1 

17.9 
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TABLB 33 

ZZRO-OHDER CORRSLATIONS 3ET'(EEN PRE:)ICTOR 
_______ \.;,...l~):;))-\ '1I.~ N!;LQ3}?ENQ'RNT V/'\ :'{I A, BT;.,;,'~_S __________ _ 

poo4 DensA Urban4 ;·1od4 

lyIe>d4 .121. .121." • 43*1 .... i 1.00 
Cocr4 -.02 -.03 - .. ca .02 
Per-s4 -.02 -.02 -.07 .02 
prop4 -.02 -.03 - .. 07 .02 
Hom 4 -.07 -.11 -.15 10"1'1'* .01 
Rob4 -.01 -.01 -.06 .02 
l~l.ssal t4 -.04 -.07 -.11 .01 
3urg4 - .. 06 -.12* -.19~nt .02 
L2rco4 -.09 -.13:111 - .. lS 1nt .07 
Larcu4 - .. 01 -.12* -.06 .01 
~ut.o4 -.02 - .. 09 -.07 .07 

----~------~-~---~---------------------~--~~-~~--~---~---~-

22p5 Dens5 Ur-banS !'~::Jd 5 

I·lcd.S or') 
.' 0 

.09 .41 ,:1.* 1.00 
Cocr5 .30 ...• of: * . 38 -!; ~!: 11 .37*** .15** 
pcrs5 Or.; · - .0.:1 .02 -.03 
propS .31 ';;-1: 'It 

II 
39 .:: ;ht • <:1 ~'t 11 * .181.'* 

_ao:-~15 -.01 -.02 -.07 - 1 1 .- .... 
RobS .07 .07 -.02 • 01 
.~ssalt5 .], 5~: * .1 S * ~:; .19 ,::,::., .06 

.16'1:1: .1 g ...... 'i': .15 .13 ~I: 
Larco5 • 2 2 ~\' ~~: 1 ..... .19 ~' .. ':.·1~ .23-:: ,:; ~'r .09 
I,Iarcu5 • 30 .:; if ~': • <11-;;- ~(-to' • 4-4 ~~ :. ~~: .15;'" 
AutoS • 24';·ni.·;\· .26 ,'; ,"';.;.- • 2<3 1 

.. ** .20-k1:"k 

~'dt p<.Ol 

~hh';' P < .001 
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rrABLE 34 

ZBRO-ORDER COR!~r.:L.l\. TrONS BET;n~~N PREDICTOR 
VARIABLBS AND D~·PSNDENT VARIA 'SL B8 

------------~~~ 

Pop6 

Mod6 .04 
Cocr6 • 33~'-:',';-:~ 

PersG .41 *'/dr 

prop6 .12* 
:~IOI716 .05 
Rab6 • 30 ~~ ... ~ '.\< 

Assalt6 .36*:·* 
Burgo .274': 1;-1. 

La::co6 .26~;' 'I; * 
Larcu6 21 -.-r '::-It · ~"" 
P~i...4.t.o6 .48"rin1 

?oo7 

-.03 
Coer7 • 2 0 ~: ':;\ 1: 

P2rs7 • 4() j: ~.* 
prot')7 -.02 
:'IOi"(i 7 .. 20 ';: ';,', .. ,,: 
~ob7 .. 511.-;': ,'; * 

t7 «l 2 7 ~~. "l: .. ~ 

• J_ ~3 ':: ¥.-. 

L::,:.;:co7 .C7 
I .. c:}~-cU 7 2n-:~·t.·'k .. v 

.::) ... u~co7 • 56'·'dn't 

p < .05 
p< .01 
p< .001 

Dens6 Urban6 

.05 .27**',': 

.33*** • 331n\' 11 

• 40~'l'k* .291,' .:: 1/ 

3' 1/ * * .. .... .36*** 
.09 .05 
.33-::1<* .22*** 
• 32 ~~ .. : .. * .25*~br 
.26-:;1:* .IS*·;\, 
.16** .19~" * .. 29 ':r ~\' ~l .31 1.- 1r 

.49'k-h* .41 1;-:.-."( 

Den 7 Ur·~r~n7 -_._- - . .....--.---
- .. 06 .16·,'di' 

.2 4-:. ~': ~'l .. 16";")" 

.. 5 7 ~': ~\' # · 34,;~i~'J': .13 ~':}. .. 21 ~'d;1~ 

.. 2 ~~ ~,:. ~.!: ·r'r • 2 9 /OJ.''. ~r: ~~-; 

.. 86~hh\' · 50*idr 

· 33 1:*-;': • 20~'''''* 
.19 -:: '.1';' .OD 
.09 .03 
.. 21, ,-~, ,',' )f .26* -:,. ~i' 
.69,'; 'It it • 53* -:n~ 

~od6 

1.00 
.12* 
.09 
.32*** 
.09 
.06 
.07 
.06 
.10 
.12 -t: 
.06 

Nod7 

1.00 
-.02 
-.01 

• 15*·«r 
.08 

-.04 
.00 
.00 

-.02 
-.04 
- .. 04 



Coer-tiS 
Pers15 
prop45 
~~om(5 

1~ob45 
~~ .. s:3al t45 
3urcJ45 
Larco45 
J..jarcu45 
f:'l .. uto45 
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TABLE' 35 

ZERO-ORDER COR~ELATIONS B~TNS~N 
Ll PREDICTOR VARIA3LBS AND A .JEPENDENT 

VARI,p .. BL"SS 

Pop45 Dens45 Urban45 

-.04- -.01 -.06 
.00 -.01 -.02 
.02 .02 -.03 
.02 .02 .02 

-.01 .00 -.03 
.01 .01 -.09 
• ]~4* .16 1;* .14~~ 

-.01 -.02 .00 
2f.·'ldd( .. ~ 

",15·h '; .. 15** 
0,1 · ~ 

.'04 -.09 
• 19'·'n-lf: .19*** .03 

Mod45 

1.00 
.00 

-.05 
-.03 
-.06 
-.03 
-.05 

.00 

.00 
-.02 

1"'* • ,j 

-----~~-~-~----~-------~----~---~~~-~~~----------~---------

P()D56 D0n.~~56 U;rb2n56 1,1od56 
--,~~.-.. -,. .... -~-

r':od56 - .. 07 -.06 - .. 03 1.00 
Coc~c56 002 .. 0 /1 .00 -~O4 
pC:2l:s56 -" 13 .;; 0/· . ~ .GG .02 

56 .00 .00 .03 .00 
6 .. 01 .. 01 .03 -.1 t1-;'1 

6 n r-
.U:J .05 .01 1""11 

.V..L 

i\SSo.l t56 " L~ .:: 1 ? ·l: .01 -.06 
• ... 1 ... 

. ~ 

Bu~:-g55 .. 10 .05 -.04 - .. 06 
6 1 '1 .10 .10 0<> 

... .I...t.. .. J 

Lc..i:-cu.56 -.09 r' ? 
-. i.) •.• .00 0') . .... 

Auto55 2 LJ."'r.,".,; .. .... .11 .0.5 • 05 

~': pc( .OS 
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rrABL"S 36 

ZERO-ORDER CORRELATIONS BET"1E~N 
~ PR~DICTOH. VliRIA3LES AND IJ,. D3PEND'SNT VARIABL"8S 

POD67 Dens67 Urban67 Mod67 

11od67 -.07 -.06 .00 1.00 
Cocr67 .09 .12* .01 .02 
Pers67 .24*** .. 53*** .04 -.07 
prop67 .03 .08 .01 -.01 
Hom67 .03 .05 .02 .01 
Rob67 .29*** .69*** .03 -.08 
Assalt67 .16'>"* .32-10<** -.04 -.05 
Burg67 .09 .10 .01 -.01 
Larc067 .03 .05 .01 .00 
Larcu67 .08 .07 .01 .00 
Auto67 .31*** .38*** .00 -:-.14* 

--~-~-~-----~-~--~~-------~-~~-~----~--~~----~~~-~------~--

poo47 Dens47 Urban47 :10047 

1"1od47 -.16** -.15** -.19** 1.00 
Cocr47 .02 .03 .04 -.03 
Pers47 .09 .14* -.05 -.02 
Prop47 .03 .03 .0'4 -.03 
Hom47 .13* .20·/dt * .06 -.06 
Rob47 .05 .07 -.08 .00 
.. :;ssa1 t47 .26*** .39*** .17** -.13* 
Burg47 .02 .01 .04 -.03 
Larco47 .07 .0·3 .00 .13* 
Larcu47 .05 .05 .04 -.01 
Auto47 .47*** SA.*** . - . .05 -.14* 

* p ~ .05 

,Jt* p'" .01 

*** p.(.. .001 
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l'~;Br../~ 37 

ZE.l~O-ORDT!:;R CORRELATIONS BST':::;~N 

A PREDICTOR VARIABLES AND /:::,. D'EPEEDT-::NT VARIABLSS 

r<od56 
Cocr56 
Pers56 
Prop56 
Eo;nSG 
I-(ob56 
.:\s t56 
Burg-56 
Larco56 
Larcu56 
l~U to56 

>:vdG7 
Cocr67 
?,.::;r,s67 

"7 
I 

£:.~) sa.l t.6 7 
67 

J:J2 ~_~co G 7 
1,a:;:cu~37 
..; .. u Jco67 

-.06 
.04 
.06 
.03 
.01 
.06 
.14~·: 

.10 

.13* 
-.07 

.. 2 2 ',': .;': ~\-

- .. 05 
.. 09 
.27 1: ,·t~.; 

.OS 

.06 

.09 

.06 
• 36,,; 'k ~~ 

'Ir p L .. 05 

-:: 1dt p.c(. 001 

Dens45 

- ... 04 
.00 
.03 

-.01 
.01 
.0.:1, 

.01 

.04 

.. 09 
-.07 

.11 

-.07 
.07 
.221t** 
.0""1 
.05 
... 31"0'0.' 
.. 13;,,-
.03 
.O~ 
.. 03 
.40 ;'r1r ok 

Urban45 1"1od45 

-.IS-k -.13** 
.00 .03 
.04 .06 

-.01 .02 
.03 .06 
.00 -.06 
.. 03 .. 13 it 

-.C2 -.06 
- .. 09 .09 

.. 00 .05 

.07 -. 20 ~';1~ 'I: 

.00 -.05 

.02 ~ ~ ..,".~ 'It * 
" .,,. '.,..J 

.21 Jr'k * or:.::, . -' 

.00 .23 

.01 .06 

.25*idt .OJ 

.141: .02 
-.02 • 2 2 ','f; ~; 'It~ 

.00 to 25* .'; "ii 

.02 .16:t·J·· 

.05 .07 
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'rABLE 33 

Z~RO-ORDSR CORREL,\TIONS E-::;:T':"lEEN 
~ PREDICTOR VARIABL~S AND ~ DSP~~~~NT VARIABLES 

Po?56 Dens56 :Jrh,~n56 rV:od56 
---~-- --

,\lod67 -.06 -.09 -.10 ..... 42 'It** 

Coer67 .09 .14* -.05 -.08 

Pers67 .25 'ft1nt .55*** .06 -.14* 

Prop67 .08 .12* -.06 - .. 08 

Eomo7 .09 .07 -.12 if - .. 04 

?.ob67 • 29 l':-:: * .73 1:** .07 -.08 

Assalt67 .. 17 .. 32 .05 -.13* 

3U=~J67 .09 .12 ~'r -.08 -.O.g 

Lareo67 .04· .06 -.04 -.06 

La~:"cu67 .07 .09 -.04 -.07 

?-.. u to67 .33-10'.,,* 5?1:1."Y . - , -.02 -.10 
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Rural-urban C02npari sons 

(Static £v:odel) 
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194·0 

1950 

1960 

1970 
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SIIANDi) .. :lDI~~'~D PA~TIAL REG::tESSIO~ COEFFICI?NTS AN;) 
CORRELl\rrIONS B'STNE~N Al\rrECBI.),SN1' VL;RIABLE·S 

2\ND 'ras DIVI SION OF L~\30R 

_____ .-;(Rura1 Counties) 

(1'1 = 170) 

Population Population 
size densit~ Urbanization R 2 

~ 

.17··~: 

( .05) 

0 <":1 
• .J 

.03 

.. 31 * 
( .001 ) 

.07 

.. 04 

.12 

-.04 

.29* 
( • 001 ) 

.. 341~ 
( .001 ) 

.23~ 

( .001 ) 

.17-/r 
(.01 ) 

.4S:\" .19 
( • 001 ) 

• 42~" .16 
{ .001 

.30·:~ .09 
(.001) 

.40* .14 
, .001 ) 



1940 
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T";~3LE 40 

STANDAaDIZED PARTIAL REGRESSION COBFFICIE::TTS AND 
CORREU\.TIONS 3Er>J';;SN AN'rECEDENT V~RIABLES 

AND THE. DIVISION OF LABOR 

(Urban Counties) 

(N = 130) 

2 Population 
size 

Population 
density Urba~ization R R --

.00 -.18 .113 .17 .00 

-----~-~--~---~------~~--~--~------~~~----~~------~---~----

1950 .01 -. 30 ~~ 
( • 001 ) 

1960 -.02 -.14 

.11 

-.07 

.24* .04 
(.05) 

.12 .00 

-~--~-~~~---~--~-~-~~~~------~-~---~-~-----~-----------~-~-

1970 .01 -.26* 
(.001) 

-.03 .27* 
( .01) 

U,.. S . ... 



1940 

1950 

1960 

1970 
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TA3LE 41 

STANDARDIZED PARTIAL RSGRESSION COEFFICIENTS AND 
CORR'SL.~ TIONS BE1,"';,'lEFN ~)REDICTOR VARIABLES 

AND rrH~ rrOTAL eRI JVr8 RA T'R 

(Rural counti'es) 

population Population Urbaniza-
si ze deT~si ty ti_o_n __ 

.15 

-. LS',:' 
( .001) 

.18* 
( .. 001) 

-.11 

-.14 -.05 

-.13 .10 

-.16 -.14 

-.03 -.09 

Division 2 
of labor R R --------- ---- ----

.10 

.19* 
( .001 ) 

-.03 

.08 

.16 .00 

.33 ~~ .09 
( .001) 

.30* .07 
(.01) 

.1S .00 



1940 

1950 

1960 

1970 
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TABLE 42 

STANDARDIZED PARTIAL REGRESSION C013.'F?ICIENTS AND 
COR::<.ELAfl'rONS BE'I~':::EN PREDICTOR VARIABLBS 

. AND irHE TOTAL CRIM'S R,; TE 

population 
s.ize 

.11 

.09 

.16 1.-

'.01 ) 

.11 

(Urban counties) 

Population 
density 

-.14 

.15 

.09 

.15f: 
(.01) 

Urbaniza-
tion 

-.24* 
(.001 ) 

.43* 
( .001 ) 

.49* 
( .001 ) 

.57* 
( • 001 ) 

Division 
of labor 

-.06 

.10 

.06 

2 
R R ---

.32* .07 
(.05 ) 

.53* .31 
( • 001 ) 

.64* .40 
(. 001) 

-.10* .74* .54 
(.05) (.001) 
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TABLE 43 

S'TANDARDIZBD PAR'~IAL REGRESSION COEFFICIENTS AND 
CORRELATIONS BETNEEN PREDICTOR VARIABLES 

AND, PERSONAL/PROPERlrY CRlt1E &\TES 

(J.ura1 Counties) 

population Population Urbaniza- Division 
size density 

• tion of labor R 

19~O 

P"Crsonal -.06 .16 -.10 .07 .16 

property .16 -.17 -.13 .09 .16 

R2 

.00 

.00 
---------------~~------~~~~---~-~~--~~~----~---------~-----

1950 
p-ersonal .07 -.10 -.06 -.06 .13 .00 

pro9cr'cy -.33:'>' -.09 .15* .26 7
'" • 3 9 ~'t .13 

( .. 001) ( .05) ( .001) (.D01) 
-------~----~----~------------------~-~-----~------~~-------

1960 
?ers'onal .15<;'~ -.29·;r 

(.01 ) ( • 001) 

Progerty .17-·'; -.14 
( .. 001 ) 

1970 
P8rsonal .10 - , Lt ....... 

property -.12 -.02 

.. 03 

..... 14 

-.09 

-.09 

.12 

-.'04 

.07 

.O.g 

• 27 ~~ .05 
( .. 05) 

• 29·'r .06 
(.01 ) 

.14 .00 

.18 .00 
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TABLE 44 

srrlANDARDIZED PARTIAL RSGRESSION CORFFICIBNTS AND 
CORRELATIONS BET;.'jEEN PREDICTOR VARIABLES 

AND PERSONAL/PROPERTY CRIME RATES 

(Grban Counti.es) 

population Population Urbaniza- Division 
size density tion of labor R 

19·10 
Personal .05 - .. 15 -.12 -.09 .24 

property .11 - .. 13 -:-.25* -.05 3' "I: 
• ..I. 

( .. 001 ) (.05 ) 

1950 
Personal .13 .16 .10 .10 .32 1: 

( .05) 

?roper~cy .08 .14 • 43~'r .10 .58 1: 

( .001 ) ( .001 ) 

.341,.~ • 25~·" .18··~ .00 • 64~f: 
( .. 001 ) ( .001 ) (.01 ) ( .00 1 ) 

property .141. .07 t> 50-:· .07 6 ~-;': · -' 

(~05 ) ( .. 001) (.001) 

.11.2·-:'- 0 52 -:: lR~;, · ~ 
-.04 • 7 3 ~'f 

( .. 01 ) ( .001 ) ( .001) ( • 001 ) 

property .10 .09 • 60 ~'r -.10* .73* 
, • 001) ( .05) ( .001 ) 

R2 

'.02 

.07 

.07 

.31 

.39 

.33 

.52 

.52 



STANDARDIZED PARTIAL R~GRESSION COEFFICISNTS AND 
CORRELA.TIONS BET:'lEEN PREDICTOR VARIABLBS 

AND lI'JAJOR CRI~~3 RATES 

(Rural counties) 

1940 

population Population Urbaniza- Division 

Homicide 

Robbery 

Assault 

Burglary 

Grand 
larceny 

Petty 
larceny 

Auto 
theft 

size density tion of labor 

-.19* 
(.05 ) 

-.05 

-.17 

-.21'h 
(.05 ) 

-.21* 
(.01) 

.16 

.03 

-.05 

.16. 

-.02 

-.08 

-.10 

-.16 

-.20* 
( .01) 

.01 

-.11 

-.04 

-.05 

-.04 

-.13 

-.10 

.17* 
( .01) 

.06 

.15 

.23* 
( .001 ) 

.29* 
(. 001) 

.08 

.27* 
(.001 ) 

.23* .03 
(.05 ) 

.16 .00 

.20 .02 

.30 * .07 
(.01) 

.34* .10 
( .001) 

.15 .00 

.28* .06 
(.01) 
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TABLE 46 

STANDARDIZED PARTIA.L REGRESSION COBFFICIEN'rS AND 
CORRELATIOi\S BBT:·vE"SN PR'SDICTOR VARIA3LES 

AND I"lAJOR CRIHE R..t\ TSS 

(ur::.Jan Counti es ) 

1940 

population population U'rbaniza- Division 
size dens~ tion of labor R 

Homicide .01 -.04 -.34* -.10 .38* 
(.001) ( .01) 

Robbery .09 -.19' .04 -.11 .21 

Assault .01 -.11 -.07 -.04 .16 

Burglary .10 -.12 -.25* -.04 • 30 -J( 

( .001 ) ( .05 ) 

Grand 
larceny .02 -.09 -. 29 ~'r -.03 .34* 

( .001 ) ( .01) 

Pc·tty 
larceny .12 -.09 -.21 .02 .25 

J\uto 
theft .06 -.14 -.03 -.16 .23 

R 
2 

---
.12 

.01 

.00 

.06 

.03 

.03 

.02 
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rfABLE 47 

STANDARDIZED PARrrIAL. RS·3RESSION COEFFICIENTS AND 
CO~RELATIONS B'S'r:-7EEN PREDICTOR VARIl\SL1?S 

Ai'JD -',lA-JOR CRIi'1E Ri1.TES 

~Rural Counties) 

1950 

Population population urbaniza- Division 2 
size density- tion of labor ~ R 

Homicide .20 -:.13 -.09 -.11 .17 .00 

Robbery -.25* .00 -.01 .12 .24"'1' .04 
( .001 ) (.05 ) 

l\3sault -.30 .15 .21 -.03 .22 .03 

3urglc:u:y -. 20':'··~';* -.03 -.04 .21* 2 ~ 'f.: · ..,.; 
.04 

( .001 ) (.001) (.05) 

Grand 
larceny -.33": -.14 .29* .14* • 4-1 if .15 

(.001 ) ( .. 001) ( .001) ( .001 ) 

Petty 
larcer~y -. 31 ~': -.07 • 29~'t .. 19* • 3911- .13 

(.001) ( .001 ) (.001 ) ( .001 ) 

Auto 
'thef-t -. 28~'; -.17-ft .01 .32 'k .43','1' .16 

(.001 ) (.05 ) ( .. 001) (.0;)1) 



2.68 
TABLto; 48 

SfrANDARDIZED PARTIAL REGRESSION CO"SF1TI CI ENTS AND 
CORRBLATIONS B"ST:1E3N PREDICTOR VARIABLES 

AY,J) f'.1..Z\JOR CRI:v1E Ri\ TE.S 

~Urban countiesl 

1950 

population Population tIrbaniza- Division 
R2 size den;3i tv tion of labor R 

~-lomicide -.03 .17 .00 .07 .16 .00 

Robbery .24it .25* .23 i\' .13* .53','" • 31 
( • 001 ) ( • 001 ) ( • 001 ) ( • 001) ( • 001 ) 

Assault .07 .10 .04 .07 cold .00 

Eurglary .14~~ .1 7"· .43* .12* • 63 ~'t .37 
(.05 ) (.05 ) ( .001) ( .001) 

G;;:-and 
larceny • 26~'t .05 .42* .06 .61* .35 

( .001 } (.001) ( • 001 ) 

Petty 
larceny .04 .14 .37* .08 .A. '::J ir 

.... ..,.j .20 
'(.001) (.001) 

Auto 
theft .12 .03 .46* .12 • 55·1t .23 

( 4> 001 ) ( .001 ) 
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TABLE 49 

s'rANDARDIZED PARTIAL REGRESSION COEFFICI:SNTS AND 
CORREL.n.TIONS BETT·vEEN PRBDICTOR VARIABLES 

AND ~\JOR CRIMB RATES 

( Rural Counti es ) 

1960 

Population Population Urbaniza- Division 
size density tion of labor 

Homicide .12 -.26 .11 .13 .2~ 

Robbery .10 -.10 -.10 .02 .18 

Assault .09 -.25 .09 .12 .19 

Burglary .13 -.06 -.,12 -.10 .22 

Grand 
larceny .16* 

(.01 ) 
-.20 -.11 -.04 .29* 

(.01 ) 

Pe"tty 
1arcer,Y .14 -.11 -.08 -.03 .21 

Auto 
theft .09 -.10 ~.29* .09 .35* 

( ... 001 ) (.001 ) 

.02 

.00 

.01 

.03 

.06 

.02 

.10 
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'rA:3LE 50 

STANDi\RD,IZED P~z\RTIAL REGRESSION COE?FICIENTS AND 
CORRELl1.TIONS B:S'D~EEN PREDICTOR VARIABLES 

AND MAJOR CR.IME RATBS 

(Urban counties) 

1960 -
population population Urbaniza- Division 

size density tion of labor R R2 

Homicide 

Robbery 

Assault 

Burglary 

Grand 
larceny 

Petty 
larceny 

Auto 
theft 

.01 

.24* 
(.001) 

.35* 
( .001 ) 

.29* 
(.001) 

.23* 
( .001 ) 

.02 

.29* 
( .001 ) 

.34* 
( .001) 

.24* . 
( .001 ) 

.15 

.09 

.13 

.03 

.15 
(.05 ) 

-.12 

.18* 
(. 05) 

.16* 
(.05 ) 

.42* 
(. 001 ) 

4 ' * . ..... 
(.001 ) 

.44* 
( .001 ) 

.41* 
(., 001) 

-.09 

.00 

.00 

.03 

.06 

.07 

.06 

.31* .06 
(.05 ) 

.55* .28 
(.DOI) 

.55* .28 
(.001) 

.66* .42 
( .001) 

.64* .39 
( .001 ) 

.47* .20 
(.001 ) 

.70't- .48 
(.001) 
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TABL~ 51 

srAND,:~ .. R;:)IZED PAR'fIAL REGRESSION COSFFICIENTS AND 
CORRELATIONS BBT.;~-SEN PR~DICTOR VARIABL'SS 

ANDr<1i.\JOR CRIME. Ri\ TES 

(Rural Counties) 

1970 

population population Urbaniza- Division 2 

=-io:nicioe 

Robbery 

Assault 

3urglary 

Grand 
larceny 

Petty 
larceny 

Auto 
theft 

size density tion of labo£ --E- R 

.10 -.10 

-.05 , -.02 

.. 12 -.15 

-.12 .00 

-.12 -.03 

-.10 -.03 

-.11 -.03 

- .. 02 

.. 01 

-.11 

-.17* 
(.01) 

-.05 

-.06 

.12 

.. 12 

.02 

.07 

.12 

.06 

.05 

.21 

.15 

.06 

.15 

• 2 4~lr 
(.05) 

.16 

.15 

.02 

.00 

.. 00 

.00 

.03 

.00 

.00 
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rrABLE 52 

STANDARDIZED PARTIAL REGRESSION COEFFICI~NTS AND 
CORRELATIONS BET;v3BN PREDICTOR VARIABLES 

AND Nl\JOR CRI:1E RP .. 'r:ss 

(Urban Counties) 

1970 

Population population Urbaniza- Division 2 
size density tion of labor R R 

Homicide .00 

Robbery .081: 

'.05 ) 

Assault .16 7\-

(.05 ) 

Burglary .15* 
(.05) 

Grand 
l.arceny .06 

petty 
larceny .02 

Auto 
theft .19~·" 

(.001 ) 

.21* 
(.01 ) 

.75* 
, .001 ) 

.2;3* 
(. 001 ) 

.11 

.13* 
(.05 ) 

-.05 

.33* 
(.001 ) 

• 23'1( 
(. 001) 

.16* 
,. 001 ) 

.16* 
( .05) 

.36* 
, • 001 ) 

.56* 
, .001 ) 

.70* 
(.001) 

.42ft 
(.001 ) 

.03 .42* .15 
(.001) 

.03 .88* .77 
( • 001 ) 

-.09 .52* .25 
, • 001) 

-.07 .55* .28 
(.001 ) 

-.05 .6S~ .45 
(.001) 

-.15* .72* .50 
(.OOl) (.001) 

-.05 .83* .68 
( .001) 
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'l';=iBL B 53 

S'fANDARDI:.GBD PARTIA.L R3GRESSION COEFFICIENTS AND 
CORRELL1.rrONS BETH~EN A AN'rECEDENT 
VARIABLES AND A DIVISION OF LABOR 

tl [.:OD 

1940-
1950 

1950-
1960 

1960-
1970 

1940-
1970 

A population 
size 

.01 

.06 

-.07 

-.23~Jr 

(.01 ) 

(Rural Counti'es) 

1940-1950 

A population AUrbaniza-
density tion 

-.11 -.02 

1950-1960 

-.07 -.03 

1960-1970 

-.oa .05 

1940-1970 

.05 -.11 

R 

.12 

.05 

.13 

• 26~v 
(.01 ) 

R2 

.00 

.00 

.00 

.05 
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TABLE 54 

STANDARDIZED PARTIAL REGRESSION COSFFICIENTS AND 
CORR:SLATIONS BgTNS~N A ANTECEDENT 
VARIABLES AND Ll DIVISION OF LABOR 

(Urban Counti es) 

1940-1950 

A population c:. population ~Urbaniza-
size density tion R R2 

--
ll. MOD 

1940~ 
1950 

1950-
1960 

1960-
1970 

-.02 

-.07 

.01 

.05 

1950-1960 

.05 

1960-1970 

-.06 

-.06 .07 .00 

.11 .12 .00 

.00 .06 .00 

--~--~-~---~~~~-~---~------~~---~-------~~~----~-~----~-~--

1940-
1970 -.06 

1940-1970 

.00 -.09 .12 .00 
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TABLE 55 

STANDARDIZED PARTIAL REGR~SS~ON COEFFICIENTS AND 
CORRELA TI ONS B~T>l~EN .D. ~,\NTECBDENT , 
VARIABLES AND Ll DIVISION OF LABOR 

I:::, 1'<10D 

1950-
1960 

1960-
1970 

1960-
1970 

A. population 
size 

-.07 

-.10 

-.20 

(Rural Coun ti es ) 

1940-1950 

A population A Urbaniza-
density tion R -

-~Ol -.15 .19 

1940-1950 

.09 .07 .08 

1950-1960 

.06 -.03 .17 

2 
R 

.02 

.00 

.01 
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TABL'S 56 

STANDARDIZED P~l\RTIAL REGRESSION COEFFICIENTS AND 
CORRE~\TIONS BE~~E~N ~ ANTECEDENT 
VARIABLES AND ~ DIVISION OF LABOR 

A MOD 

1950-
1960 

1960-
1970 

1960-
1970 

A population 
size 

-.03 

.01 

.02 

(Urban Counties) 

1940-1950 

A population 
densit~ 

.01 

1940-1950 

-.06 

1950-1960 

.01 

A Urbaniza-
tion R 

-.10 .11 

.00 .06 

-.24* .23* 
(.001) (.05) 

2 
R 

.00 

.00 

.03 
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TABLE 57 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS AND 
CORR3LATIONS BETt-vSEN .6. PREDICfrOR 
VARIABLES AND 6 TOTAL CRIME RATE 

(Rural Counties) 

A Population i1population A Urbaniza- Anivision 

.,1 MOD 

1940-
1950 

1950-
1960 

size density tion of labor 

1940-1950 

-.02 -.03 .02 -.03 

1950-1960 

-.10 .08 -.07 .01 

.05 .00 

.11 .00 

~---~~--~-----~-~~~--~~---~~-~--~-~~-------~-------~-~~-~---

1960-
1970 .05 

1960-1970 

.00 .00 .01 .05 .00 

~-----~---~---~-----~-~-~-~-~-~--~-----~---~---------~-----~ 

1940-
1970 .01 

1940-1970 

-.08 .06 .00 .08 .00 
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TABLE 53 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS AND 
CORRBLATIONS BET;'lEEN ,1 PREDICTOR 
VARIABLES AND 1:!l TOTAL CRIM~. RATE 

(Urban Counties) 

I:l. population A population Aurbaniza- ADivision 2 

~MOD 
1940-
1950 

1950-
1960 

1960-
1970 

1940-
1970 

size density tion of labor ~ ~ 

.27* 
( .001 ) 

.09 

.15* 
(.05 ) 

.22* 
(.001 ) 

1940-1950 

.20* 
(.01 ) 

-.03 

1950-1960 

.01 .07 

1960-1970 

.30* 
( .001 ) 

.01 

1940-1970 

.32* 
(.00l:) 

-.10 

.01 

-.05 

-.05 

-.11 

.39* .12 
( .001 ) 

.12 .01 

.38* .12 
( .001 ) 

.45* .17 
(. 001) 
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TABLE 59 

STANDARDIZ~::J PA.RTIAL REGRE'SSION CO::<':FFICI~NTS A~1) 
CORRELATIONS BE~1E~N il PRE~ICTOR. 
VARIABL~S AND ~ TOTAL CRIME RATE 

(Rural Counties) 

A population .6. population b. Urbaniza- ~Division 2 
size density tion of labor -E- B--

11 MOD 

1950-
1960 

1960-
1970 

.34* 
( .001 ) 

-.03 

-.36* 
( .001) 

.11 

1940-1950 

-.15* 
(.01 ) 

1940-1950 

-.06 

.06 .26* .05 
(.05 ) 

.32* .33* .09 
(.001) (.001) 

--------~~--~~------~~----~----~---~~-~--~~~-~-----~----~--

1960-
1970 .05 .00 

. 1950-1960 

-.12 -.07 .12 .00 
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TABLE 60 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS AND 
CORRELATIONS BETI~EEN ~ PREDICTOR 
VARIABLES AND A TOTAL CRIME. RATE 

(Urban Counties) 

A Population APopu1ation .8Urbaniza- A Division 2 
size density tion of labor -E- E--

,6. MOD 

1950-
1960 

1960-
1970 

.04 

.19* 
(.01) 

1940-1950 

-.01 

1940-1950 

.16* 
(.01 ) 

.12 

.13 

-.05 .14 .00 

-.07 .33*.08 
(.01 ) 

--~~---~~~~~---~~-~-----------~~---~-------~~~---~--------~ 

1960-
1970 .09 

1950-1960 

.39* 
(.001) 

.03 -.09 .45*.18 
( .001 ) 
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rrABL~ 61 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS AND 
CORRELATIONS BET:'lEEN .f::. PREDIC~rOR VARIABLES 

AND A PERSONAL/PROPER'r¥ .CRINE R::\T-S;S 

(Rural Counties) 

Apopulation ~Population AUrbaniza-~Division 2 
size density tion of labor B-- B--

1940-50 
Personal 

property 

property 

1960-70 
Personal 

Property 

1940-70 
Personal 

Property 

-.06 

-.02 

-.15 

-.05 

.27 

.04 

.20 

.01 

-.04 

-.03 

.10 

.04 

-.10 

.00 

-.01 

-.08 

1940-1950 

-.11 

.02 

1950-1960 

-.05 

-.05 

1960-1970 

1940-1970 

.02 

.00 

-.12 

.06 

-.06 

-.03 

.00 

.01 

.00 

.01 

.07 

.00 

.16 .00 

.05 .00 

.16 .00 

.06 .00 

.23 .03 

.04 .00 

.19 .01 

.08 .00 
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TABLE 62 

STAND,,;'RDI'ZED PARTIAL REGFESSION COEFFICIENfrS AND 
CORRELATIONS BE']:":\'EEN ~ PREDICTOR VARIABLES 

AND' A PERSONAL/PROPERTY CRlf'.lE RATES 

(Orban Counties) 

.6 population Apopulation AUrbaniza- ADivision 2 
R R 

1940-50 
Personal 

property 

1950-60 
Personal 

property 

1960-70 
Personal 

property 

size density tion of labor 

.15* 
(.05 ) 

.27* 
, • 001 ) 

.22* 
(.001 ) 

.00 

.03 

.16* 
(.05 ) 

.24* 
( • 001 ) 

.19* 
(.01 ) 

.24* 
(.001 ) 

.06 

.68* 
( .001 ) 

.23* 
(.001 ) 

1940-1950 

.12 

-.04 

1950-1960 

-.24* 
,.001 ) 

-.03 

1960-1970 

.06 

.00 

.08 

.00 

.11 

.09 

.00 

-.05 

---

.36* .10 
( .01) 

.38* .11 
( .001 ) 

.41* .14 
( .001) 

.10 .01 

.69* .46 
(.001) 

.32* .08 
(.01 ) 

~~~----~-----------~----~~---~---~~-~~~--------~----~~-~---
1940-1970 

5..940-70 
Personal .15 .17 -.14 -.06 .20 .01 

property .25* .31* -.04 -.10 .48.* .20 
• (.001 ) (.001 ) ( .001) 
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trABLE 63 

. ST,~NDARDIZ'SD PARTIAL REGRESSION COSFFICr"SNTS Al\';D 
CORRELATIONS BETNEEN ~ PREDICTOR Vl~RIABLSS 

AND ~ PERSONAL/PrtOP~RTY CRIM~ RAT~S 

( Rural Counti es) 

11 population APopulation .1Urbaniza- /J. Di vision 
size density tion of labor 

1950-1960 
Personal 

property 

1960-1970 
personal 

property 

1960-1910 

Personal 

property 

.30 

.25* 
(.01) 

.22* 
( .. 05) 

":".04 

.17 

.04 

1940-1950 

-.21 

-.31* 
( • 001 ) 

.00 

-.16* 
(.01', . 

1940-1950 

-.07 -.11 

.11 -.05 

1950-1960 

-.08 

.00 

-.11 

-.11 

.03 

.03 

.20* 
(.001) 

.32* 
( .001) 

-.09 

-.06 

.21 .02 

.24* .04 
(.05 ) 

.26* .04 
(.05 ) 

.33* .09 
(.001 ) 

.15 .00 

.12 .00 
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TA3LE 64 

STANDARDIZED PARTIAL REGRESSION C03FFICIEKTS AND 
CORRELATIONS BSr;r:~'SEN A PRBDlc'rOR Vl:\RIABLES 

AND. A PERSONAL/PROP5'RTY CRIr-IE RATES 

(Urban Counties) 

i:l. Population .6population AUrbaniza- L1Division 2 
size density --!ion of labor -R- -E-

1950-1960 
Personal .30* 

(.001) 

property .03 

1960-1970 
Personal .19* 

(.001) 

property .18* 
(.01 ) 

1940-1950 

.00 -.07 

-.01 .12 

1940-1950 

.21 * 
( .001) 

.14* 
(.05 ) 

.36* 
(.001 ) 

.09 

-.10 .31* .07 
(.05 ) 

-.04 .14 .01 

-.02 .50* .22 
( .001) 

-.07 .29* .06 
, .05) 

--------~-~---~~---~---~---~~~~--~---~-~-~~-~-------~--~-~-

1950-1960 

1960-1970 
Personal -.02 .69* .05 -.11 * .71* .43 

(.001 ) (.05) , .001} 

property .10 .32* .02 -.08 .39* .13 
(.001 ) ( • 001) 
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TABLB 65 

STANDARDIZED PARTIAL REGRESSION COEFFICISNTS AND 
CORRELATIONS BEnvE~N Ll PREDICTOR VARIABLES 

AND II ~1.\JOR CRIM~ RA'rES 

(Rural Counti es ) 

1940-1950 

A population A Population A Urbaniza- ~ Division 2 
size density tion of labor -E- -E-

Homicide -.12 -.01 -.02 -.03 .15 .00 

Robbery -.02 -.05 -.11 -.04 .14 .00 

2~ssaul t -.14* .16* .12* -.05 .23*.03 
(.05 ) (.01 ) (.05) (.05 ) 

Burglary -.02 -.03 .04 -.02 .06 .00 

Grand 
larceny -.18* .30* .12* 

(.001) ( • 001 ) (.05 ) 
.07 .33*.09 

(.001 ) 

petty 
-.02 larceny .02 -.13 -.02 .13 .00 

Auto 
theft .00 .06 .00 .20 .20 .02 
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TABL~ 66 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS AND 
CORREL..l\TIONS BSTNEBN i:l PREDICTOR VARIABLES 

. AND A Iv!AJOR CRIME RATES 

(Urban Counties) 

1940-1950 . 
A population l1Population .A Urbaniza- ADivision .JLL size density tion of labor 

Homicide .00 .22 .05 -.11 .25 .03 

Robbery .32* .28* .07 .12 .52* .24 
( • 001 ) (.001 ) (.001) 

Assault .07 .17 .12 .07 .25 .03 

Burglary .27* .22* .06 .09 .43* .16 
(.001 ) ( .001 ) (.001) 

Grand 
larceny .33* .12 .04 -.04 .45* .17 

(.001) ( • 001) 

Petty 
.32* larceny .22* .16* -.08 -.02 .07 

( .001 ) (.05) (.05 ) 

Auto 
theft .18* .19* .04 .10 .33* .08 

,.01 ) ( .01) (.01 ) 
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TABLE 67 

ST,A.NDARDIZED PARTIAL REGRESSION COEFFICIENTS AND 
CORRELATIONS BETNEEN ·A PREDICTOR VARI..l\BLES 

AND A MAJOR CRIM~ RATES 

(Rural Counties) 

1950-1960 

A population A Population .A Urbaniza- /J.. Di vi 5i on 
size density tion of labor 

Homicide -.14 .18 -.11 -.02 

Robbery .02 -.10 .06 .04 

Assault -.13 -.22 .21 .06 

Burglary -.09 -.06 .01 -.02 

Grand 
larceny -.06 .06 -.03 .09 

Petty 
larceny -.01 .13 -.09 .02 

Auto 
theft .08 -.14 .04 .14 

2 
R R --

.18 .00 

.06 .00 

.19 .01 

.11 .00 

.13 .00 

.07 .00 

.15 .00 



STANDARDIZ!D PARTIAL REG~ESSION COEFFICIENTS AND 
CORREL,~TIONS BETilEEN .A PREDICTOR VARIABLES 

AND Ll ~AJOR CRIME RATES . 

(Urban Counties) 

1950-1960 

A population APopulation aUrbaniza- AD1v1sion 
--!LL size density t10n of labor 

Homicide .04 .23 -.25 -.01 .29 .05 

Robbery .12 .15 -.26* .10 .31* .07 
( .001 ) (.05 ) 

Assault .20* .18* -.10 .07 .31* .07 
(.01 ) (.05) (.05 ) 

Burglary .39* .13 -.18* .08 .45* .18 
(.001 ) (.01) (.001 ) 

Grand 
larceny .19* .16 -.04 .13 .31* .06 

(.01 ) (.05) 

Petty 
larceny -.12 .02 .01 .06 .13 .01 

Auto 
theft .39* .05 -.11 .06 .40* .14 

(.001 ) (.001 ) 
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TABLE 69 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS AND 
CORRELATIONS BET'>lEEN A PREDICTOR VARIABLES 

AND A MAJOR' CRIME. RATES ' 

(Rural Counti es ) 

1960-1970 

~ population A Population .A. Urbani za- A Division 
size densi ty tion of labor 

Homicide -.11 -.15 .02 .06 

Robbery .05 -.02 .02 .02 

Assault .30* -.09 .01 .00 
( .001 ) 

Burglary .01 .08 .00 .04 

Grand 
larceny .05 -.02 .00 .00 

Petty 
.05 larceny -.04 .01 .01 

Auto 
theft .00 .02 .00 -.06 

R R2 --
.24 .03 

.05 .00 

.26*.04 
(.05 ) 

.09 .00 

.04 .00 

.04 .00 

.06 .00 
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TABLE 70 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS AND 
CORRELATIONS BE~~EEN'~ PREDICTOR VARIABLES 

AND A' rt.tAJOR CRIME R.~TES . 

(Urban Counties) 

1960-1970 

A population ~Popu1ation t:.. Urbaniza- A Division 
R R2 size densi ty tion of labor --

Homicide -.03 .06 .14 .... 08 .17 .00 

Robbery .01 .79* .01 -.02 .79*.62 
( .001 ) (. 001) 

Assault .04 .46* .06 .06 .47*.20 
(.001) ( .001) 

Burglary .13 .17 -.03 -.07 .26 .04 

Grand 
larceny .12 .24* .07 -.06 .32*.07 

( .001 ) (.01 ) 

lett¥ arc ny .11 .11 .01 .00 .17 .00 

Auto 
theft .18* .36* -.06 -.08 .47*.20 

(.001) ( .00+ ) ( • 001) 
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TABLE 71 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS AND 
CORRELATIONS BETt-lEEN A PREDICTOR VARIABLES 

.. AND A M.AJOR CRIME RATES 

(Rural Counties) 

1940-1970 

A population II Population A Urbaniza- A Division 
R R2 size density tion of labor --

Homicide .00 -.17 .11 .10 .20 .02 

Robbery -.24 .19 -.11 .03 .22 .03 

Assault .33* -.07 -.10 .06 .26*.04 
(.001) (.05) 

Burglary .02 -.09 .06 -.01 .08 .00 

Grand 
larceny .15 -.02 -.06 .23* .25*.04 

(.001 ) (.05) 

Petty 
larceny -.07 .03 .06 .05 .08 .00 

Auto 
theft -.06 .05 -.06 .22* .25*.04 

( .001 ) (.05) 
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TABLE 72 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS AND 
CORRELATIONS BET'·'lEEN A PREDICTOR VARIABLES 

. AND A Ml\JOR CRIME RATES . 

(Urban Counties) 

1940-1970 
A Population A population AUrbaniza- ADivision 

R R2 size density tion of labor --
Homicide .06 .31 * -.10 -.06 .33* .08 

(.001) (.01 ) 

Robbery .03 .12 -.16 -.05 .17 .00 

Assault .15* .44* .17* -.09 .61* .35 
(.01 ) ( .001 ) ( .001) ( .001) 

Burglary .25'" .24* -.03 -.05 .41* .17 
C .001 ) ( .001 ) (.001) 

Grand 
larceny .21 * .29* .06 -.04 .45* .20 

(.001 ) (.001 ) (.001 ) 

petty 
larceny .19* .23* -.04 -.14* .38* .12 

(.01 ) ( .001 ) (.05 ) (. 001) 

Auto 
theft .30* .49· -.15* -.09 .65* .40 

( .001 ) (.001 ) (. 01) (. 001 ) 



294 
TABLE 73 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS AND 
CORRELATIONS BETNEEN PREDICTOR VARIA8LES, 1940-50, 

AND Ll MAJOR CRIME RATES, 1960-70 

(Rural counties) 

A population A Population AUrbaniza- ~ Division 
R R2 size density tion of labor --

Homicide .03 -.09 -.01 .05 .08 .00 

Robbery .06 -.01 .05 .29* .30* .07 
(. 001) (.01 ) 

Assault .22 -.06 -.14 .11 .22 .03 

Burglary .05 -.01 -.09 .31 * .32* .08 
( .001) (.001) 

Grand 
larceny -.01 .09 -.05 .32* .32 * .08 

(.001) (.001) 

Petty 
larceny -.14 .23* -.01 .27* .30* .07 

(.05) ( .001 ) (.001 ) 

Auto 
theft .02 -.07 -.08 .27* .29'* .06 

( .001) (.01 ) 
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TABLE 74 

STANDARDIZED PARTIAL R~GRESSION COEFFICIENTS AND 
CORRELATIONS BET':vE11.:N PREDICTOR VARIABL~S, 1940-50, 

AND L:l MAJOR CRIME RATES, 1960-70 

(urban Counties) 

A population APopu1ation A Urbaniza- A Di vi sion 
-Ii.. R2 size density tion of labor 

Homicide .06 .02 .00 .14 .15 .00 

Robbery .20* .26* .31 * .03 .49* .22 
(.001) (.001 ) ( .001 ) (.001 ) 

Assault .14* .13 .32* -.06 .41* .14 
(.05 ) (.001 ) (. 001) 

Burglary .15 .12 .05 -.01 .24 .03 

Grand 
larceny .14* .18* .18* -.02 .33* .08 

(.05) (.01) (.01 ) (.01 ) 

petty 
larceny .10 .00 .03 -.11 .16 .00 

Auto 
theft .25* .37* .05 -.03 .52* .24 

( .001) (.001 ) (.001) 



296 
TABLS 75 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS AND 
CORRELATIONS BE~vEEN ~ PREDICTOR V~RIABLES 

AND ~ ~~JOR CRIME RATES 

(Rural Counties) 

1940-1950 

A population A Population AUrbaniza- A Division 2 
size density tion of labor R R --

1950-60 

Homicide .32 -.20 -.02 .07 .21 .02 

Robbery -.05 -.03 .05 -.04 .09 .00 

Assault .12 -.07 .00 .22* .23*.03 
( .001 ) (.001 ) 

Burglary .02 -.05 -.05 .06 .09 .00 

Grand 
larceny .21* -.30* -.17* .07 .26*.04 

(.01) (.001 ) (.01 ) (.05 ) 

Petty 
.28*.06 larceny .32* -.36* -.16* .10 

( .001) (.001) (.01) (.01 ) 

Auto 
theft -.02 -.04 -.04 -.16 .17 .00 
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rrABLE 76 

STANDARDIZED PARTIAL REGjESSION COEFFICIENTS AND 
CORRELATIONS PE~~EEN ~ PREDICTOR VARIABLES 

AND ~ ~~JOR CRIME RATES 

(Urban Counties) 

1940-1950 

A population APopulation A Urbaniza- ADiv1s1on 2 
size dens! ty tion of labor R R --

1950-60 

Homicide .11 .02 -.07 -.07 .15 .00 

Robbery .17 .03 -.15 -.13 .25 .03 

Assault .26 -.04 .02 -.03 .25 .03 

Burglary .37* .08 .05 -.13* .43*.16 
( .001) (.05 ) (.001 ) 

Grand 
larceny .24* .11 .00 .09 .32*.07 

(.001) (.05 ) 

petty 
larceny -.09 -.05 .11 .00 .15 .01 

Auto 
theft .29* .08 .15* :....28* .48* .. 21 

(.001.) (.01 ) (.001 ) ( .001) 
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TAclL~ 77 

STANDARDIZED PARTIAL REGRESSION COEFFICIENTS AND 
CORRELATIONS BETV1EEN ~ PREDICTOR VARIABLES 

AND A MAJOR CRIME RATES 

(Rural Counties) 

1950-1960 

A population A Population AUrbaniza- 4Division 
R R2 size density tion of labor --

1960-70 

Homicide .26* -.33* -.20* -.05 .28* .05 
(.01 ) (.001 ) ( .001 ) (.01 ) 

Robbery .00 .00 .00 -.04 .04 .00 

Assault .16 " -.04 -.10 -.08 .14 .00 

Burglary .08 .00 -.16 -.08 .16 .00 

Grand 
larceny .04 .00 -.09 -.06 .10 .00 

petty 
larceny .00 .02 -.08 -.05 .09 .00 

Auto 
theft .00 -.02 -.13 -.06 .14 .00 
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TABLE 7·9 

STANDARDIZED PARTIAL REGRESSION C03FFICIENTS AND 
CORRELATIONS .BETtlvEEN A PREDICTOR VARIABLES 

AND ~ MAJOR CRIME RATE~ 

'(Urban Counti es ,) 

1950-1960 

II population A population ~ Urbaniza- A Di vision 
.JL R2 size densit:t tion of labor 

1960-70 

Homicide .04 .04 .04 .07 .12 .01 

Robbery -.06 .87* -.06 .01 .83*.67 
(.001) ( .001 ) 

Assault .01 .42* .11 -.18* .51-" • 2 3 
( • 001 ) ( • 001 ) (.001 ) 

Burglary .08 .24* .00 -.04 .29*.06 
(.001) ( .001 ) 

Grand 
larceny .08 .35* .03 -.06 .40* .16 

( .001 ) (.001 ) 

Petty 
larceny .06 .14 .04 -.11 .22 .02 

Auto 
theft .14* .55* -.06 .04 .60*.34 

(.05 ) (.001 ) , .001) 
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DIVISION OF LABOR, ANOMIE, AND CRIM~ RATES: 

A TEST OF A DURKHEIMIAN MODEL 

by 

Cecil t... Nillis 

ABSTRACT 

TWo models of a Durkheimian explanation of crime 

rates were subjected to empirical test. One is the static 

model which posits that in a more complex society the crime 

rate ought to be higher. 'This proposition is b~sed on the 

assumption that in more complex or organic societies the 

probability of anomie is greater which is reflected in the 

rate of crime. The research proposition of this model is 

that there is a direct relationship between the joint 

effects of the level of population size, population density, 

urbanization, the diviSion of labor and the rate of crime. 

The other model, the change model, is concerned with 

how the transformation of societies influence soci 

behavior. This model is based on the proposition that crime 

is more likely in those societies or communities in which a 

greater degree of structural change from mechanical to 

organic solidarity occurs. The basic research proposition 

of this model is that there is a direct relationship between 

the combined action of change in population size; population 

density, urbanization, the division of labor, and change in 

the rate of crime. 



Data concerning crime rates were provided by the 

Uniform Crime Reports Division of the Federal Bureau of 

Investigation and data concerning the independent variables 

were obtained from the United states Census Bureau volumes. 

The basic unit of analysis is the county, chosen largely 

because it encompasses both rural and urban dimensions of 

a society. Counties were selected according to the avail­

ability of the crime rate data. The total number of 

counties selected in this manner is 300. The basic 

statistical procedure used is multiple regression analysis. 

Finite first difference equations were used in testing the 

change model. The propositions were tested for four time 

periods: 1940, 1950, 1960, and 1910. 

The results indicate that the rate of property-theft 

offenses (i.e., auto theft, robbery, grand larceny) are 

best predicted by both static and change models. Both 

models also are most effective in predicting these rates of 

crime in the more urban counties. The indication, thus, is 

that the probability of anomie 1s greater in the more 

complex (i.e., organic) communities than in the less complex 

ones (i.e., mechanical). The main factors in the static 

model in predicting the crime rates are urbanization, pop­

ulation size, and population density, while in the change 

model population size and population density predominate. 

The division of labor has very little influence in either 

model. 



It is suggested that the models are only supported in 

part and that a reformulation of a Durkheimian explanation 

of crime rates is in order. This modification centers on 

the components of urban life whidh are more likely to 

foster an increase in crime. Communities which are smaller 

and less dense, ho~ogeneous, and mechanical-based are 

apparently more solidary and as a result have a lower crime 

rate. It is proposed that this social solidarity is often 

eroded when such a community experiences an economic and 

industrial transition. 


