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Abstract

The application of a decomposition methodology to the synthesis/design
optimization of a stationary cogeneration fuel cell sub-system for residential/commercial
applications is the focus of this work. To accomplish this, a number of different
configurations for the fuel cell sub-system are presented and discussed. The most
promising candidate configuration, which combines features of different configurations
found in the literature, is chosen for detailed thermodynamic, geometric, and economic
modeling both at design and off-design. The case is then made for the usefulness and
need of decomposition in large-scale optimization. The types of decomposition strategies
considered are time and physical decomposition. Specific solution approaches to the
latter, namely Local-Global Optimization (LGO) and Iterative Local-Global Optimization
(ILGO) are outlined in the thesis. Time decomposition and physical decomposition using
the LGO approach are applied to the fuel cell sub-system. These techniques prove to be
useful tools for simplifying the overall synthesis/design optimization problem of the fuel
cell sub-system.

Finally, the results of the decomposed synthesis/design optimization of the fuel cell sub-
system indicate that this sub-system is more economical for a relatively large cluster of
residences (i.e. 50). To achieve a unit cost of power production of less than 10 cents/kWh
on an exergy basis requires the manufacture of more than 1500 fuel cell sub-system units
per year. In addition, based on the off-design optimization results, the fuel cell sub-
system is unable by itself to satisfy the winter heat demands. Thus, the case is made for

integrating the fuel cell sub-system with another sub-system, namely, a heat pump.
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1. Introduction

In this chapter, a brief overview of fuel cell types and their state of development is given asis a
brief introduction to the decomposition optimization strategy, which is applied in this work to the synthesis
/ design of a Proton Exchange Membrane (PEM) fuel cell sub-system. It is envisioned using such a sub-
system as the basis of a total energy system for residential / commercial cogeneration applications. The

overview and introduction is followed by a presentation of the goal and objectives of this thesis work.

1.1 Background

There have been many important contributions to the field of thermoeconomics
since its origins in the late 1950’s. An important line of research has been the effort
begun in the 1970’s owost assignment, i.e. the rational distribution of cost among the
different streams of an energy system and the use of such a cost assignment for
decomposition methodologies (e.g., Valero et al. (1994), Frangopoulos (1994), von
Spakovsky (1994), Tsatsaronis and Pisa (1994), El-Sayed (1989)). Over the past few
years, the Energy Management Institute (EMI) at the Virginia Polytechnic Institute and
State University (Virginia Tech) has focused some of its effort on applying
thermoeconomics and, in particular, decomposition concepts to the optimization of the
synthesis, design and operation of energy systems. In particular, Mufioz and von
Spakovsky (2000a,b,c,d; 2001a,b) have developed a general methodology for the
decomposed synthesis / design optimization of highly coupled, highly dynamic energy

systems. Their work shows that their decomposition technique is an extremely useful tool
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that not only permits the solution of the overall synthesis / design optimization problem

for highly complex systems by dividing the problem into smaller sub-problems but also
facilitates the difficult task of sub-system integration.

The research work presented in this thesis is based on the application of a
decomposition methodology to the synthesis / design optimization of a stationary
cogeneration fuel cell sub-system for residential/commercial applications. This work
provides the basis for ongoing and future work, which couples the fuel cell sub-system
with heat pump and storage sub-systems into an overall total energy system for
cogeneration purposes. The usefulness of this decomposition strategy for the detailed

conceptual synthesis / design of energy systems is demonstrated.

1.2 Fuel Cells and Stationary Applications

Intensified research into fuel cell stacks and systems has been ongoing for the last
forty years. The first application of this technology in the 1960’s was in the American
Manned Space Program, the Gemini project. At present, the most developed or mature of
all fuel cell technologies is the Phosphoric Acid Fuel Cell (PAFC) system which has
reached the stage of commercial use for stationary applications, e.g., the 200 kWe system
produced by ONSI, a division of International Fuel Cells. Molten Carbonate Fuel Cell
(MCFC) and Solid Oxide Fuel Cell (SOFC) systems are currently entering the
demonstration phase. Polymer Electrolyte Membrane Fuel Cell (PEMFC) systems have
been successfully implemented for aerospace applications (Wilson et al., 1996), and their
use is being extended not only to transportation but to stationary applications as well in
an attempt to increase their market and, thus, lower their manufacturing costs.

PEMFCs and PAFCs are competnigr the stationary power market both for
utility peak power and distributed power generation (an important trend in the utility
market). In this competition, PEMFC systems appear to have some important advantages

over PAFC systems in the short to mid term (Cleghorn et al., 1996). They are as follows:

! Note that another quite viable competitor is the SOFC, which has advantages and disadvantages visa vie
the PEMFC. These, however, are not developed here.



* PEMFCs have higher energy conversion efficiencies and power densities.
» PEMFCs have a stable, inert polymer electrolyte and easier and faster
startup and shutdown leading to higher reliability and longevity.

The present work is, thus, focused on the use of PEMFC technology for stationary
cogeneration applications, in particular residential/commercial applications. At present,
there are no commercially available systems, although intensive research is underway to
achieve this goal. Commercialization of at least the first generation of such systems
seems feasible in the short term, e.g., Plug Power’s 7000 residential fuel cell system
scheduled for mass production towards the beginning of 2002 (Plug Power LLC, 2001).
Nonetheless, considerable research is still needed to significantly improve them for a
broader, more competitive market. In fact, a review of recent public&tisimsws that
there is no general agreement for these types of applications on the most important design
features of these systems (e.g., design pressure, system size, system configuration, etc.).
Even manufacturers that are well advanced with such systems seem far from having an
integrated platform for the synthesis / design optimization of these systems. This lack of a
set of comprehensive synthesis / design tools is not particular to just fuel cells since they
are generally lacking in the development of all types of new, non-state-of-the-art energy
conversion technologies. In fact, today’s engineers are forced to rely heavily on rules-of-
thumb, individual experience and a fairly non-integrated, non-interdisciplinary approach
of basic calculations, i.e. simpleade-off analysis. In cases where optimization is
considered, partially due to the fact that new and more powerful computers have become
available and optimization tools more popular, it is seen as a straightforward
mathematical problem, which for large-scale, highly non-linear optimization problems
can be very limiting to say the least. Even significant increases in computational power
are not sufficient to offset the ever-increasing complexity of energy systems and the
ensuing synthesis / design problem. Therefore, the need for methods that permit effective

solutions of large-scale optimization problems is still an area of research, which generates

2 Note that much of on-going fuel cell research is under proprietary restrictions so that any conclusion made
here must be prefaced by this fact.
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great interest. Mufioz and von Spakovsky (2000a,b) present two general approaches to

address this need for large-scale, non-linear optimization: Local-Global Optimization
(LGO) and lterative Local Global Optimization (ILGO). A number of versions of LGO

can be found in the aerospace and thermoeconomics literature including the one
presented in Mufioz and von Spakovsky (2000a). ILGO, which in fact consists of two
versions (ILGO-A and ILGO-B), is a completely original development by Mufioz and
von Spakovsky (2000a). In the research presented here, a LGO based method is used to
resolve the complex problem of optimizing the synthesis / design of a cogeneration PEM
fuel cell system for residential / commercial applications. However the ILGO-A and

ILGO-B methods are presented and their advantages with respect to LGO discussed.

1.3 Objectives.

The goal of the work proposed for this thesis research is to demonstrate the
feasibility of using LGO for the thermoeconomic optimization of the fuel cell sub-system
(includes the stack sub-system (SS), the fuel processing sub-system (FPS), and the
thermal management sub-system (TMS)), which might be used in a fuel cell based total
energy system. This requires the development of a general thermoeconomic model for the
fuel cell sub-system, which itself is based on PEMFC technology as well as steam
reforming of methane. It furthermore requires the application of a decomposition strategy
(LGO) for dynamically optimizing each of the sub-systems’ syntheses/designs, taking
into account the optimal behavior of each sub-system at off-design as well as at its
synthesis / design point. Such a tool will enhance any integrayethesis / design
environment through a systematic and efficient selection of the best set of configurations
(syntheses) and designs which comprise a system’s synthesis/design space.

The following is a list of the major objectives envisioned:

1) Gain a fundamental understanding of how PEMFC stacks, sub-systems and
systems operate and a general comprehension of the fundamental phenomena
present in each part of the process (i.e. electrochemical conversion, fuel

processing, air delivery, stack cooling, and load management).
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2) Create the thermodynamic models for components and sub-systems and in turn

3)

4)

5)

6)

7)

describe their connectivities. Include models for off-design behavior, which will
lead to the full simulation and optimization of the system over an entire
operational cycle (i.e. four seasons).

Develop appropriate component cost functions, which relate cost to appropriate

decision (synthesis / design and operational) variables.

Apply a decomposition strategy, which permits both local/unit (i.e. component
and sub-system) and global/system (i.e. fuel cell sub-system) optimizations and

provides for an on-going communication between these levels of optimization.

Define the computational tools necessary for solving the set of mathematical

optimization problems created.

Use the models and computational tools for both optimizing the system locally
(i.e. at the component and sub-system levels) and globally (i.e. at the system

level).

Document and analyze the results for the optimal synthesis / design of the
PEMFC sub-system.



2. General Description of the PEM Fuel Cell Sub-

system and its Objectives

In this chapter, the thermal and electrical loads that the PEMFC sub-system must meet per house
or per cluster of homes are presented. A number of different configurations for the fuel cell sub-system are
presented and discussed and the most promising candidate chosen for detailed modeling and evaluation.
The final section of the chapter presents the most important concepts of sub-system technology and

operation.

2.1 Thermal and Electrical Loads

The PEM fuel cell sub-system’s ability to cogenerate is used to satisfy the
electrical and heating demands for a cluster of homes in a residential cdmppte
geographical location of the residences plays an important role in setting the loads. The
loads presented here are based on average data from northeastern US locations. The
different loads profiles shown in Figs. 2.1 and 2.2 were developed by the Gas Research
Institute and TDA Research (Gleason et al., 1999).

Since determining feasibility of the tool being developed here was of primary
interest, it was decided to simplify these profiles for summer and winter. All the loads
were, thus, characterized by only four load conditions: peak and off-peak for summer and
winter. In future work, detailed load profiles for different US locations will be
implemented. These profiles will increase the number of degrees of freedom for

synthesizing and designing a fuel cell based total energy system (i.e. significantly

! Note that this could just as well be conceived as a commercial complex provided that representative load
profiles were used.
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increase the number of operational variables during the off-design optimization). The

actual load conditions used in this work are given in Table 2.1 and were determined from
the load profiles in Figs. 2.1 and 2.2.
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Figure 2. 1:Winter electrical and thermal load profiles for locations in the northeastern
U.S. (Gleason et al., 1999).
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Figure 2. 2: Summer electrical and thermal load profiles for locations in the northeastern
U.S. (Gleason et al., 1999).
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Table 2 1: Electrical and thermal loads used in the simulation and optimization of the

PEM fuel cell sub-system.

Load conditions Electric loads per Thermal loads
house (W) per house (W).

Summer peak electric load condition. 2700 700
Winter peak heat load condition. 500 10200
Summer off-peak electric load condition 1000 500
Winter off-peak heat load condition 1600 7200

All the load conditions in Table 2.1 are considered to have equal time duration
along the lifetime of the fuel cell sub-systéniNote that the summer peak electric load
condition is taken as an average of the highest demand in summer, which gives one a
more characteristic load for a peak condition than the absolute peak. This is due to the

fact that absolute peak demand is only reach in a small period of time.

2.2 The Stationary PEMFC Sub-system for Residential Cogeneration
Applications.

There are a wide variety of PEMFC sub-system configurations for stationary
applications in the literature. The present work has focused on PEMFC technologies
coupled to the steam reforming of natural gas since this combination seems to be the
most prevalent and promising based on the literature (e.g., Jianguo, 1989).

The fuel cell sub-system, which is one of several sub-systems that comprise the

total energy systefis itself made up of four major sub-systems:

- Stack sub-system (SS).

2 The lifetime of the fuel cell sub-system is considered to be 10 years.

% The fuel cell based total energy system can be broken down into, for example, a fuel cell sub-system, a
vapor compression and/or absorption heat pump sub-system, a thermal storage sub-system, and an electric
storage sub-system. Obviously, each of these sub-systems can undergo a further breakdown as is done for
the fuel cell sub-system above.



- Fuel processing sub-system (FPS).
- Thermal management sub-system (TMS).

- Load management sub-system (LMS).

The focus here will be on the detailed modeling, simulation, and optimization of
the first two sub-systems, namely, the SS and the FPS.
Two conceptual depictions of the primary processes comprising an FPS based on

steam reforming are shown in Figs. 2.3 and 2.4. Both have proven their efficacy in

STEAM AIR INJECTION AIR BLEED
AL—; REFORMER L p| SHIFT _>l PROX L’ PEMFC
REACTOR(S) REACTOR
NATURAL
GAS BURNER l
COMBUSTION ANODE OFF-GAS (H OR REFORMATE)
AR

Figure 2. 3: Conventional fuel steam reforming sub-system with shift and PROX reactors
(Wilson et al., 1996).
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Figure 2. 4. Alternative fuel steam reforming sub-system with a perm-selective hydrogen

separator (Wilson et al., 1996).
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commercial applications for the steam reforming of natural gas (Wilson et al., 1996). The
concept shown in Fig. 2.3 is a conventional system with preferential oxidation (PROX)
and high and low temperature water-gas shift (SHIFT) reactors. Fig. 2.4 shows an
alternative concept in which reformate downstream of the reformer enters a perm-
selectivé hydrogen separation process (e.g., a pressure swing absorption (PSA) process,
a metallic membrane process, or a polymer membrane process) and is separated into H
(< 97% purity) and bi-product gases, the former continuing on to the PEMFC stack and
the latter to the combustor of the fuel reformefhe disadvantages of using metallic
membranes are that they are subject to mechanical degradation over time resulting in a
loss of performance and their cost is high, i.e. they are typically made of palladium.
Polymer membranes, on the other hand, cannot operate at the high temperatures typical
of natural gas steam reforming while limiting purities at useful recovery levels are less
than 97% using typical feed conditions (Lomax, 2001). Existing PSA systems are costly,
with system costs increasing as target purity goes up. They are also temperature limited.
For these reasons, the more conventional approach shown in Fig. 2.3 is used for the FPS
developed in this studyHowever, it should be noted that much promising research into
hydrogen separation technologies is underway and could lead to significant and important
improvements in these processes and in turn in the overall reforming process for natural

gas.

* The term “perm-selective” refers to, for example, membranes which permeate many or all substances at a
finite rate. However, the permeance of certain molecules is much higher than that of others. This difference
in permeation rate allows the more permeable constituent of a mixture to be separated from the less
permeable ones by simple diffusion. Unfortunately, this means that limiting product purity is inversely
proportional to hydrogen recovery, as the relative driving force for impurity permeation increases as the
hydrogen is withdrawn, and that the limiting purities at useful recovery levels are less than 97% using
typical feed conditions (Lomax, 2001).

® The bi-product gases consist of EGCO, HO, and possibly small amounts of,lnd CH, or other
hydrocarbons, which comprise the natural gas feed to the steam reformer. These gases are the ones
absorbed by the PSA bed and released during bed regeneration or the gases, which are selectively retarded
from diffusing at sufficiently high rates through the membrane in a metallic or polymer membrane
separation process.

® Note that even in the conventional approach, some type of final purification (perm-selective process)
might be required in order to get down to the < 10 ppm CO levels required for robust operation of the
PEMFC stack, i.e. to avoid poisoning of the catalyst in the stack.

10



jé‘l‘é? v“'wm Tech

For the conceptual FPS shown in Fig. 2.3 combined with a SS and TMS (the
LMS is not considered here), a wide range of possible detailed fuel cell sub-system
configurations exits (i.e. Fig. 2.5 in Kordesch et al. (1996) and Fig. 2.6 in Arthur D. Little
(1994)).
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Figure 2. 5: PEMFC sub-system for cogeneration presented by Kordesch et al. (1996).

The configuration depicted in Fig. 2.5 is an example of the conceptual depiction
presented in Fig. 2.3 (Reformer Reactor, Shift Reactors (High Temperature Shift (HTS)
and Low Temperature Shift (LTS)), Selective Oxidation (PROX) and PEMFC). A

11
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particular characteristic of this configuration is that the heat recovery done in the
exothermic processes of the FPS (HTS, LTS and PROX) is not used within the

configuration. Instead it offers the possibility of using this energy to couple the

configuration with other sub-systems (e.g. a vapor compression or an absorption heat
pump sub-system). The energy required by the endothermic processes in the FPS (steam

generator and steam reformer reactor) is provided by a combustor. The combustion gases,
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@ Proton Exchange Membrane Fuel Cell
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Figure 2. 6: The methane steam reforming PEMFC sub-sySfesented by Arthur D.
Little (1994).

" The number in each box indicates the stream number. The number in each circle is the component
number.
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close to atmospheric pressure, preheat and heat the methane and the reformate prior to

and in the reformer reactor and are used to provide steam for the reforming process.

In Fig. 2.6, a different concept for the PEMFC sub-system (SS and FPS) is
presented. This configuration is another example of the conceptual depiction of Fig. 2.3
but represents a different philosophy in thermal management than the configuration
shown in Fig. 2.5. In this case, the heat recovered in the exothermic processes of the FPS
is used for energy recovery purposes within the configuration. A heat exchanger located
between the HTS and the LTS preheats the combustion gases. Another example of
internal energy recovery is the fact that the reformate stream that exits the steam reformer
reactor preheats the methane stream entering the reactor. There is no heat exchanger
between the LTS and the PROX, which forces both reactors to operate at almost the
identical temperature. In order to provide heat for the endothermic processes of the FPS,
a burner is added. The combustion gases in this case are compressed and, therefore,
before being exhausted to the atmosphere, are expanded in an expander to recover part of
the energy used in the compression process. In this configuration, no source of heat,
which couples the configuration with other sub-systems, is specified.

To develop the configuration used in this study (Fig. 2.8), four key factors were

taken into account. They are as follow:

* Thermal management: An efficient fuel cell sub-system must be thermally well
integrated. Thus, the use of internal heat recovery and the selection of the
appropriate streams for satisfying the thermal load requirements is extremely
important for developing a good overall sub-system configuration. A Second Law
analysis of possible sub-system configurations can provide the basis for this type

of integration.

* Flexibility: A stationary fuel cell sub-system for residential applications must
satisfy a wide variety of loads. In summer, electrical loads may be three times as
high as the thermal loads (see Table 2.1 and Figs. 2.1 and 2.2). This situation
changes dramatically in winter when thermal loads are ten times larger than

electrical ones. It will be shown in the results given in Chapter 6 that a PEM fuel

13
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cell sub-system by itself (unless sized for this) is unable to satisfy all of these

loads. Therefore, combining the fuel cell sub-system with a vapor compression or
an absorption heat pump sub-system and possibly some thermal storage might be
necessary. Another option would be to allow a two-way connection to the utility
grid for buying and selling power. The combination of some or all of these
options constitutes the total energy systems (TESs) depicted in Fig. 2.7.
Nonetheless, even with these other options for development flexibility, the design
and operation of the fuel cell sub-system itself is important for the development of

the most efficient and economical TES.

* Reducing capital cost: Due to the basic complexity of the fuel cell sub-system and
even more so of the TES, capital cost can easily skyrocket. Thus, it is important to
avoid creating complicated heat exchanger networks when dealing with the issues

of flexibility and thermal management.
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Figure 2. 7. TES options for cogeneration in residential applications (Gunes, 2001).
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* Control: In determining the synthesis and design of the fuel cell sub-system, a

number of important control parameters must be kept within specified ranges
during operation at all off-design conditions. Appropriate consideration of
these control parameters must be given in the development of any
configuration (synthesis) and design.

Based on these four factors, the configuration shown in Fig. 2.8 was developed and
is the fuel cell sub-system configuration used in the modeling, simulation, and
optimization presented in subsequent chapters. Table 2.2 lists the components used in this
configuration. Like the configuration presented in Fig. 2.6, the configuration used in this
thesis work (Fig. 2.8) uses the heat generated in the exothermic processes (LTS, HTS and
PROX) for energy recovery purposes. This feature improves the thermal management
within the configuration and increases the efficiency of the sub-system. On the other
hand, the possibility of including a source coupling the configuration with other sub-
systems is an important feature that should be included in the configuration, therefore, a
source of heat is added by including a heat exchanger in the combustion gas stream
before it is exhausted to the atmosphere. Thus, the configuration used in this thesis work
combines the thermal management features of Fig. 2.6 while at the same time keeping the
possibility offered in Fig. 2.5 of coupling with other sub-systems.

In order to improve the flexibility of the sub-system, a heat exchanger is added
between the LTS and PROX reactor, a feature that is included as well in Fig. 2.5. In
addition, in the configuration of Fig. 2.8, the combustion gases are used to satisfy the
endothermic processes of the FPS; and as in Fig. 2.6 the combustion chamber operates
with compressed gases, which allows one to use the compressed air leaving the SS.
Finally, another important feature of Fig. 2.8 is that the anode-off gases are burned in the
combustion chamber, decreasing, therefore, the amount of additional methane that must

be burned and increasing the efficiency of the sub-system.

15
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2.3 Description of the Fuel Cell Sub-system

The following sections give a brief overview of the function of the various
components, which comprise the FPS, the SS, and the TMS.

2.3.1 Fuel Processing Sub-system (FPS)

The natural gas enters the fuel cell sub-system (at (1) in Fig. 2.8) from a natural
gas pipeline. For this thesis work, the natural gas is assumed to be 100 % methahe (CH
This assumption does not introduce significant error as is seen in Table 2.3, which
contains a number of different commercially available natural gas compositions (Farry,
1998).

The first step in the processing of fuel is methane compression to a pressure that
meets the operational requirements of the fuel cell stack. This ranges from 2 to 4 atm. It
is assumed that such a compressor (see component (1), Fig. 2.8) exhibits a design
isentropic efficiency of 0.7.

Once the methane is compressed, it is mixed with steam. This mixing process has
two primary purposes: to increase the temperature of the fuel and to promote the start of
the reforming process, i.e. conversion of the mixture to reformate which is a gas with a
high concentration of hydrogen. The mixing takes place in the mixing chamber
(component (2) of Fig. 2.8).

Component (3), the heat exchanger to the left of the steam reformer reactor, is
used to pre-heat the steam-methane mixture before entering the steam reformer reactor
since hydrogen formation is promoted at higher temperatures. Once the steam reforming
process has taken place, the same heat exchanger cools the exiting stream, initiating the
heat recovery process. This particular component is a good example of the thermal

integration, which has been applied to the present configuration.

16
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Table 2 2: Some typical compositions of natural gas (mol%) (Farry, 1998).

Non-associated gas
(independent of crude oil
production) (%)

Condensafe
(%)

Associated gas
(in conjunction with
crude oil production) (%

Carbon dioxide 0.5 2.5 1.0
Nitrogen 1.1 1.0 1.0
Methane 94.4 86.5 68
Ethane 3.1 55 15
Propane 0.5 3.0 9.0
Iso-butane 0.1 0.3 2.0
Normal-butane 0.1 0.7 3.0
Pentanes plus 0.2 0.5 1.0
Total 100 100 100

In the steam reformer reactor itself, component (4), up to 11 possible reactions
can take place between the constituents involved in the steam reforming process (Jianguo

et al., 1989). Table 2.4 lists these. However, the steam reforming process is catalytic and

uses catalysts such as Ni/Mg@l, or Ru/ZrG to significantly increase the rate of

conversion of some of the reactions (Kordesch et al., 1996). Thus, a simple kinetic

analysis leads to the conclusion that the only reactions that need be considered in the

modeling process are those given in Table 2.5 (Adelman et al., 1995).

8 Condensate means those hydrocarbons , regardless of gravity, that occur naturally in the liquid phase in

the reservoir and are produced and recovered at the well head in the liquid form.

17
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Table 2 3: Components of the configuration given in Fig. 2.8.

Component Component descriptions
numbers
1 Natural gas compressor
2 Mixer for natural gas and steam
3 Heat exchanger prior to the steam reformer reactor
4 Steam reformer reactor
5 High temperature shift reactor (HTS)
6 Heat exchanger prior to the low temperature shift reactor
7 Low temperature shift reactor (LTS)
8 Heat exchanger prior to the preferential oxidation reactor
9 Preferential oxidation reactor (PROX)
10 Heat exchanger prior to the PEMFC Stack
11 PEMFC stack
12 Water separator for the reformate stream leaving the PEMFC stack
13 Mixer for the reformate and methane entering the combustor
14 Heat exchanger providing heat to the house or to other sub-system
15 Heat exchanger providing heat to the house or for water heating
16 Heat rejection
17 Pump
18 Compressor for the air intake
19 Heat exchanger for preheating the air
20 Water injection (humidifier)
21 Expander for power recovery from the air and combustion|gas
streams

22 Water separator for the air exhaust
23 Water tank
24 Steam generator
25 Combustor
26 Mixer for the air and the combustion gases

Val Valve for the recirculation of methane

Va2 Valve for regulating the combustion gases that flow through| the

expander
Va3 Valve for the recirculation of air

18
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Figure 2. 8. Fuel cell sub-system (components are summarized in Table 2.2).
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Table 2 4: Possible reactions in the methane steam reformer reactor (Jianguo et al., 1989).

Reactions AHajgg kJ/mol
CHs+ H,O <& CO + 3K, -206.1
CO+HO & CO,+ H; +41.15
CHy + 2H,0 & CO, + 4H, -165.0
CH;+CO, » 2CO + 2B -247.3
CH;+3CO, < 4CO + 2HO -330.0
CH; & C+2H, -74.82
2CO0& C+CQO, +173.3
CO+H, < C+H)O +131.3
CO+2H, » C+2H0 +90.13
CH; +2CO® 3C +2H,0 +187.6
CH;+ CO, < 2C + 2H0 +15.3

If the steam-methane mixture ratio is sufficiently low (i.e. 1.5 moles of water per
mole of methane), carbon formation may occur (Arthur D. Little, 1994). In order to avoid
this effect, the steam-methane ratio must always be kept above 2. The steam-methane
ratio is, thus, constrained here to be equal to or greater than 2 so that carbon formation

need not be considered in the present thesis work.

Table 2 5: Reactions promoted by the catalyst in the methane steam reformer reactor
(Adelman et al., 1995).

Reactions AHazgg kJ/mol
Steam reforming Ck#+ H,O & CO + 31 -206.1
Water-gas shift CO+pD© CO, + Hy +41.15
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The next two principal components in Fig. 2.8 are the high temperature shift

(HTS) and the low temperature shift (LTS) reactors. These are packed bed reactors that
slow down the gases in the presence of a catalyst. The principal reaction taking place in
these processes, due to the relatively low temperatures present and the type of catalyst
used, is the water-gas shift reaction (see Table 2.5). Examples of commercial water-gas
shift catalysts are the chromia-promoted iron catalyst similar to the Fischer-Tropsch
catalyst (400C — 500C), the copper mixed oxide catalysts used for desulfurized feeds
(low temperatures), and the sulfided cobalt-molybdenum alloy catalysts (Newsome,
1980). The best new alternatives to these water-gas shift catalysts are ruthenium,
rhenium, and platinum (Lomax, 2001).

The HTS and the LTS reactors increase the concentration of hydrogen in the
reformate gases produced by the steam reforming reactor. After the LTS process, the
gases have a high concentration of hydrogen and a remarkable amount of water and
carbon dioxide. The amounts of methane and carbon monoxide are relatively small.
Typical concentrations (based on simulations performed in this thesis work) on a molar
basis of hydrogen and carbon monoxide entering and exiting the HTS reactor are 55%
and 10% and 60% and 4%, respectively. Those exiting the LTS are on the order of 65%
and 1%. However, at this concentration level of carbon monoxide, further conversion is
required since even a few ppm (parts per million) of carbon monoxide in the gas stream
(reformate) will adversely affect the operation of the PEMFC stack. The carbon
monoxide poisons the catalyst in the fuel cell, preventing the electrochemical reactions
that power the fuel cell.

In order to decrease carbon monoxide concentrations, additional clean-up of the
reformate is required. Thus, a preferential oxidation (PROX) reactor (component (9) in
Fig. 2.8) is used. In such a reactor, a small amount of air is injected which preferentially
combusts with the CO, converting it to GAPROX reactors usually have three catalyst
stages each provided with air injection mainfolds, which typically employ Platinum (Pt)
(Inbody et al, 1998).

There are consequences, however, to decreasing the concentration of carbon

monoxide to a few ppm in the reformate, consequences in terms of cost and lost
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efficiency in the system. For example, the hydrogen burned in the PROX process is an

important loss that could be avoided if the PEMFC were more resistant to carbon
monoxide concentrations. One way of increasing the tolerance of the PEMFC to CO
could be achieved by increasing the operational temperature of the PEMFC since the Pt
catalyst used in the stack increases its tolerance to CO as the temperature of operation
increases. Researchers are working on this issue by modifying the chemical composition
of the electrolyte. Experimental work (e.g., Honma et al., 2000; McGrath et al., 2001) has
in fact already produced some promising new directions for material development. For
example, the work by Honma et al. (2000) has produced new materials, which can
operate at 100°C without sacrificing ion conductivity in the membrane. Work by
McGrath et al. (2001) on new materials, which could operate between 120°C to 150°C
without sacrificing ion conductivity or the ability to remain hydrated, looks promising.
Not only would operation at higher stack temperatures improve stack resistance to CO
poisoning, but it could as well lead to the elimination of at least one or more of the PROX
reactor stages and to the complete elimination of the need for any perm-selective
processes.

Finally, as already mentioned above, additional clean-up stages not considered
here involve various technologies such as pressure swing absorption (PSA), metallic
membranes, and polymer membranes. Of these three processes, the
advantages/disadvantages of PSA seem to outweigh those for the other processes in terms
of product purity, hydrogen recovery, tolerance to impurities, reliability, and costs
(Lomax, 2001).

2.3.2 Stack Sub-system (SS)

23.2.1 The PEMFC Stack

There are two primary electrochemical half reactions taking place within the
electrode/catalyst layers of the PEMFC (see Fig. 2.9). Electrochemical oxidation half
reactions occur in the anode catalyst layer converting the hydrogen provided by the FPS
to hydrogen protons (H and electrons (& The positive H ions released move through
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the membrane to the cathode side of the fuel cell. The electrons produced flow through an

external load, combining with the 'Hons and @ in an electrochemical reduction half
reaction in the cathode/catalyst layer. ® provided by the air supplied to the fuel cell
stack. Liquid water, which results from the electrochemical reaction in the cathode, is

removed from the fuel cell stack with the air stream as it exits the stack.
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Figure 2. 9: General view of a fuel cell unit made up of collector plates, flow channels,
backing layers, and membrane electrode assembly (i.e. the anode/ and

cathode/catalyst layers and membrane) (Barbir, 1999).

Since the PEMFC operates at low temperature (e.g., 60 °C to 80 °C), the rate of
reaction of the electrochemical half reactions is too small and, therefore, a catalyst such

as platinum (Pt) or some alloy of platinum must be used to accelerate the process. Taking
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the platinum catalyst into account, the oxidation process, which takes place at the anode,

is expressed in the following terms (Thomas et al., 1998):
H, +2Pt - 2Pt - 2H (2.1)
2Pt-2H - 2H ™ +2e” + 2Pt (2.2)

As can be seen by the above expressions, the heterogeneous conversion takes place in
two steps. First, the hydrogen molecule bonds with the catalyst in a surface (or chemical
adsorption) reaction (Eqg. (2.1)) that increases the rate of the overall process. Second, each
hydrogen atom is desorbed from the catalyst and separated into a proton and an electron
(Eq. (2.2)). The importance of available or active catalyst area becomes apparent. This
active catalyst area, of course, is directly related to the active area of the polymer
membrane electrolyte since contact of the reaction site with the membrane is required in
order to transport the Heleased away from each reaction site.

The Pt catalyst strongly affects the oxidation taking place at the anode electrode.
It has less of an effect on the rate of the reduction reaction, taking place at the cathode
electrode. Therefore, the loading of Pt is typically higher on the cathode side by as much
as a factor of two. However, even with the higher loading, it turns out that the reduction
half reaction at the cathode is the limiting reaction for fuel cell stack operation.

A description of the physical makeup of the electrode/catalyst layers is given in
Fig. 2.4. The catalyst is spread in small particles throughout these layers as are both
membrane and electrode materials. Pathways in the polymer membrane material allow

the H' ions released to cross from the anode/catalyst layer to cathode/catalyst layer
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Figure 2. 10: Polymer electrolyte membrane with porous electrode / catalyst layers
(Thomas et al., 2000).

where the H ions combine with the @and the &, which arrive through an alternate

pathway furnished by the electrode material.
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Figure 2. 11: Chemical structure of the Nafl§rmembrane material (Thomas et al.,
2000).
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The most common membrane material used in PEMFCs is Nafidts chemical

structure is shown in Fig. 2.11.  The primary function of the membrane is to allow the
movement of H ions, while at the same time barring the movement of electropsartti
air (Oy) directly from anode to cathode or vice versa. Such movement either short-circuits

the fuel cell or ends up as a loss, i.e. a degradation in performance. Theé8€) which

form part of the Nafioh¥ material structure, provide the pathways for thé idns
through the membrane. Figure 2.12 shows a membrane as part of a MEA (membrane
electrode assembly, i.e. electrode/catalyst layers and membrane) with electrode backing
layers on both sides of the MEA. This construction along with the collector plates forms
an elemental unit that is repeated to form multiple cell stacks.

Pathwvarys to get Electrodes
acces to electrode catalyst laver
T
\H tﬁ a'_ 1
- ot
5 B
= (A%
oo I
C
P e
Sero (318 %
e BE
=0 2 ols]
. il o i r
anode electrodel MEA cathode electrodes
backing layer backing layer

Figure 2. 12: General overview of a membrane electrode assembly (MEA) and the
electrode backing layers (Thomas et al., 2000).

The performance map of a fuel cell which at a minimum includes all the elements
shown in Fig. 2.12 is characterized by what is called a family of polarization curves. A
single polarization curve relates the voltage per cell (V) with current density (Aana

given temperature, pressure, and composition of the reactant streams. Figure 2.13 gives
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an example of a polarization curve with both actual and ideal open circuit voltages
indicated as well as the regions where different types of losses (i.e. polarizations or
overpotentials) dominate. Some of the principal parameters other than materials and
geometry that influence cell performance and, thus, the shape of the polarization curve
are as follow:

» Partial pressure of the oxygen: this pressure depends on the total pressure of

operation of the PEMFC.
» Temperature of operation of the PEMFC.
* Relative humidity of the air and reformate streams entering the PEMFC: these

relative humidities should be kept within in a range of 85 to 95%.

activation concantration
polarization polarization
1.23V .
| |
~1.0W |7 ohimic losses |,'
\ i
S f
'\-\__\___\_. J.
cell potential T ]
E\H Power = Current X Potential
b
'I.II H, Consumption = Current

| | Efficiency = Cell Potential
Current density

Figure 2. 13: Polarization curve.

Within the stack, cells are electrically connected in series as is shown in Fig. 2.14.
The flow channels for the reformate and air, however, are typically set up in parallel
through the use of manifolds which distribute the reactant flows to the various cells in the

stack. This is done for reasons of performance since, in general, the more uniform the
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Figure 2. 14: Fuel cell stack with 3 MEAs plus collector plates (Thomas et al., 2000).

flow fields, the higher the performance of the stack, i.e. cell performance is determined
by the weakest point in the cell.
In the following chapters, more details about the behavior of the PEMFC are

presented along with the simulation details.

2.3.2.2 Balance of Components in the SS

The SS includes the air circuit of the fuel cell sub-system. The primary goal of the
air circuit is to provide the oxygen to the fuel cell stack. It as well plays an important role
in terms of power consumption and recovery within the SS.

Before entering the stack, the air is compressed to avoid a significant pressure
difference between the air and the hydrogen streams in the stack (see component (18) in
Fig. 2.8) and to increase the partial pressure of the oxygen. The heat exchanger and the
humidifier (components (19) and (20)) bring the air stream at the inlet of the stack to the
operating temperature (70°C — 90°C) and to a relative humidity between 85% and 95%.
Downstream of the fuel cell stack, two water separators (see components (21) and (23))
recover any liquid water in the air stream. The water typically used in the stack for

humidification and cooling is de-ionized water and an overall positive water balance is
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kept within the sub-system (i.e. the water added, produced, and recovered is greater than

the water consumed) so that no water need be added to the sub-system. At the tail end of
the air circuit, there is an expander (see component (22) in Fig. 2.8), which recovers part
of the power used in compressing the air to the stack pressure. According to the results
presented in chapter 6, the power consumed by the air compressor in a fuel cell sub-
system with a net power output of 135 kWe and an operating pressure close to 2.2 atm
could be as much as 27 kWe, almost 20% of the net power output. Less than half of this

power is usually recovered by the expander.

2.3.3 Thermal Management Sub-system (TMS).

In the operation of the fuel cell sub-system, the thermal management sub-system
(TMS) plays an important role. However, even though its operation is taken into account
in this thesis work, its detailed synthesis / design is not and instead left for future work.

With respect to its operation, it plays two separate roles within the fuel cell sub-
system. The first is that it must remove thermal energy from the SS. This energy is low-
grade (60 °C to 80 °C) thermal energy released in the PEMFC stack. It must be removed
by the TMS in order to maintain the stack’s operating temperature at a fixed value and to
ensure that the stack temperature does not exceed 80 °C plus some small delta.

The second role played by the TMS is that of cogeneration since the thermal
energy released in the stack can be recovered and used for space heating and/or hot water
in the residences. However, due to the amount and quality available, the results presented
in the final chapter of this thesis show that it is insufficient even in conjunction with
sources in the FPS to satisfy winter heating loads since the fuel cell sub-system is
designed to satisfy the electrical loads at all load conditions. This suggests that the fuel
cell sub-system must be coupled with another complementary cycle such as an absorption
heat pump to be able to fully satisfy both the heating and electrical loads of the
residences. Such heat pumps require thermal energy of sufficient quality (i.e. high
enough temperature) to be able to operate. The low-grade thermal energy of the SS is

insufficient for these purposes; and, thus, a source must be found elsewhere in the fuel
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cell sub-system, namely the waste thermal energy at 200 °C to 300 °C in the combustion

gas stream exiting the FPS (see Fig. 2.8).
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3. Modeling for Synthesis/Design and Off-Design

In this chapter, the thermodynamic, geometric, and cost component synthesis / design and off-design
models are presented and discussed. They form the basis of the fuel cell sub-system and component
optimizations presented in succeeding chapters. Only modeling details of some of the principal fuel cell
sub-system components are presented here for illustration purposes. All remaining models appear in

Appendix A.

3.1 Thermodynamic, Geometric and Cost Models of the FPS

In this section the thermodynamic, geometric, and cost models for two of the
principal components of the FPS are detailed: the steam reformer (SR) reactor and the
steam generator (SG). The SR reactor is representative of the models for all of the other
reactors of the FPS, i.e. the high temperature shift (HTS), low temperature shift (LTS),
and preferential oxidation (PROX) reactors. The SG, on the other hand, is representative
of the component modeling for the heat transfer present in most of the components of the
FPS. The modeling for both synthesis / design and off-design is presented. This section
ends with an outline of the principal features of all of the thermodynamic and geometric
models for the FPS as well as a presentation of the cost models used. Details of the

former are presented in Appendix A.

3.1.1 Thermodynamic and Geometric Model for the SR Reactor

In Chapter 2, Table 2.5 summarizes the reactions that dominate in the SR reactor
due to the presence of a catalyst. This catalyst, for example, Ni/MAkignificantly

increases the kinetic rates of reaction for inverse methanation and water-gas shift over
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those for al of the other reactions present. It is further assumed that thermodynamic

equilibrium is achieved at some point within the SR reactor so that an equilibrium
mixture of gases exits the SR. Based on this last assumption, an equilibrium model as
opposed to a kinetic rate model is chosen for the SR. As will be discussed in Chapter 6,
such an equilibrium model leads to an oversizing of the reactor component. Subsequent
work presently underway at Virginia Tech has moved to a kinetic rate based model,
which in turn will lead to a more redlistic sizing of reactor components since
thermodynamic equilibrium will be achieved at the outlet of the reactor instead of
somewhere within itsinterior.

Whether the reactor model is kinetically or equilibrium based, thermodynamic
equilibrium calculations that determine the composition of gases leaving the reactor must
be made. The overall reaction according to the reactions described in Table 2.5is

XCH, + yH,0 = aCH, +bH ,0 +cCO, +dCO +eH, (3.1)

where x and y are the number of moles entering the reactor and a, b, ¢, d, and e are the
moles of product for the equilibrium composition at the outlet conditions of the reactor.
The latter represent five unknowns whose determination requires a system of five linearly
independent equations. Three of these are formed by the three atomic balances, which
result from the overall reaction, namely,

x=a+c+d (3.2
4dx+2y=4a+2b+2e (3.3
y=b+2c+d (3.9

The two additional equations required are those based on the conditions of
thermodynamic chemical equilibrium associated with the stoichiometric equilibrium
reactions of inverse methanation and water-gas shift taking place in the SR reactor. These

thermodynamic chemical equilibrium conditions are given in general terms by

r Vi P| iglvi
KoM =T]) (—j (35)

=1 I:)o
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whereK ,(T) isthe chemical equilibrium constant at standard pressure (P.), they; are the

mole fractions of reactants or products in the stoichiometric equilibrium reactions, the

v; are the associated stoichiometric coefficients, P is the equilibrium mixture pressure,

and r the total number of reactants and products. The equilibrium constant at standard

pressure is defined as
_ARO
Kp(T)= e8¢ /RT (3.6)

where T is the equilibrium mixture temperature, R the universal gas constant, and AG°

the standard Gibbs free energy of reaction.

For the inverse methanation reaction, AG?is determined as follows:
AGOU)‘im = (hco +3hy, —hew, — tho)‘T(Sgo + 35ﬂ2 - 58H4 - Sﬂzo) (3.7)

where hy and s are the total enthalpy and the absolute entropy for the i component of

the reformate exiting the reactor. The equilibrium constant can then be determined from
Eg. (3.6) and substituted into Eq. (3.5) along with the mole fractions and stoichiometric

coefficients for this reaction to yield the following equilibrium equation:
1 .3 1+3-1-1
YcoYh P
KoMl =| Tt (;) @9
YcH, YH0 \To

In a similar fashion, the chemical equilibrium equation for the stoichiometric

equilibrium water gas-shift reaction taking place in the SR reactor is expressed as

1+1-1-1
Kp(T)\WgS _| Yo Thy (Pﬁj (3.9)
YcoYn,0 N0
where in this case the Gibbs free energy of reaction used to determine Kp(T)‘wgsiS
given by
2G|, = (o, + i, ~ oo ~h )T, +52, — st - 55.0) (310
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and again h; and s° are the total enthalpy and absolute entropy for the i™ component of

the reformate exiting the reactor.

For a given outlet SR temperature T and pressure P as well as inlet composition x
and y, the outlet composition a, b, ¢, d, and e for the SR reactor is calculated using Egs.
(3.2) through (3.10). As an illustration, Fig. 3.1 shows the results of a set of chemical
equilibrium equations for a SR reactor with an inlet steam to methane ratio of 3 and a

mixture pressure of 3 atm for arange of outlet temperatures from about 530 °C to 800 °C.
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Figure 3. 1: Equilibrium compositions at the outlet of the SR reformer reactor calculated
using the SR model above (outlet pressure 3 atm; steam to methane ratio of 3).

Thermal energy must be transferred in a heat interaction to the reactor for the reaction to
proceed and for the H, conversion rate to increase, which from the figure above can be
seen to increase with temperature. Combustion gases from an auxiliary combustor flow
counter currently to the reformate, providing the necessary thermal energy for the SR

reactor.



The SR reactor model uses the compositions calculated in Egs. (3.2) through

(3.10) together with the temperatures and pressures assumed in those calculations to
characterize the geometry and the heat transfer of the SR reactor. These temperatures,
pressures and compositions will have a different vaue for the different
environmental/load conditions in which the model of the SR reactor is evaluated (design
and three off-design conditions, see Table 2.1). The SR reactor uses the thermal energy as
a driving force for the conversion of the methane and steam mixture into reformate
(mixture of gases rich in hydrogen). The strong analogy between the behavior of the SR
reactor and the behavior of a heat exchanger suggested the possibility of applying some
of the techniques for the design of heat exchangers to the design of the SR reactor. The
model presented in this section characterizes the hesat transfer of the SR reactor at the
synthesis/design point and at off-design by the calculation of the effectiveness of the SR

reactor. The effectiveness of the SR reactor is defined as

= Q= (3.12)

Qurex

where Qg is the actual heat transfer and Q,,,, the maximum possible hesat transfer in the

SR reactor. The actua heat transfer is defined as

z niOUtIEt hioUtlet Trg;glrﬁate z nmlet hmla Trler;loe}tmate) (312)

reformate reformate

wheren, is the molar flow rate of the i component of the reformate at the outlet (n™")

inlet

or inlet (n"") of the SR reactor and h the corresponding enthalpy on a molar basis

evaluated at the outlet temperature (T2 ) and at the inlet (T2 ) of the reformate,

reformate reformate

respectively. The maximum possible heat transfer is defined in the same fashion, namely,

as

z nioutlet hioutlet Tc?)uéftgases Z n|nlet hlnlet rler;lo?mte) (313)

reformate reformate
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where the outlet molar flow rates are evaluated at the theoretical maximum temperature,

that is to say, the inlet temperature of the combustion gases (T4 ) that heat the SR

comb.gases
reactor.

The geometry of the SR reactor is calculated at the synthesis/design point and
fixed at off-design. This geometry is related to the effectiveness through the number of
transfer units (NTU) and the heat capacity ratio (C,) in the following terms (flow
arrangement relation for counter flow, Incropera and Dewitt (1990)) :

1-exp[-NTU(1-C,)]

- (3.149)
1-C, exp[-NTU(1-C,)]
where the heat capacity ratio is express as
C.
C = —mn 3.15
cc. (3.15)

and where Cin and Cax are the minimum and maximum heat capacities of the reformate
and the combustion gases in the steam reformer, Egs. (3.16) and (3.17), respectively, i.e.
(see Egs 3.16 and 3.17).

Crin =MIiN(C,, C orree) (3.16)
Crex = MaX(C s Cetormate) (3.17)
The expression to calculate the heat capacity of the reformate, C. . aes IS
Corrae = rhreforrnateci;,liforrnate + mreformtecgl,tgormte (3.18)

2
Where Mo 1S the total mass flow rate of the reformate, ¢ '\yme iS the specific heat

at constant pressure on a mass basis at the temperature and composition of the reformate

at the inlet of the SR reactor, and c,‘ﬂf‘ﬁﬁ‘mm is the specific heat at constant pressure on a
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mass basis at the temperature and composition of the reformate at the outlet of the SR

reactor. Note that the compositions and temperatures of the reformate at the inlet and
outlet of the SR reactor are sensibly different; and, therefore, the arithmetic mean of the
inlet and outlet values needs to be considered. For the heat capacity of the combustion

gases, the heat capacity is determined as follows
Ceg = MyCo.c (3.19)

where m,, is the mass flow rate of combustion gases in the SR reactor and ¢, ., the

specific heat at constant pressure on a mass basis for the combustion gases evaluated at
the arithmetic mean of the inlet and outlet temperatures of the combustion gases in the
reactor. Note that for the combustion gases the composition does not change, only the

temperature.
The number of transfer unitsis calculated as

NTU = (L;J_: (3.20)
where U and A are evaluated with respect to a counter-flow geometric arrangement.
Examples of different configurations of SR reactor tubes in a counter-flow configuration
are depicted in Figs. 3.2 aand 3.2 b. In particular the geometry chosen for this model of
the SR tubes is a single countercurrent flow configuration similar to that of Fig. 3.2 b, but
with acircular cross-section. An important advantage of the single counter current flow is

hat it is easier to control at off-design (Murray et a., 1985).
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Figure 3. 2: @) Double countercurrent-flow SR tube (Murray et a., 1985); and b) aflat
slab single countercurrent-flow SR tube (Murray et a., 1985).

Thus, the total heat transfer area A is expressed as

A= (DM )L (3.21)

where n; & isthe number of SR tubes, D, o, the tube diameter, and Lg the tube length.
Now, asto U, it is expressed as a function of the heat transfer coefficient of the

combustion gases U 4,5 and the reformate U (¢, such that
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11,1 (3.22)
U U gas U rfm
The heat transfer coefficient for the combustion gasesis defined as
k
— gas
— (3.23)
% DpgasNUgas
where Dy, gas isthe hydraulic diameter for the combustion gases given by
L @20
ANEtted
A, . Isthecross-sectional areaexpressed as
2

Avess = (0) - mf (3.25)

with & the pitch of the tubes of the SR reactor based on a triangular pitch-tube layout.
A s 1S thewetted area defined as

A =40 +TD (3.26)
Other terms in Eq. (3.23) above are k., the therma conductivity of the

combustion gases evaluated for a particular gas composition at the arithmetic mean of the

inlet and outlet gas temperatures, and the Nusselt number, Nug,g, for the combustion

gases at low Reynolds number ( Rey,s <10,000) expressed as:

NU,, = 4.562+0.85 (3.27)

Equation (3.27) is a correlation developed from data found in Table 8.3 of Incropera and
Dewitt (1990).
For turbulent flow ( Rey,s >10,000), the classic Dittus-Boelter correlation is used

and is given by
NUgas = 0.023Re) Pr e (3.29)

where the Reynolds number for the combustion gasesis defined as
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_ 10 ath asu as
Re,, =& "% (3.29)

Heas

and Py, U and . are the density, velocity and viscosity of the combustion gases,

respectively. All properties for both correlations (Egs. (3.27) and (3.28)) as well as Eq.
(3.29) are evaluated at the arithmetic mean of theinlet and outlet gas temperatures.

Now, on the reformate-side of the SR reactor, the heat transfer coefficient, U ¢y,

isexpressed as

krfm
Uim=—" 3.30
rfm DtSRNurfm ( )

where K, 1S the thermal conductivity of the reformate gases. The Nusselt number for
the reformate Nu,,, is a Leva packed-bed correlation from Adelman et a. (1995). The

correlation isasfollows:

D

NU, ¢, =1.26Re; 0> exp(—G P ] (3.31)

Dir

where D, isthe characteristic catalyst diameter and Re,, is defined in the same fashion
as Eq. (3.29), namely,

_ Iorfm Dhrfmurfm
,U rfm

All thermodynamic properties for the heat transfer coefficient on the reformate side are

Rerfm (332)

evaluated at the arithmetic mean of the inlet and outlet temperatures of the reformate,
while the values of each of these two temperatures are used for the remainder of the
calculations (e.g., for calculating the effectiveness of the reactor). The correlation used to
calculate the Nusselt number for the reformate, Eq. (3.31), applies to a number of
counter-flow configurations for SR tubes (i.e. double counter current flow (see Fig 3.2 a)
or single counter current flow (see Fig. 3.2 b). However, other assumptions made with

regards to this model make it applicable specifically to a single counter current flow
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circular tube configuration. The model described in Egs (3.1) through (3.32) is applied

at both the synthesis/design point and at off-design, the difference, of course, being that
the independent variables for one are different from those for the other during the
optimization procedure.

3.1.2 Thermodynamic and Geometric Model for the SG

The steam generator (SG) plays a strategic role within the configuration. It
provides the steam for mixing with the methane at a variable temperature and flow rate,
both of which are important parameters in the reforming process. The model of the SG is
based in a cross-flow heat exchanger configuration (see Fig. 3.3). The SG is divided into
three sub-models:

- economizer

- evaporator

- superheater

The main features of the sub-models are the characterization of the convection
heat transfer coefficients on the steam and combustion gas sides, both of which are
required for calculating the overal heat transfer coefficient.

Figure 3. 3: Example of a baffled, single-pass shell and tube heat exchanger (Liu et al.,
1998).
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The economizer heats the liquid water that enters the steam generator until

saturation is reached. The overall heat transfer coefficient for the economizer is expressed

asfollows:

heco hgas&s
The convection coefficient on the combustion gas side, hy,es, is based on a correlation
by Liuetal., (1998 ), namely,

k C 0.33 0.14
hgases — 036( avg ](Regases)O.SS( pluavg ] (luavg ] (334)
L K M

e avg

where k., tag and C, are, respectively, the average thermal conductivity, average

viscosity, and the specific heat at constant pressure of the combustion gases at the

arithmetic mean of the inlet and outlet temperatures of the combustion gases. L, is a

characteristic length of the heat exchange area available to the combustion gases and

Regasss 1S the Reynolds number of the combustion gases for a given geometry given by

G.D
Rejes =—— (3.35)
luavg

where G, isthe shell-side mass velocity and D, the equivalent diameter of the shell. The

shell side mass velocity is express as

m jases
G, =— (3.36)
A
where M., isthe mass flow rate of the gasesand A the cross flow area calculated as
A = DfB (3.37)

In this equation, 0 is the pitch, D, the diameter of the shell, C the clearance between

adjacent tubes and B the baffle spacing.
The equivalent diameter in Eq (3.35) is expressed as
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4
De:i
P

w

(3.39)

where A, is the free flow area and P, the wetted perimeter. Since a square pitch

configuration is assumed here Eq. (3.38) can be rewritten as

_ 407 -2/ 4)

De
s

(3.39)

o]

where dy isthe external tube diameter.

The convection coefficient on the water-side of the economizer, hy,, is based on
an analytical derivation of the Nusselt number for fully developed laminar flow in a
circular tube with uniform surface heat flux. Under these conditions,
NUgg, = 4.66 (3.40)

— NUgcoKeco

and  hgy r
i

(3.41)

where k., is the thermal conductivity of the water and d; is the internal diameter of the

tubes.
Now, turning to the other sub-models, the overall heat transfer coefficient for the
evaporator and the superheater are given by Egs. (3.42) and (3.43), i.e.

Uep = ﬁ (3.42)
he'vap ¥ hgm

Ugr = ﬁ (343)
Ny Ngaees

The convection coefficients on the combustion gas side of the evaporator and superheater
appearing in the above expressions are determined using the same correlation introduced
earlier, namely, Eq. (3.34). On the water side, on the other hand, the classic correlation
for fully developed turbulent flow in circular tubes is used to characterize the Nusselt

number for the superheater, i.e.
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Nug,, =0.023Re32 pr033 (3.44)

and using this expression, the convection coefficient is determined from

- Nushtr ks,htr
d

Ny (3.45)

For the evaporator, the water-side convection coefficient is determined from a

regression analysis of data found in Fig 7.3 in Liu et a. (1998) where it is tabulated as a

function of the water mass flow rate Gevap expressed in kg/m’s. The resulting equation
IS
Neep = 40.7875G,,, +441.675 (3.46)

The same model for the steam generator, Eqgs (3.33) through (3.46), is used at the
synthesis/design point and at off-design the difference again being that the independent
variables for one are different than those for the other during the optimization procedure.
Generally the same is true for all the models of the fuel cell sub-system that include
geometric parameters (SR, SG, heat exchangers and stack).

3.1.3 Outline of the Principal Features of the Thermodynamic and
Geometric Models for the FPS

In this section, an outline of the principal features of all of the thermodynamic and
geometric models for the FPS is given in Table 3.1. Further details for each component

model other than those already presented above can be found in Appendix A.
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Table 3. 1: Outline of FPS's thermodynamic and geometric models.

Components

Summary of Thermodynamic and Geometric Models

Compressor

Model consists of an energy balance and an assumed fixed isentropic
efficiency of 0.7. Psychometric calculations are included. To evaluate
the basic properties of the gas mixtures, the ideal gas mixture (Gibbs-
Dalton mixture) assumption is made.

HTSand LTS
reactors

Chemical equilibrium calculations are made at the exit temperature of
each reactor. The role of the catalyst is modeled by assuming that only
the water-gas shift reaction contributes significantly. Each reactor’s
energy balance is solved iteratively in conjunction with its chemical
equilibrium equations to determine the composition and temperature
at the outlet. To evaluate the basic properties of the gas mixtures, the
ideal gas mixture (Gibbs-Dalton mixture) assumption is made.

PROX

The model assumes that the dominant reactions are those for H, and
CO combustion. The CO and O, concentrations are assumed to be
zero at the outlet of the reactor and the overall process is assumed to
be isothermal. An energy balance is used to calculate the heat rejected.
To evaluate the basic properties of the gas mixtures, the ideal gas
mixture (Gibbs-Dalton mixture) assumption is made.

Water separators

Cdculation of the water balance in the separator is based on an
assumed efficiency for the process, i.e. 90% of the liquid water is
assumed removed.

Heat exchangers

Thermodynamic as well as geometrically based energy balances are
used. To evaluate the basic properties of the gas mixtures, the ided
gas mixture (Gibbs-Dalton mixture) assumption is made.

Combustor Energy and mass balances that calculate the exit temperature and
combustion gas composition are employed. To evaluate the basic
properties of the gas mixtures, the ideal gas mixture (Gibbs-Dalton
mixture) assumption is made.

Mixing points | To evaluate mixer exit conditions, energy and mass balances are used.

To evaluate the basic properties of the gas mixtures, the idea gas
mixture (Gibbs-Dalton mixture) assumption is made.

Steam reformer
reactor

As described in section 3.1.1. Note that each reactor’s energy balance
is solved iteratively in conjunction with its chemical equilibrium
equations to determine the composition and temperature at the outlet.
To evaluate the basic properties of the gas mixtures, the ideal gas
mixture (Gibbs-Dalton mixture) assumption is made.

Steam generator

As described in section 3.1.1.
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3.1.4 Cost Models for the FPS

The capital cost model for the FPS is based on hydrogen production, i.e.
Crps,, = f (GHZ) (3.47)

where Cgp  isthe capital cost of the FPS reforming line and Gy , the volumetric flow

rate of hydrogen produced by the FPS. This type of model instead of one based on the
geometry of the principal components involved was assumed due to the limited
information available in the open literature at the time. Currently, however, the FPS cost
model is being modified at Virginia Tech to reflect a geometric basis since new
information has become available. This model will be featured in future thesis work
along with the kinetic as opposed to equilibrium-based model mentioned earlier in
section 3.1.1.

Now, returning to the production-based model implied by Eq. (3.47), the relation
between hydrogen production and the capital cost of the FPS reformer line varies in the

open literature. Two basic relations were considered here, i.e.

» themodel based on Ogden et a. (1996) which suggests that
Crrs, =6408(G,, ) (3.48)

where the volumetric flow rate of hydrogen is expressed in millions of
standard cube meters per day and the capital cost in millions of dollars;
this cost model assumes that the cost of the PROX reactor is 20% of the
cost of the rest of the fuel processing line; thismodel isvalid for relatively
small values of H, production (i.e. 3 to 9 kmols/hr)

* the model in Jorgensen (2000) is based on data found in the literature on
steam reforming plants; this model was built for relatively large-scale
steam methane reformer plants and is given by
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Crrs = 41766 (G,,

(3.49)

where the units are the same as those given for Eq. (3.48).

The first of these two relations was chosen for the FPS reformer line cost moddl since it

better reflects the sizes of the fuel cell sub-system considered in this work. In both cases,
the capital cost of the FPS reforming line is multiplied times a cost escalation factor that
coverts the dollars calculated in Egs. (3.48) and (3.49) from 1996 year dollars to 2000
year dollars. Figure 3.4 shows the FPS reforming line cost calculated with Eq. 3.48 as a
function of the molar flow rate of hydrogen processed. Note that this is not the trend that

one would expect when geometry instead of flow rate is used to define variations in cost.
Further discussion of this point is given in the Chapter 6.

1.8

Cost FPs reforming line ($)

0.8+

0.6

g
=]
T

14}

1.2+

x 10°

6 7 8 9 10

Hydrogen processed (kmol/hr)

Figure 3. 4: Plot of FPS capital cost as afunction of volumetric flow rate™.

Another important component of the FPS cost model is the operating cost

associated with the use of natural gas. This cost was tabulated for a twelve-month period

! The cost of the FPSis extrapolated for hydrogen productions out of the range of 3 to 9 kmolsg/hr.
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based on data from the Energy Information Administration (2000%). A plot of this data

appearsin Fig. 3.5. A regression analysis of this data resulted in the following equation:
Cng = —127.24x° +396.26x° - 412.91x" +140.87x°

+5.4238x? - 2.3984x + 6.7196 (3.50)
where X = (Mot —1)/12 (3.51)

and Ny IS the number of the month in question and ¢,y the unit price of the natural

gas expressed in $/kft,

9.5

8.5

Cost $/kft3
0]
\

~

6.5

Figure 3. 5: Plot of the unit price of natural gas over atwelve-month period.

2 This datais available at www.eia.doe.gov
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3.2 Thermodynamic, Geometric and Cost Models of the SS

The main component of the stack sub-system (SS) is the PEMFC stack. The
operation of the stack determines the operation of the SS since the other SS components
play a supporting role for the stack, i.e. they ensure the correct air mass flow rates as well
as relative humidities, temperatures and pressures at the inlets and outlets of the stack.
The modeling for both synthesis / design and off-design is presented. This section ends
with an outline of the principal features of all of the thermodynamic and geometric
models for the SS as well as a presentation of the cost models used. Details of the former

are presented in Appendix A.

3.2.1 Thermodynamic and Geometric Model for the PEMFC Stack

The model of the PEMFC is alumped-parameter model. Elements of Barbir et al.

(1999) and classic equations in fuel cell design are used. The input and output model

parameters as well as a number of constants are summarized in Table 3.2.

Table 3. 2: Summary of parameters and constants for the thermodynamic and geometric

stack model.

Input parameters

Constants

Output parameters

- mass flow rate of H
entering on the anode-side

- work of the compressors
and expander of the fuel
cell sub-system (SS and
FPS combined)

- active area

- operating pressure

- operating temperature

- number of houses

molar fraction of oxygen
intheair

fuel (Hy) utilization fac-
tor

molar masses of the
reformate components
temperature rise through
the stack of the streams
atmospheric  conditions
of temperature, pressure
and relative humidity

- number of cells in the
stack

- mass flow rate of air
entering on the cathode
side

—heat reected by the
coolant of the stack
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Operation of a PEMFC stack is characterized by a polarization curve, which
shows the relationship between the current density and the voltage drop for the stack.
The polarization curve accounts for the concentration, activation, and ohmic polarizations
or losses, which occur within the stack. For more details see section 2.3.2.1. The
polarization curve used for the stack model is based on the GC tools (1998) and
represents a family of curves (see Fig. 3.6) depending on temperature and pressure and
given by the following expressions:

For J = 0.001 A/cm? and T >303.15 °K :
Vg =1.05-0.055l0g;, (1000J) —(1.064 - 0.002493T)J + 0.055l0g;4(Py ) (3.52)

For J =0.001 A/cm? and T < 303.15 °K :
Vg =1.05-0.055l09;, (1000J) —(8.966 - 0.02857)J + 0.055100:4(Po ) (3.53)

For J <0.001 A/cm?:
Vg =1+0.055l0g,0(Ps,) (3.54)

1

0.9 \ Green, 4 bar
N —— Blue, 3 bar
—— Red, 2 bar

0.8+

0.7

0.6+

Veell, (V)

0.5+

0.4+

0.3

0.2

0 0.5 1 1.5
Current density (Amps/cmz)

Figure 3. 6: Family of polarization curves for the PEMFC stack mode!.
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Here J is the current density expressed in A/cm?, V., the voltage in v/cell, and Po, the

partial pressure of oxygen in atm. Once the voltage per cell is calculated, it is corrected to

the actual voltage based on the limiting current, Joax. The expression for the actual

voltageis
_ J
Vedl agt = Ve +0.1l0g39(1-—) (3.55)
J max
where J_. =14+02 Sak __3 (3.56)
mex 101,325

and Py, isthe operating pressure for the stack.

Once the current density is known, the mole flow rate of hydrogen entering the
stack can be found using the Faradaic efficiency, which here is assumed to be 100%

(typically it varies between 95% and 100%). In equation form, thisis expressed as

_ Neait ISH
Hy = Cn—FZ (3.57)
e

where s, istheratio of actual moles of H, to the stoichiometric moles of Hy, n. the

number of moles of electrons per mole of Hy, F Faraday’s constant, and ny, the number
of cells. From the flow rate of H; entering the cell and a fixed fuel utilization factor (e.g.,
85%), the input and output flow rates of the air can be determined from the stoichiometry
and mass balances.

Finally, the rate of thermal energy rejected to the coolant in the stack, Q.. .is
found using the following expression

X X out ] in

Qstack :Welec + th _th (358)
where W, isthe electric power produced by the stack, m the mass flow rate of the i™

component, and h; the corresponding enthal py.
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3.2.2 Outline of the Principal Features of the Thermodynamic and

Geometric Models for the SS

In this section, an outline of the principal features of all of the thermodynamic and
geometric models for the SS is given in Table 3.3. Further details for each component
model other than those already presented above can be found in Appendix A.

Table 3. 3: Outline of the SS's thermodynamic and geometric models.

Components Summary of the model

Compressors and | Models consist of an energy balance and an assumed fixed isentropic
turbine efficiency of 0.7 for the compressor and 0.8 for the expander (turbine).
Psychometric calculations to evaluate the condensation of water are
included. To evaluate the basic properties of the gas mixtures, the
ideal gas mixture (Gibbs-Dalton mixture) assumption is made.

Water separators | Calculation of the water balance in the separator is based on an
assumed efficiency for the process, i.e. 90% of the liquid water is
assumed removed.

Heat exchangers | Thermodynamic as well as geometrically based energy balances are
used. To evaluate the basic properties of the gas mixtures, the ideal
gas mixture (Gibbs-Dalton mixture) assumption is made.

Mixing points The number of mixing points within the configuration is minimized in
order to avoid unnecessary irreversibilities. To evaluate mixer exit
conditions, energy and mass balances are used. To evaluate the basic
properties of the gas mixtures, the ideal gas mixture (Gibbs-Dalton
mixture) assumption is made.

PEMFC As described in section 3.2.1 the model of the PEMFC is alumped
parameter model based on Barbir et al. (1999) and classic equations
for fuel cell design. The family of polarization curvesis based on
Geyer et a. (1998).
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3.2.3 Cost Models for the SS

There are two cost functions available for the capital cost of the stack. The first
cost function is based on the data for the cost of the materials of the stack found in
Ekdunge et al. (1998) and relates the capital cost of the stack (in $) to the gross power

produced, E,_, (in kW). Thus,

Cuack = T (Egas) (3.59)
The breakdown of this function follows:

Cremtrane = 120E (3.60)
Cueroge = 3L16E ., (3.61)
Contays = 243.2E 4 (3.62)
Copolar = 825E goq (3.63)
Congpiates = 0-24E 4 (3.64)
C pasictrame = 0-105E g (3.65)
Cuack = Cremprane * Catacoce + Ceaays + Coipoar + Cencptates + C pastictrame =1219.7E g (3.66)

Where Cmerane ’ Celectrode ’ Ccatalya ' CbipoIaJr ' Cendplates and Cplasticframe are the Capltal cost Of the

membrane, electrodes, catalyst, bipolar plates, end plates and plastic frames, respectively.
A cost escalation factor of 1.042 was applied to EqQ. (3.66) in order to change 1998 year
dollar to 2000 year dollars.

A second function for calculating the capital cost of the stack (in $) was built asa

function of the active area, Ay, (in m?); the number of cells, n ,; and the number of

stacks manufactured per year (nunits). This cost function is an extrapolation of data found
in Od et al. (1997). Thus,

Caaoe = T (Noasr Aucts M) (3.67)
The breakdown of this function follows:

Cyea = (0.00777A,, +0.0616)n (3.68)
Chipor = (0.0013841A,, +0.154)n (3.69)
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Coooing = (0.000692A,, +0.154)Nn,,, (3.70)
C,., =124.48 (3.71)
Cosryy = (15.4+0.17325n ) (3.72)

where C,, isthe capital cost of the membrane electrode assemblies; C,,;,, the capita

cost associated with the cooling system in the stack; C_, is the capital cost of the
endplates, plastic insulators, current collectors, plastic housing, and the tie bolts; and

C.cemny the part of the capital cost associated with assembly. Before adding all the capital

cost terms together, it is necessary to scale the data since it is based on the manufacture of
500,000 stack units per year. The scale factor applied is

_ 500,.000 (373)
units
so that the capital cost of the stack becomes
Cstack = y(CMEA + Cbipolar + Ccooling + Crrix + Casserrbly) (374)

As with Eq. (4.66), a cost escalation factor of 1.058 is applied to Eqg. (3.74) in
order to change 1997 year dollars to 2000 year dollars. In Table 3.4 some of the capital
costs of the stack predicted with Eq. (3.74) is summarized as a function of the active area,
number of cells, and number of units manufactured. The data provided in Table 3.4
shows how for a given value of the number of units manufactured, the price of the stack
predicted by Eq. (3.74) for various combinations of active area and number of cells and a
gross power output of 126 kWe® compares well with the cost predicted by Eq. (3.66) for
an active area of about 500 cm?, i.e. the average value for the range of active areas
considered (400 to 600 cm?). For this reason 1482 units was chosen as the reference
number of units manufactured. The results given in Chapter 6, nonetheless include a
sensitivity study of the influence of this parameter on the synthesis/design optimization

of the fuel cell sub-system.

% The average gross power produced over the entire environmental/profile for the optimum synthesis/design
of the fuel cell sub-system for 50 residences is close 100 kWe, with a peak electric gross power of 149
kWe.
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Table 3. 4: Capital cost in $/ kWe predicted by Eq. (3.74) and Eq. (3.66) for various

combinations of the active area and number of cells and a gross power output

of 126kWe.

Units

Active area (cm?)

Number of cells | Capital cost Capital cost

(Eq.(3.74)) (Eqg.(3.66))
1482 500 539 $ 154,430 $ 153,669
1482 550 490 $ 144,940 $ 153,669
1482 600 449 $ 137,000 $ 153,669
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4. Decomposition for the Large-Scale Optimization of

Energy System Synthesis/Design

The case is made for the need of decomposition in the large-scale optimization of energy system
synthesis/design. The problem in its full complexity is defined as a dynamic, non-linear, mixed, integer-
programming problem. A brief introduction to the two types of decomposition, i.e. time decomposition and
physical decomposition, is presented. Specific solution approaches to the latter, namely Local-Global
optimization (LGO) and Iterative Local-Global Optimization (ILGO) are outlined. These presentations set
the theoretical foundation for the work given in Chapters 5 and 6. For a deeper understanding of the
concepts presented in this chapter, the reader is referred to the work by Mufioz and von Spakovsky
(2000a,b,c,d,; 2001a,b).

4.1 The Dynamic, Nonlinear Mixed Integer Programming Problem

The synthesis/design optimization of the fuel cell sub-system and by extension the
total energy system (TES) is a nonlinear mixed integer optimization problem with
equality and inequality constraints. In general terms, thisis expressed as

Minimize f(X,V) (4.1)

w.rt X,y

subject to H(x,y)=0 (4.2)
G(X,¥)<0 (4.3)

where f(X,y) represents the figure of merit or objective of the optimization®;

H (%, V) =0 the set of equality constraints which represent, for example, mass and energy

Y In the field of thermoeconomicsthisisthe total cost of the system.
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balances as well as performance constraints which the fuel cell subsystem must obey

(e.g., the equations presented in sections 3.1 and 3.2 of chapter 3); G(X, y) <0 the set of

inequality constraints which, for example, represent any physical limits to which the fuel
cell sub-system must conform; and X the set of independent synthesis/design variables
(degrees of freedom) and y the set of operational variables that minimize f (X, V)?

Examples of synthesis/design and operational variables are shown on Fig. 4.1 below for

the nonlinear mixed integer programming problem associated with TESs.

The vectors of equality and inequality constraints Hand G, respectively, are
composed of sub-vectors h and @, each of which mathematically describes phenomena
usually within the realm of a particular discipline (e.g., thermodynamics, aerodynamics,

etc.). H iswritten in terms of its sub-vectors as

h(x,y)
) h(9)|
H(X,y)=<h.(X.y):=0
(X, y) h(x y) (4.4)
My (%, 9)
whilethe vector G is expressed as
d,(X,Y)
d,(X,Y)
G(X,Y) ={G,(%,y) <0
(X,Y) 93(>.< ) (45)
d, (X, Y)

In the case of energy systems, H and G represent the thermodynamic, geometric and/or
cost models of the system which in our case are for the FPS, SS and TMS that comprise
the fuel cell sub-system. These models are described in Chapter 3 and in Appendix A.

2 Note that the objective or figure of merit of the system could be expressed as the sum of the objectives of
the different sub-systems that form the system. This fact will be discussed in more detail in the following
sections.
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Figure 4. 1. Dynamic Mixed Integer Non-linear Programming (MINLP) Problem.

The general mixed integer non-linear programming (MINLP) problem for TESs
and by implication for other dynamic, complex energy systems is depicted in Fig. 4.1.
As is shown here, the MINLP can be a highly complex problem which may not just be
difficult to solve but may in fact be impossible to solve given the usual techniques of
applied optimization. The complexity arises by virtue of the fact that a large number of
degrees of freedom (both synthesis/design and operational variables) might be involved
due to a desire to simultaneously optimize not only at a system level but at a detailed
component/sub-system level. The complexity also arises because of detailed load
profiles, of highly non-linear models, and of a mix of discrete and continuous variables.
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One option is to simplify the MINLP problem greatly by, for example, reducing the

number of independent variables, considering only a single instant in time (i.e. only part
of the load profile) or perhaps even linearizing certain or all the aspects of the problem.
The drawback, of course, to any of these measures is a loss of information, which may in
fact not be necessary if the problem can be decomposed into a set of smaller problems,
the solution to which closely approximates the solution to the combined problem.

The types of decomposition considered here are time decomposition and physical
decomposition and two different solution approaches for the latter, i.e. Local-Globa
Optimization (LGO) and Iterative Local-Global Optimization (ILGO), based on the work
by Mufioz and von Spakovsky (2000 ab,c,d; 2001 ab). Both LGO and ILGO are
explained in some detail in the following sections. However, the next section begins with

adescription of time decomposition,

4.2 Time decomposition

Most if not all energy systems must meet a set of loads (e.g., electricity and heat)
under avarying set of environmental conditions (e.g., ambient temperature and pressure).
Thus, the synthesis/design optimization of the system must be done in such away that the
system is able to meet the most stringent load(s) and set of conditions as well as al other
loads and conditions in the most efficient or cost effective manner. However, considering
al load points simultaneously, especialy for a very detailed load profile over a long
period of time, further complicates an aready complex problem. Time decomposition
surmounts this particular difficulty by decomposing the time variant features of
synthesis/design into the synthesis/design at the most stringent load point followed by
that at all other load points and conditions, i.e. a set including the optimum and a number
of near optimum synthesis/designs at the most stringent load point are evaluated at all
other load points in order to determine the optimal synthesis/design at all points®. The

% Obviously, time decomposition makes the assumption that the global optimum found in this way
approximates what would be found without time decomposition. This is an assumption made on physical
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most stringent time segment (i.e. load point and set of environmental conditions) depends

on the purpose of the system. In particular, in a cogeneration system the most stringent
time segment would be the one with the peak electrical demand or that with the peak
heating demand. The synthesis/design of the system is initialy optimized with respect to
this particular point that mathematically and on a thermoeconomic (thermodynamic and

economic) basisis expressed in the following terms:

m

Minimize Cgyg, = Ki kR j D‘} +> CP (4.6)
i=1 design

i=1

Wrte Xgesgn = (X1 Xovo Xeod qesgn Vaesign 4 Vs Y2+ Vb esian (4.6.1)
subject to
[H]dﬁign =0 (4.6.2)
6] 4y <0

where 71 isthe length of time considered for al time segments and m the number of units

(sub-systems or components) in the system. The subscript “design” is short for
“synthesis/design”. C! isthe capital cost for each component and R and k; represent the
rate of consumption and unit cost of the i™ resource, respectively.

and Y, “that result in the global

design

The combinations of values of the vectors X

design

plus a set of near global minimum values of the objective C (synthesis/design total

design

cost) are then used to minimize the total cost C; over the entire load/environmental

profile, i.e.

not mathematical reasoning, a discussion of which is beyond the scope of this thesis work. However, even
if in certain cases this assumption is not true, the likelihood of a good solution is high (Mufioz and von
Spakovsky, 2001 a,b).

* Note that for decomposition, the Xand Y notation (Eq. 4.1) has been changed to )Z and V with

associated )Zi and V, representing the independent and dependent variable vectors for each unit of the
physical decomposition discussed later in this chapter.
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Minimize C,, :i(i kR At +Zm:Ci”ﬁ‘”‘e”e”°e (4.7)
EANET i=1
wrt ¥, =V, Y ) j=Lt-1 4.7.1)
subject to
(A e =0 4.7.2)
[é] off —design < 6
X = X gogqn =0 (4.7.3)

Thus, Problem (4.7) is repeated for each promising solution of the synthesis/design
problem (Problem (4.6)). The first term in Eq. (4.7) is used to evauate the remaining
(off-design) time segments of the load/environmental profile, while the second term in
Eq. (4.7) accounts for the maintenance costs which vary from one time segment to the

next. The solution to Problem (4.7) results effectively in a set of optimal control or
operational variable values \71 for each time segment and an optimal total cost C; for

each promising solution from which the final synthesis/design for the system is chosen,

i.e

C'I*' = C;esign + C:)per (48)

where

Coesen = [(Zki R*jmt} +2.cr (481)
i=1 design i=1

and Eq. (4.8) isvalid for each promising solution.

As mentioned earlier, time decomposition transforms the overall time-dependent
problem of synthesis/design into two separate but linked problems (Problems (4.6) and
(4.7). In particular, it decomposes a problem with d+ot variables (d design variables, o
operational variables, and t time segments) into two smaller problems of d+o and o(t-1)
variables, respectively. However, as a trade-off for reducing the number of variables

which must be handled by any one problem, the expense of possibly having to carry out
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the optimization represented by Problem (4.7) for several possible promising solutions,

i.e. those chosen in the synthesis/design optimization (Problem (4.6)), arises. In adition,
even with time decomposition, further decomposition for a very complex problem of
synthesis/design optimization may be needed. Thus, physical decomposition is

considered next.

4.3 Physical Decomposition

Most energy systems can be decomposed into a set of units (sub-systems and/or
components), each of which must have a clearly defined set of feedback or coupling
functions with the other units of the system. Such a physical decomposition reduces the
overall system optimization problem of synthesis/design into a number of unit
optimization sub-problems. Two main approaches to physical (unit) decomposition are
presented in this section. The first is the Local-Globa Optimization (LGO) approach and
the second the Iterative Loca-Global Optimization (ILGO) approach found in Mufioz
and von Spakovsky (2000 a,b,c,d; 2001 a,b).

4.3.1 Decomposition with the LGO Approach

LGO approach gets its name from the fact that two levels of optimization instead
of one are used. At the local or unit level, an optimization for each unit and each set of
values of the coupling functions between units (disciplines) is carried out. These
optimum results are then used at a global or system level at which the system
synthesis/design is optimized with respect to the coupling functions values.

In order to get a better understanding of the LGO approach, let us consider the following
optimization problem applied to the system decomposed into two units shown in Fig 4.2,

i.e
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Figure 4. 2: Physical decomposition of a 2-unit system.

Minimize
C = kR (Z,.Up(Z1. Z,) Un(Z0,Z,) )+ KoR, (25U (20, 2,) e (21, 2,) 4.9)

w.rt. Z,,7Z,

subject to the primary constraints

H:{@}:é (4.9.1)

hy

é=[@}s6 (4.9.2)
Jd2

and to the additional (secondary) constraints
u,(Z,,Z,)-€é=0 (4.9.3)
u21(zl’ z2) -4 =0 (4.9.4)

where Ry and R, are the resources used by units 1 and 2, respectively, k; and k; their

respective unit costs, and Z; and Z, the set of independent variables for each unit used in
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the optimization of the system. Constraints (4.9.3) and (4.9.4) require that the coupling

functions take on values of ¢ and ¢ such that

u <{f<u (4.9.5)

12 max 12min

Ui S W S Upy (4.9.6)

The cost of operating each unit is clearly identified in Problem (4.9). The
contribution of each unit to the overall objective C is a function of the variables of each

unit and the values & and ¢ of the coupling functions. Therefore, for a given set of
values & and ¢ of the coupling functions, Problem (4.9) can easily be decomposed into

two sub-problems, one for each of the units, i.e.

Sub-problem 1:
Minimize  C, =kR(Z,.&.y) (4.10)

w.rt. Z,
subject to h =0 (4.10.1)
g, <0 (4.10.2)

Sub-problem 2:
Minimize  C, = koRy(Z,..00) (4.12)

w.rt. Z,
subject to h, =0 (4.11.1)
g, <0 (4.11.2)

where for purposes of simplification it has been assumed that the capital cost are zero.
Thus, Problem (4.9) is effectively reduced to two smaller problems (Problems (4.10) and
(4.11)) by physical decomposition. Problems (4.10) and (4.11) have to be solved severa



times for different values of ¢ and ¢ of the coupling functions u,, and u,,. The values

selected for the coupling functions must be included within the limits expressed by Egs.
(4.9.5) and (4.9.6). It is assumed in using LGO that it is possible to find different sets of

values for the independent variable vectors Z; and Z, which correspond to particular

values ¢ and ¢ of u, and u,, .

The results for sub-problems 1 and 2 are a set of optimum values for each

objective as afunction of the coupling functions such that
c; =min(kR(Z,.&.0)) (4.12)
c, =min(k,R,(Z,.&.0) (4.13)

Equations (4.12) and (4.13) imply that there exists a set of unit optimum independent

variable vectors Z; and Z, that satisfy
C = klRl(Z{ ,5,411) (4.14)
and Cj = k,R,(Z5,.0) (4.15)

for each set of values ¢ and ¢ of the coupling functions u,, and u,, . Graphicaly thisis
shown in Fig. 4.3 where each local or unit optimum of the local objectives C; and C; are
plotted as a function of the coupling functionsu,, and u,,. Infact, every point of C,and
C', versus u,, and u, represents a local or unit optimum. When these two surfaces
(unit-level ORSs) are combined, they form what is called the system-level Optimum
Response Surface (system-level ORS)® for the system as a whole (see Fig. 4.3). The
system-level ORS defines the global or system-level problem given by

® For a system with more than two coupling functions, the ORS s in fact a hyper-surface.
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Figure 4. 3: Local (unit) and global (system) optimizations.
Minimize C* = kR, (&,¢0) + ko Ry (£, ¢0) (4.16)
w.rt. &, ¢
subject to
$- U mex
- -¢t+u, . -
G= ¢ Uiy <0 (4.16.1)
Y = Uy e
- w + u21min

This system-level optimization problem consists of finding the optimum values of the

coupling functions that minimize the global or system-level objective. At the system-

level, the independent variable vectors Z, and Z, of each unit do not appear. This is
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because of the assumption made earlier that there are a unique set of local or unit

optimum values Z; and Z, for every combination of & and ¢ .

The LGO technique has the advantage of breaking a large problem into smaller
sub-problems that can be solved simultaneously. The drawback is the computational
burden that this approach has for large, complex systems since each sub-problem must be
solved independently many times in order to generate the ORS. This is further
compounded by the need for heuristic agorithms to deal with a mix of real and integer
variables in the optimization and by the use of computationaly expensive (unit)
analyzers. To circumvent these drawbacks Mufioz and von Spakovsky (2000 ab,c,d;
2001 a,b) develpoped the Iterative Local-Global Optimization (ILGO) approach. There
are two complementary versions of this approach: ILGO-A and ILGO-B. Both are
presented in the following sections. However, before proceeding, the algorithm for LGO

is summarized as follows:
1- Identify the independent variable vectors (Z, and Z,) and the coupling
functions (u,, and u,, ).

2- Define and solve the unit-level optimization problems (Problems (4.10) and

(4.12)) for different values of ¢ and ¢ of the coupling functions u,, and u,,

and find a set of local or unit optimum values Z; and Z, for every
combination of & and .

3- Define and solve the system-level optimization problem (Problem (4.16)).

4.4 lterative Local-Global Optimization (ILGO) Approach.

In addition to not having the drawbacks outlined in the previous section for LGO,
the ILGO decomposition strategy makes possible the decentralized, integrated
synthesis/design optimization of systems by allowing multiple platforms and software
tools as well as geographically dispersed and discipline diverse teams of engineers to
effectively interact both at the unit (local) and the system (global) levels. This
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decomposition approach is an advance over other decomposition approaches in the
literature (i.e. LGO) in that it

» ¢diminates the nested optimizations required in standard local-global
decomposition approaches;

* uses an intelligent search based on shadow prices to effectively search the
system-level Optimum Response Surface(s) - ORS(s) without having to
actually generate the ORS(Ss);

e assures consistency between all local objectives and the system-level
objective;

 introduces no constraint inconsistencies from one sub-problem to another;

* is conducive to the paralelization of the various sub-problem

optimizations.

In the following sections, two variations of the ILGO approach (ILGO-A and
ILGO-B) are presented. Even though as with the LGO approach the presentation is only
given for a two unit system, both approaches are completely general and applicable to
any multiple unit system. In addition, they are applicable whether or not a system is

hierarchical® or non-hierarchical.

4.4.1 Version A of the Iterative Local-Global Optimization (ILGO-A)
Approach .

Version A of the Iterative Local-Global Optimization (ILGO-A) approach simplifies
the process of LGO by eliminating the need to create the ORSs. In particular, for the two-
unit system of Fig. 4.2, the same two sub-problems as before (Problems (4.12) and

(4.13)) are solved for particular values &, and ¢, of the coupling functions u,, and u,, ,

i.e

® Hierarchical, al the components flow from a principal component.
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Sub-problem 1:
Minimize C; = kiRi(Z; .&o.t0) 4.17)
w.rt. Z,
subjectto  h, =0 (4.17.1)
g, <0 (4.17.2)
Sub-problem 2:
Minimize C, = koRy(Z, 80,0 (4.18)
w.rt. Z,
subjectto h, =0 (4.18.1)
g,<0 (4.18.2)

The optimization progresses by selecting a new combination of valuesé and ¢
for the coupling functions that guarantees an improved restricted optimum system-level
solution”. This selection is done intelligently by studying the local behavior of the
system-level ORS. The process is guided by the partia derivatives of the local or unit
objective functions with respect to a set of values for the coupling functions. For

example, an initial set of values ¢, and ¢, are selected for Problems (4.17) and (4.18).
The resulting restricted values for the optimum solutions are (Cl )o and (C;)O with

corresponding independent variable vectors (21 )0 and (Z;_)O. At this point, only one

point of the system-level ORS is known. In order to find the next, a first order Taylor

series expansion of each of the restricted optimum solutions is performed. The terms in

" The term ‘restricted’ refers to the fact that even though each point on the system-level ORS represents a
system-level optimum constructed from a set of local or unit optimums, each point as an optimum is

restricted to a given set of values ¢ and {J of the coupling functions. Of course the set of restricted
system-level optimums contains the global optimum sought.

69



j"ﬁf Wi "ﬂ Tech

these expansions are, thus, linear with small deviations Au,, and Au,, about ¢, and ¢, .

In equation form,

. . oC’ oC,

C. =|C/)] +| /2| Au,, +| —> | Au 4.19
L=(el, (auml . (auzjo . (419
. oC; oC,

C,=IC)) + 21 Au, +| —— | Au 4.20

C
Uo1 Uo1
wslCh)  up Upo

.&.(),)

Figure 4. 4. Initia restricted unit or local optimum points used in the construction of the
system-level ORS and in the Taylor series expansions about the point for unit
1 and that for unit 2.

As shown in Fig. 4.4 for unit one, partial derivatives, which are in fact “shadow

prices’®, are evaluated at the optimum value C, of the objective for sub-problem 1 based

on the choice of ¢, and ¢, for u, and u,,, respectively. These partial derivatives or

8 “shadow prices’ isatype of “marginal cost” since it represents the marginal cost associated with marginal
changesin aunit or local objectives optimum value with respect to marginal changesin the value of an
associated coupling function.

70



Wimpiaia

j"ﬁé‘? (7

shadow prices are in fact the slopes of the surface shown in Fig. 4.4 in the u,, and u,,

directions. Similarly, for sub-problem 2, a set of shadow prices, i.e. slopes, of the surface

forunit 2 at ¢, and ¢, can be found.
Depending on the sign and absolute value of the partial derivatives or shadow

prices for units 1 and 2, an improved restricted optimum value of the system-level

objective given by

c =(c;), +(cs), | 252+ 95| uy, +| X2 4 %0 A, (421)
ou, Odu, . ou,, 0du,, .

can be obtained by changing the values of the coupling functions in the directions and
with the magnitudes indicated by the shadow prices. Equation (4.21) is obviously a
construction of the restricted optimum local objectives, Egs (4.19) and (4.20), and
furthermore represents the restricted system-level optimum point which appears on the
ORS for the system-level optimization given in Fig. 4.5. Thus, an iterative procedure
called ILGO-A is established where by starting with random values of the coupling
functions, new values for these functions (£, and ¢/,) are selected based on the slopes.

ILGO-A, therefore, moves intelligently using the shadow prices towards global system-
level optimum without having to actually create the ORS in Fig. 4.5 or any of the local

(I/ID, & CD])

Figure 4. 5: The restricted system-level optimum point on the system-level ORS for the

initial values é, and ¢, .
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surfaces shown in Fig. 4.4. This and the fact that no nested optimizations of local within
the global are required prove to be major advantages of ILGO-A over LGO.

4.4.2 Version B of the Iterative Local-Global Optimization (ILGO-B)

The feasibility of the ILGO-A approach presented in the previous section is based

on the existence of a set of vectors Z; and Z, for each set of values & and ¢ that
minimize equations (4.17) and (4.18) and satisfy the unit constraints. However, this
assumption, that every combination of ¢ and ¢ leads to afeasible solution, may not be
warranted for some systems. In fact, it is possible that the ILGO-A approach may point
towards simultaneous increases in u,, and u,,, which due to the characteristics of the
unitsis not physically possible. For such cases, Mufioz and von Spakovsky (2000 a,b,c,d;
2001 a,b) propose an aternative version of ILGO-A caled ILGO-B. The latter redefines
the local or unit objectives so that each sub-problem is formulated as follows:
Sub-problem 1°%;

. . ; oC,
Minimize C, =C, + (C2 )0 +[6C2J Au,” +(a 2 J Au,,® (4.22)

Uy Uy o

w.r.t. Z, and subject to the same constraints asin problem (4.17)

Sub-problem 2:

. * : oC;
Minimize C, =C, +(C;), +[£J Au,® + (a—lJ Au,,® (4.23)

Uy J, Uz o

w.r.t. 22 and subject to the same constraints as in problem (4.18). Variations in the

coupling functions are given by

° Note that this problem is the minimization of cost in unit 1 plus the projected change in cost in the rest of
the system (in this case, unit 2) as a consequence of the variation of the local independent variables.
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pu, =22 07 402 pg = M pz Ly Mo g (4.24)
07, o7, =07, ~97,,

pu, =apg 1 Mapg =30 py 5 Ma g (4.25)
azl azz =0 i1 =0 i2

Note that in Egs. (4.22) and (4.23), the superscripts (1) and (2) indicate the fact that
the variations in the coupling functions given by Egs. (4.24) and (4.25) are caused by

changes in the unit or local independent variables specific to the unit being optimized,
i.e.Z, for unit 1 and Z, for unit 2. Thus, Au,"”, for example, is that part of Au,,

pertaining to changes in up, due to Z,. It is important to note that sub-problems (4.22)

and (4.23) are not strictly speaking local problems because they include part of the

objective functions of other units. The above sub-problems, however, have the advantage
that only values of the independent variables close to (21 )O and (Z;)O, which lead to

feasible solutions, are allowed to participate in the optimization, thus, circumventing the
physically infeasible solutions which the ILGO-A approach could produce in its search
for the global optimum.

The agorithm for versions A and B of the ILGO approach as given in Mufioz and
von Spakovsky (2000 a,b,c,d; 2001 a,b) isasfollows:

1- Obtain aninitial point of the optimum response surface with u;; and uj; equal to &,
and ¢, by solving the optimization sub-problems (ILGO-A and -B).

2- Calculate the partial derivatives (shadow prices) of the restricted optimum values
of the local objective functions C; and C, with respect to & and ¢ (ILGO-A
and -B).

3- For ILGO-A , update the values of ¢ and ¢ based on

_(£). —a] %S
(go)new - (Eo )old a[ 05 ]0 (426)
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- _ [ 9C
@6 )ren = @0 a( awl (4.27)

where the partial derivatives of the Egs. (4.26) and (4.27) are selected in order to
decrease the total system-level objective (Eq. (4.21)).

For ILGO-B, estimate the maximum allowable values of Au; and Au,*°. If no

information is available, assume that the partial derivatives are constant over most
of the optimum response surface.

4- For ILGO-A, once the value of the coupling functions have been updated, steps 1
through 3 are repeated until no improvement in the unit optimizations is achieved
or until the coupling functions have reached the minimum allowable values.

For ILGO-B, the unit-based system optimization Problems (4.22) and (4.23) are
defined and solved subject to the additional constraint that the values of the
increment have to be constrained by a maximum.

5 Findly, for ILGO-B, the solutions from the previous step are used to update

(Z* )0, (Z;)O and & and ¢,. Repeat the procedure until no improvement is

achieved or until the coupling functions have reached the minimum allowable

values.

19 Note that the values of the coupling function could be limited by physical constraints within the system.
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5.0 Optimization Strategy

In this chapter, the LGO synthesis/design optimization strategy outlined in the previous chapter is
applied to the fuel cell sub-system of Fig. 2.8. This application as well as the coupled off-design procedure

are explained in detail. Both physical and time decomposition are used for this application.

5.1 Definition of the Synthesis/Design Optimization Problem Using Time

Decomposition

As indicated in Chapter 2, the load/environmental profiles of Fig. 2.1 and 2.2 are
simplified into the four time segments for winter and summer given in Table 2.1. These
time segments are characterized by particular electric and heat load conditions (see Table

2.1) aswell asthe environmental conditions givenin Table 5.1 below.

Table 5. 1: Environmental conditions used in the modeling, simulation, and optimization
of the PEM fudl cell sub-system.

L oad conditions Atmospheric Atmospheric
Pressure (Pa) Temperature (°C).
Summer peak electric load condition 101325 25
Winter peak head load condition 101325 5
Summer off-peak electric load condition 101325 25
Winter off-peak head load condition 101325 5
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From these four time segments, one was selected for determining the set of best

(including the global optimum) feasible synthesis/design solutions which are then further
evaluated optimally with respect to the other time segments in order to determine the
final optimal synthesis/design solution. The particular load/environmental values of this
so-caled synthesisg/design time segment are used to define the synthesis/design
optimization problem. As was explained in Chapter 4, the criterium used in order to
choose the synthesis/design point (time segment) is the one with the most stringent
electrical load conditions, since the principal product of the fuel cell sub-system is
electricity and not heat. The most stringent or demanding time segment is, thus, the peak
electric load condition for summer. Synthesizing and designing with respect to this load
condition guaranties that all electrical loads over the entire environmental/load profile
will be met by the fuel cell sub-system. Therefore, in the context of the time
decomposition, the system-level synthesis/design optimization problem for the fuel cell
sub-system configuration given in Fig. 2.8 is defined with respect to the summer peak
load condition, i.e.

Minimize Cyr = (Kins R )7 + Cs + Cis (5.1)
Wt X gesgn
subject to
[ |gein =0 (5.1.1)
16 s <0 (5.1.2)

where Cgesign 1S the synthesis/design total cost which consists of three components. The

first is the cost of the fuel (methane) given by the cost of methane per unit volume of
fuel, ke the volumetric flow rate of fuel consumed, Rfue, ; and the length of time of all
time segments, 1. The second component of the total cost is Css which is the capital cost

of the stack sub-system (SS) while the third component, Ceps, is the capital cost of the

fuel processing sub-system (FPS). The total cost or objective function is minimized with

respect to the set of independent variables X for the synthesis/design problem. This

design
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problem is subject to a set of equality and inequality constraints (Egs. (5.1.1) and (5.1.2))

represented by the various thermodynamic and cost models presented earlier as well as
by any physical limitationsimposed on the fuel cell sub-system.

Once a set of “best” feasible synthesis/design solutions are determined for
Problem (5.1), off-design conditions are taken into account by optimizing this set of
‘best’” solutions over the remaining environmental/load profile. This off-design or

operational optimization problem is defined as follows:

Minimize Cope = 3 (Ko R ~KaseEame ), A, (5.2)
J
W.rt Yoo
subject to
H e =0 (5.2.1)
G|,e <0 (5.2.2)
X" = X desgn =0 (5.2.3)

where Coper IS the operational cost over the off-design conditions (j = summer off-pesak,
winter peak, winter off-peak). For every time segment (At;), there are two contributions to
the objective function. The first is the cost of the methane consumed during the time

segment. The second is the possibility of selling electricity E_,, to the grid at a particular

unit price kge. The problem is subject to the equality and inequality constraints Egs.
(5.2.1) and (5.2.2) imposed by the thermodynamic models for off-design, An additional

constraint to the problem is the fact that solutions to the synthesis/design problem

(Problem (5.1)) fix the values of the synthesis/design variables X Constraint Eq.

design *
(5.2.3) ensures that these variables are held constant during the off-design optimization.
Once solutions are found to Problems (5.1) and (5.2), the optimal solution

emerges as the minimum of the total cost given by
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CI' = Ctljaign + Coper (53)

where Cyeg, = (kfuel R )Atdesign +Css +Crps (53.1)

In the following sections, the synthesis/design optimization problem (Problem
(5.1)) as well as the operational or off-design optimization problem (Problem (5.2)) for
the fuel cell sub-system are explained in detail in the context of physical decomposition

using the LGO approach described in Chapter 4.

5.2 Synthesis/Design Optimization Problem Using Physical Decomposition

5.2.1 Physical (Unit) Decomposition of the Fuel Cell Sub-system

In order to simplify the synthesis/design optimization problem, the fuel cell sub-

system is decomposed into four major sub-systems, i.e.

- stack sub-system (SS)

- fuel processing sub-system (FPS)

- therma management sub-system (TMYS)
- load management sub-system (LMYS).

As indicated in Chapter 2, for purposes of this thesis work, the synthesis/design
optimization problem for the fuel cell sub-system will be solved taking into account only
the detailed modeling and simulation of the SS and the FPS. The decomposition of the
fuel cell sub-system into two major units leads to a decomposition of the fuel cell sub-
system synthesis/design optimization problem (Problem (5.1)) into two smaller
optimization problems. This process is detailed in section 4.3 (see Egs. (4.8), (4.9), and
(4.10)). In order to define these optimization sub-problems, the independent variables of
the maor sub-systems (the SS and the FPS) must be identified, as must the coupling
functions that connect both sub-systems. The variables chosen as independent variables

for the sub-systems as well as the coupling functions are listed in Table 5.2. In Table 5.3
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the parameters held constant during optimization are listed. A description of the coupling

functionsis as follows;

- Rate of hydrogen produced by the FPS (n,, ): The hydrogen consumed in the

SS must be produced in the FPS (no hydrogen storage is considered in the
configuration shown in Fig. 2.8). Therefore, the flow rate of hydrogen couples
both sub-systems since the value of this parameter must be consistent when

both sub-systems are simulated independently.
- Power required by the FPS (Efps): The power consumed in order to operate

the FPS (electric power consumed by the compressors) must be provided by
the fuel cell stack in the SS. Thus, the power required by the FPS couples both
sub-systems since the fuel cell stack gross power must be sufficient for
powering the SS plus the external load demand as well as the FPS.

- Pressure of operation of the stack (Pgack): The pressure at which the hydrogen
exits the FPS and the pressure at which the air enters the stack in the SS must
equal the operationa pressure of the stack. This is an important constraint
since the anode and cathode pressure of each cell must be equal or exhibit

only alimited pressure difference.

! Normal forces applied to the membrane due to pressure differences between anode and cathode can cause
structural failure of the membranes.
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Table 5. 2: Independent and coupling function variables for the PEM fuel cell sub-

system.
v FPS v COUPLING v SS
X design X design X design

(7 independent variables)

(3 coupling functions)

(1 independent variable)

rmooicha: Moles of methane  to
moles of steam

Tgeam: TE€Mperature of the steam
a the exit of the steam
generator

Terox: Temperature at the inlet
to the PROX reactor

TLts: Temperature at the inlet to
the LTS reactor.

Treformer: TEMperature at the exit
of the steam reformer
reactor

Fcna: Fraction of the tota
methane that enters the
combustion chamber

AT Temperature difference
on the reformate side in
the steam  reformer
reactor.

Ny,

Rate of hydrogen
produced by the FPS

E.- : Power required to

operate the FPS

Pstack: Pressure of operation

of the stack

A Active area
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Table 5. 3 Parameters held constant during the optimization of the fuel cell sub-system.

Parameters Value
Isentropic efficiency of the compressors 0.7
Isentropic efficiency of the expanders 0.85
Temperature entering the stack 70°C
Temperature raise in the stack 10°C
Fuel utilization 85%
Ambient pressure 101.325 kPa
Pressure drop in the HXs 2%
Efficiency water separators 90%
Stoichiometric ratio of hydrogen 117
Stoichiometric ratio of oxygen 2

The physical decomposition approach used to establish the optimization sub-
problems corresponding to the independent variables groups listed in Table 5.2 is the
LGO approach. The reason why this technique was used instead of the ILGO approach is
due to the fact that the SS has a small enough number of variables (1 independent
variable and 3 coupling functions) so that the local or unit-level optimum response
surfaces (ORSs) can easily be generated. Asit turned out, generation of the local or unit-
level ORSs for the SS resulted in quite a heavy computational burden due to the fact that
the hyper-surface that defines the unit-level ORSs had to be repeated for the sensitivity
study done on how the number of houses affects the optimal synthesis/design of the fuel
cell sub-system. The number of houses considered was 1, 50 and 100 houses and the
number of optimizations required to define the unit-level ORSs was about 450°. Using
the ILGO approach would in hindsight have saved considerable computational time.

2 The problem was solved for 30 optimum combinations of the rate of hydrogen produced and the power
consumed for 5 different pressures and 3 different values of the number of houses. Thus, 450 different
optimizations were required. Also, note that an additional impetus for using LGO was being able to
visually depict the behavior of the unit-level ORSs and, therefore, provide further justification for the
convergence assumptions made with ILGO.
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In order to formulate the unit-level objective function for each of the optimization

sub-problems, the objective function of the system-level optimization (Problem (5.1)) is

broken down into the sum of the contributions from each sub-system, namely,
Cdesjgn = Ccfsjgn + Cc'i:ezsgn (54)

where the SS contribution isits capital cost, i.e.

Camn = Css (5.5)
and the FPS is the cost of the fuel plusits capital cogt, i.e.
C(;:ezsgn = (k fuel Rfuel )T + CFPS (56)

The first optimization sub-problem resulting from this breakdown is that of minimizing
the cost of the SS with respect to its independent variables (see Table 5.2), namely

Minimize Cg,, (5.7)

wrt XS

design

subject to a set of unit-level constraints for the SS as well as fixed values for the coupling

functions. The result of this minimization is C g for given values of X SOUNS  The

design
second optimization sub-problem is that of

Minimize C' 2> (5.8)

design

w.rt XS

design

subject to a set of unit-level constraints for the FPS as well as fixed values for the

coupling functions. The result of this minimization is C*dF;'Sgn for given values of

v COUPLING
deign

The system-level optimization problem now becomes

* FPS

Minimize C,. = C uign + C tosgn (5.9)

design

v COUPLING
X design

W.r.t

subject to a set of system-level constraints.
The classical LGO approach to solve these two sub-problems as well as the system-
level problem (Problem (5.9)) is executed in three distinct steps:
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1- Solvethe SS optimization sub-problem (Problem (5.7)).

2- Solve the FPS optimization sub-problem (Problem (5.8)).

3- Solvethe system-level problem (Problem (5.9)) if steps 1 and 2 have been solved
multiple times in order to create the local-level ORSs® used at the system-level or
iterate the system-level problem looping back to steps 1 and 2 after each iteration

until a solution to the system-level problem is found®*.

In this thesis work, the three-step procedure above is collapsed for convenience into a

two-step procedure by combining steps 2 and 3.

What follows are details of the problem definitions for the SS unit-level
optimization problem (Problem (5.7)) and the combined FPS unit-level/system-level
optimization problem (Problems (5.8) and (5.9)).

5.2.2 Optimization of the Stack Sub-system (SS)

The definition of the SS unit-level optimization problem (Problem (5.7)) isas follows:

M I nimize Ccilsfﬁign = aCstack (Aact ' th ’ E‘FPS’ Pstack) (510)
w.rt A
subject to
hg =0 (5.10.1)
n, —¢=0
Erps —@=0 (5.10.2)
Pstack _[/j = O
G <0 (5.10.3)

% In Mufioz and von Spakovsky (2001a), the authors refer to this approach as Off-line LGO.
* In Mufioz and von Spakovsky (20014a), the authors refer to this approach as Real-time LGO.
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where CdS;gn is the total cost of the SS. This cost is assumed to be the capital cost of the

fuel cell stack itself plus the capital cost of all the other components in the SS. There are
no resource costs since no resources are required for the SS from outside the fuel cell
sub-system. It is furthermore assumed for purposes of simplification and for the reason
that in the present thesis work details of the designs of the other more conventional
components in the SS are not of primary interest that the capital cost of these components
represents a cost equal to 30% of the capital investment for the fuel cell stack. Thus, the
proportionality constant a appearing in Eg. (5.10) isset to 1.3.

The equality constraints (Eq. (5.10.1)) represent the set of equations appearing in
Chapter 3 and Appendix A which comprise the thermodynamic model for the SS.
Equations (5.10.3) represent physical constraints or limits such as those placed on the

active area A, which is allowed to vary from 0.04 to 0.06 cm? per cell, while Egs.

(5.10.2) provide the coupling function values for each solution of Problem (5.10). These
values depend on a number of factors including the number of houses for which the SSis
being optimized. As will be shown in Chapter 6, the synthesis/design optimization of the
fuel cell sub-system is carried out for three different values of the number of houses (1,
50 and 100). The applicable ranges on coupling function values for the SS for different
values of the number of houses are summarized in Table 5.4. The optimization problem is
solved for several combinations of coupling function values that fall within the limits
defined in Table 5.4. The result of this process are three hyper-surfaces, one per the
number of houses. The hyper-surface, mathematically and graphically represented by
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Table 5. 4: Limits on coupling function values as afunction of the number of houses.

Number of houses 1 50 100
Limits Lower | Upper | Lower | Upper | Lower | Upper
Rate of hydrogen production 0.09 0.24 4.55 12 9 23.8
(n,. ), kmol/hr
Power required by the FPS 0.06 1 5 50 7 100
(Egps), KW
Stack pressure (Pgac), kPa 200 400 200 400 200 | 400

Egs. (4.14) or (4.15) and Fig. 4.3, has for this particular application four dimensions, i.e.
cost and the three coupling functions. This hyper-surface or unit-level ORS contains all
the information necessary for optimizing at the system-level requiring no further
evaluations or optimizations of the SS. Every point on the hyper-surface is formally
expressed as

*SS * o, -
C design = stack (AA ) r‘IHZ J EFPS’ Pstack) (511)

where the superscript “*” in Eq. (5.11) indicates that the objective function of the SS has
been optimized with respect to the variable Ay for many values of the coupling functions

Ny, Erps,and Py, . Graphical representations of the three hyper-surfaces for different

number of houses will be shown in Chapter 6 and Appendix B. An example of the shape
of these surfacesin 3D is shown in Fig. 5.1. The surface is for a fixed stack pressure of
200kPa and 50 houses. Clearly, an overall unit-level optimum at fixed pressure can be
seen for low power and medium hydrogen production.

Now, in order to solve this problem and all of the optimization problems, a
commercia optimization package iSIGHT (2000) was used. This software provides a
number of different algorithms from gradient based methods such as generalized reduced
gradient, sequential quadratic programming, etc. to heuristic based methods such as
simulated annealing, genetic algorithms, etc. The latter are more advantages even though

more computationally intensity when optimizing with a large number of degrees of
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freedom and when the solution space is highly non-linear and/or a mix of discrete and
continuous decision variables are employed. In the case of the Problem (5.7) with its
single degree of freedom, a gradient based method sufficed and was, therefore, used.

Once the unit-level optimizations for the SS are concluded and al the unit-level
ORSs generated, all the information needed to solve the combined FPS unit-level/system-

level optimization problem is at hand. Details of this final optimization process are
explained in the following section.
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Figure 5. 1: Optimum Response Surface for the SS at 200 kPa and for 50 houses.
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5.2.3 Combined FPS Unit-level/System-level Optimization

The combined FPS unit-level/system-level optimization problem is defined as
e *SS :
Minimize Cyyq = C desion + (kfuel R )r + Lpps (5.12)

W.IE Ty 6 6, Tseam s Terox + T Vretormer » Mon, o Tor o Fair 1 BT et » Pas
subject to
heps =0 (5.12.1)
Oeps <0 (5.12.2)
where Cyesign IS the total synthesis/design cost for the fuel cell sub-system and where

Ng,, (total amount of CH4 entering the fuel cell sub-system) and r,;, (ratio of air in the

combustion chamber to the reformate in the steam reformer) have been substituted for

n,, and E.. as independent variables or degrees of freedom since in combining the

FPS unit-level optimization with that for the system, the former variables turn out to be
more convenient for the smulations. The total cost (Eq.(5.12)) consists of three terms to

the right of the equals. The first, C*cfsign, is the contribution of the optimized SS with
respect to the coupling function variables. The second and third terms are the
contributions of the FPS (see Eq (5.6)) to the total cost. It is assumed that the capital cost
of the FPS, Ceps, is proportiona to the capital cost of the fuel processing line. The
constant of proportionality £ accounts for the heat exchanger network used in the thermal
management of this sub-system. As in the previous problem, the equality constraints,
Egs. (5.12.1), represent the thermodynamic model of the FPS discussed in Chapter 3 and
in Appendix A. The inequality constraints, Egs. (5.12.2), represent the set of physical
constraints imposed on the system in order to ensure a feasible solution with every
simulation. The latter are summarized in Tables 5.5 and 5.6.

As with Problem (5.10), iSIGHT is used to solve (5.12). However due to the
significantly greater complexity of the latter, a heuristic method, i.e. a genetic algorithm
(GA), is used in order to effectively dea with the local minima problems. The GA
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optimization runs utilize a population of 150 while the minimum number of iterations
(generations) for the GA is set between 100 and 1000. Once the GA finds a solution close
to the global optimum, a gradient-based method is used to refine this solution to the

global optimum>.

Table 5. 5: Inequality constraints imposed in Problem (5.12) in order to guarantee a

feasible solution.

amount of hydrogen required by the SSto satisfy the electric demand

- Pinch temperature difference in the heat exchanger prior to the PROX >25°C
reactor

- Temperature difference between the reformate and the combustion >25°C
gases evaluated at the exit of the steam reformer reactor

- Pinch temperature difference in the steam generator > 25°C

- Pinch temperature difference in the heat exchanger between the HTS >25°C
and LTS reactors

- Pinch temperature difference in the heat exchanger prior to the steam >25°C
reformer reactor

- Temperature difference between the reformate and the combustion >25°C
gases evaluated at the exit of the steam reformer reactor.

- Ratio between the hydrogen generated by the FPS and the minimum >1

® Obvioudly, it is often times debatable in non-linear problems whether a global optimum has actually been
found since a mathematical proof is either not practical or smply not available, Conclusions of globality,

thus, rely on aphysical understanding of the problem and of its solution space.
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Table 5. 6: Range of the independent variables of the FPS for which the system level

optimization problem is eval uated®.

3< Mh,01cH, <6
350°C < T < 600°C
150°C < Torox < 200°C
200°C < Tirs < 250°C
600°C < T cormer <900°C
O< fen, <1
3< Fair <7
150°C < AT < 300°C
0.0243 kmol/hr < NcHa (1 house) < 0.0645 kmol/hr
0.5 kmol/hr < Ncra (50 house) < 3 kmol/hr
2.3 kmol/hr < Ncha (100 houses) < 6.1 kmol/hr

Explanations of how GAs work abound in the literature. As explained in
Charbonneau (2001), a GA starts by generating a set or population of trial solutionsto the
optimization problem by choosing random values for the independent variables. Then

the following steps are executed:

1- The ‘goodness or fitness of each member of the population with respect to
the objective of the optimization is evaluated.

2- Pairs of solutions (‘ parents’) from the current population are selected with the
probability of being selected made proportional to each solution’ s fitness.

3- Pairs of solutions are combined to breed or produce new solutions’.

® This range are set on the basis of classical values found in the literature for fuel cell sub-systems.
Furthermore they comprise a wider range that alows to find every possible realistic combination of
independent variables.

89



4- Steps 2 and 3 are repeated until the new population has the same members as

the original population.

5- The new population replaces the old population.

6- Steps 1 to 5 are repeated until the criterion for stopping the process is
achieved (i.e. the maximum number of iterations or generations has been

reached or the GA has converged to the desired solution).

Finally, upon finding a solution to Problem (5.12), several sets of values for the
independent variables for both sub-systems exists, one of which (i.e. the optimum
synthesis/design) clearly minimizes the total cost of the fuel cell sub-system at the
synthesis/design point while the others (i.e. the other most promising syntheses/designs)
almost minimize this cost. With each set of values, one can, of course, associate a
particular but not necessarily unique geometry ® for the principal components of the fuel
cell sub-system. Once calculated, this geometry as well as the values of the independent
variables are used to determine the optimum behavior of these promising
syntheses/designs at off-design. The off-design optimizations provide additional
information which helps in choosing between the various promising syntheses/designs. A
discussion of the off-design optimizationsis presented in the following section.

5.3 Off-design Optimizations

The off-design optimization problem given generaly by Problem (5.2) is written
in more specific terms as

" This step comprises the possible binary encoding of each solution (although there maybe benefits to
dropping this part of the step), the crossover of the ‘parents’, the random mutation of solutions, and the
decoding of the new population (again, this part may be by-passed). For more details, the reader is referred
to Charbonneau (2001).

8 The reason that one unique geometry does not exist in this case goes back to the fact that thermodynamic
as opposed to geometric variables were used as independent variables. Obvioudly, if geometric variables
had been used, a unique geometry would have resulted. Work along these lines is currently underway at
Virgina Tech.
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Minimize Coy = > (Kuw Rug —KeyeEre). At (5.13)

. [
]

W.EE X | ' Xon, j» Xetaus | Va1 T, i Vaist 2 Tj0rcm, |

subject to
H oo =0 (5.13.1)
G|, <0 (5.132)
)_{* - )_{*design < 6 (5133)

where as explaned in section 5.1, Egs (5133) ensure that certain
independent/dependent variable values determined by the synthesis/design optimization
remain fixed. These variables are summarized in Table 5.7. A description of the
operational variables used to minimize the objective (Eq.(5.13)) as well as a range of
values for each appear in Table 5.8.

Once a solution of Problem (5.13) is found for each of the optimum or near-
optimum solutions of Problem (5.12), the optimal solution for the synthesis/design of the
fuel cell sub-system emerges as outlined at the end of section 5.1. Any changes to this
solution depend on increasing the degree of fidelity of the thermodynamic and cost
models so that a larger number of degrees of freedom reflecting the increased detail can
be employed. Work along these lines is currently under way as part of another masters
thesis in which significant improvements primarily to the cost and thermodynamic/kinetic
models of the FPS are being made. This on-going work will also couple an absorption
heat pump sub-system with the fuel cell sub-system to see what effects the additional
sub-system has on the optimal synthesis/design of the fuel cell sub-system.
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Table 5. 7: Independent/dependent synthesis/design variables held constant during the

off-design optimization.

Lsg: Total length of the steam generator (component 25in Fig. 2.8)

Lecono: Length of the economizer in the steam generator

Lvaporizer: Length of the evaporator in the steam generator

Lsr: Total length of the steam reformer reactor (component 4 in Fig. 2.8).

Lixrer: Characteristic length of the heat exchanger prior to the steam reformer reactor
(component 3in Fig. 2.8)

Lixts: Characteristic length of the heat exchanger prior to the LTS reactor (component 6
inFig. 2.8).

Lixprox: Characteristic length of the heat exchanger prior to the PROX reactor
(component 8in Fig. 2.8)

A4 Total active area
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Table 5. 8: Description of the independent (operational) variables for the off-design.

Variables

Range

Xair- Opening or closing of the valve in the air stream that
leads to the mixer prior to the combustion chamber (see
va3inFig. 2.8).

Min.: O (valve closed)
Max.: 1 (valve wide open)

Xcha: Opening or closing of the valve in the CH, stream that
leads to the mixer prior to the combustion chamber
(seeval in Fig. 2.8); the methane that is not burned in
the combustion chamber is re-circul ated

Min.: O (valve closed)
Max.: 1 (valve wide open)

Xexhaus: OpeNing or closing of the valve in the combustion
gas stream after the steam generator (see va2 in Fig.
2.8); if the valve is close, al the combustion gases
pass through the heat exchanger (see component 14
in Fig. 2.8); if the valve is wide open, al the
combustion gases pass directly through the
expander (see component 22 in Fig. 2.8)

Min.: O (valve closed)
Max.: 1 (valve wide open)

V- Voltage per cell (volts) determined by the polarization
curve

05< Vg <1

ro, - Reatio between the corrected compressor mass flow

rate at off-design and the corrected mass flow rate at
design

055< r, <12

rais . Variable that measures the distance between the ratio of
the pressure ratios at off-design and at design and the
surge line on the compressor map

Min.: 0 (40% of the design
pressure ratio)

Max: 1 (15% of the surge
line)

Mh,orcH, - Molesof methane to moles of steam

2= Tyoicn, <6
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5.4 Algorithm for the Optimization Procedure.

This section describes the algorithm used for the optimization procedure

described in sections 5.1, 5.2, and 5.3. It isas follows:

1

SS unit-level optimization problem (Problem (5.10)): Optimize the SS objective

function with respect to the total active area (A4y) for different combinations of

values of the coupling functions n, ,E, and Py, using a gradient based

method, i.e. the method of feasible directions.
Construction of the unit-level ORSs with solutions from step 1.
Combined FPS unit-level/system-level optimization (Problem (5.12)): Optimize

the objective function at the system-level with respect to r,, ¢y, T Torox »

1 'steam?
N, s Ten, o Tar BT @Nd Py, USING @ genetic algorithm followed by a gradient-
based method. Include the cost of the optimized SS (SS unit-level ORSS).
Identify the independent/dependent synthesis/design variables held constant

during the off-design optimization (Lgs, Leonos Luaporizer s Lsrs Linres  Linrs
Liprox + et » and Aui ).

Optimize the operational cost with respect 10 X, Xcn, s Xeas,
Vear s Ty, T s Tiy0/cn, USING @ genetic algorithm followed by a gradient-based

method (Problem (5.13)).
Calculate the total cost of the most promising designs over the entire
environmental/load profile.

Identify the synthesis/design that minimizes the total cost of the configuration.
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6 Results and Conclusions

The results of the decomposed synthesis/design optimization of the fuel cell sub-system are
presented in this chapter. These include a detailed description of the unit-level ORSs for the SS, a
parametric study of influence of the number of residences on the optimal fuel cell sub-system
synthesis/design, as well as the influence on this optimal synthesigdesign of the number fuel cell sub-
systems manufactured per year. These results are then followed by a presentation of the thermodynamic

and geometric details of the optimal synthesis/design aswell as optimal off-design behavior.

6.1 Results for the Unit-level Optimization of the SS

Upon solving the unit-level optimization problem for the SS, Problem (5.10), a
unit-level Optimum Response Surface (ORS) for each number of residences considered
(1, 50 and 100) was obtained. These unit-level ORSs are four dimensional hyper-surfaces

SS
design

and represent the cost of the SS (C...,,) for a given number of residences at the

synthesis/design point® as a function of the coupling functions ( N, Eqps, and P, ). As

an example, the hyper-surface for 50 residences is presented in Figs. 6.1a and 6.1b. Note
that the hyper-surfaces obtained show a clear convex, smooth behavior. Provided that the
unit-level ORSs for the FPS behave likewise, the system-level ORS will aso exhibit,
convex, and possible even linear behavior, so that finding the global optimum? is likely
with LGO and guaranteed with ILGO (Mufioz and Spakovsky 2000a,b,c,d; 2001a,b).

! At the synthesis/design point, the net electrical power output required per residence is 2.7 kWe (see Table
2.1). Therefore fixing the number of residences fixes the net electrical power.
2 Refer to footnote 5 in Chapter 5.
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In order to understand the smooth, convex behavior of the unit-level ORSs, an

anaysis of the capital cost of the SS with respect to the different coupling
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Unit-level Optimum Response Surface (350000 Pa)

Unit-level Optimum Response Surface (400000 Pa)
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Figure 6. 1: @) Unit-level ORSsfor the SS at stack operating pressures of 200, 250 and 300 kPa. b) Unit-level ORSs for the SS
at stack operating pressures of 350 and 400 kPa; In both cases the number of residencesis set to 50.
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Unit-level Optimum Response Surface (300000 Pa)
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Figure 6. 2: @) Frontal view of the unit-level ORS for the SSfor 50 residences and at a
stack pressure of 300 kPa; b) stack power density versus hydrogen feed for a
gross power output of 149 kWe and a stack pressure of 300 kPa.
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functions must be made. The first coupling function considered is the hydrogen

consumed by the fuel cell stack. The variation of the cost of the SS with respect to this
coupling function is shown in Fig. 6.2. Figure 6.2a is a fronta view (cost versus
hydrogen feed) of the unit-level ORS at a stack pressure of 300 kPa and 50 residences.
Figure 6.2b is plot of the power density versus the hydrogen that enters the stack for a
given power produced in the stack (for 50 residences this is 149 kWe® of gross power
output) and a fixed operating pressure (300 kPa). Comparing both plots, one concludes
that the highest cost regions of the unit-level ORS aong the hydrogen axis correspond to
operating points in the stack with the lowest power densities. That isto say, the unit-level
ORS indicates that synthesizing/designing the stack for operation at low power densities
requires a larger number of cells and therefore, a bigger and, more expensive stack for a
given power output (in this case 149 kWe). As indicated in the discussions surrounding
Problem (5.10), the SS cost is proportional to the fuel cell stack cost so that the behavior
of this ORS can be explained in terms of the power density of the different operating
points®. Note that the absolute minimum of all the minimum points on the unit-level ORS
in Fig. 6.2 corresponds to the maximum power density at a given gross power and
pressure.

The effect produced by another coupling function, the pressure of operation of the
stack, on the unit-level ORSs can be explained in a fashion smilar to that for the
hydrogen feed. Increasing the pressure of operation results in an increasing power density
for a given hydrogen feed, while at the same time the maximum power density is
displaced to higher hydrogen consumptions. Those tendencies are graphically represented
in Fig. 6.3 where the power density of the stack is plotted versus the hydrogen feed for a
gross power of 149 kWe and different operating pressures. This same tendency is

% Note that this gross power output corresponds to a parasitic power of 14 kWe which includes the shared

power Efps = (5.5kWe) since for 50 residences the net power output required per residenceis 2.7 kWe.

* The active area which is allowed to vary between 0.04 m?/cell and 0.06 m?cell ( reasonable values
according to the literature available), is found to have a unit-level optimum value of 0.06 m?/cell for all the
points on the unit-level ORSs given in Figs. 6.1 and 6.2, however is important to note that a different range
for the active area might have change this result as the optimum is found at the upper boundary. Thisisthe
solution which results from solving Problem (5.10). The number of cells associated with each point on the
ORSs varies, of course, depending on both the current density (i.e. hydrogen feed) and voltage per cell.
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observed when the unit-level ORSs shown in Figure 6.1 are analyzed. For a given

hydrogen feed, n,, , and shared power, EfpS , the cost of the SS decreases as the pressure

increases. Note as well that the absolute minimum of all the minimum costs on each of
the unit-level ORSs is displaced to higher hydrogen consumptions when the pressure of
operation increases. Therefore, the influence of two of the three coupling function, i.e. the
hydrogen feed and the stack pressure of operation, on the total cost of the SS can be
explained in terms of the power density of the stack.

0.4

—— 200 kPa
—— 300 kPa

0.351 400 kPa |

0.3

0.25

Vcell, (kW/cell)
o
N

O L L L L
4 6 8 10 12 14 16

Hydrogen feed (Kmol/hr)

Figure 6. 3: Power density versus hydrogen feed for a gross power output of 149 kWe
and stack pressures of 200 kPa, 300kPa and 400kPa.

The influence of the third coupling function, i.e. the power required for running

the FPS (Efps) , has a predictable influence on the cost of the SS, namely, the larger the

power required to run the FPS, the larger the gross power of the stack and, therefore, the
larger and more expensive the capital cost of the stack and the SS. Thus, increasing the
power required to run the FPS results in a general increment of the cost of the SS for

101



Time "

every value of the stack pressure and hydrogen feed. To illustrate this idea graphically, a
lateral view of the unit-level ORS at 200 kPa is shown for the SSin Fig. 6.4. This figure

of cost versus shared power shows how increasing the shared power and, therefore, the

total power output of the stack, resultsin increased cost for the SS.

Optimum Response Surface (200000 Pa)

240.0x10

220.0x10

Cost ($)

200.0x10

180.0x10 55
18 16 14 12 10 8 6

Shared Power (kW)

Figure 6. 4: Lateral view of the unit-level ORS for the SSfor 50 residences and 200 kPa.

Figure 6.4 as al the figures presented in this section illustrate how by selecting
the coupling functions wisely, the desirable convexity and smoothness of the unit-level
ORS follow quite naturally. This type of behavior, however, is not limited to fuel cell
sub-systems. Mufioz and Spakovsky (2000 a,b,c,d; 2001 ab) found a similar type of
behavior when analyzing a completely different set of energy sub-systems, namely, the

Environmental Control and Propulsion sub-systems of afighter aircraft.
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Finally, the families of unit-level ORSs found for the SS were used to optimize

the entire fuel cell sub-system for a variable number of residences (1, 50, and 100

residences). The results of this study are detailed in the following section.

6.2 Results for the Optimization of the Fuel Cell Sub-system for a Variable
Number of Residences

Asis explained in Chapter 5, in order to optimally synthesize/design the fuel cell
sub-system, it is necessary to establish the synthesis/design electrical load that must be
satisfied for the residences. Since the electrical load per residence is fixed at the
synthesis/design point (see Table 2.1), the electrical load can be calculated as a function
of the number of residences for which the fuel cell sub-system is being
synthesized/designed. In order to do a sensitivity analysis of what the optimum number of
residencesis, the fuel cell sub-system was optimized for 1, 50, and 100 residences.

The first step in this sensitivity analysis is to determine each SS unit-level ORS
for different numbers of residences by repeatedly solving Problem (5.10). As explained in

Chapter 5 and in the previous section, each unit-level ORS is a function of the coupling

functions (n,,,, Egps, and P

o )aNd the independent variables for the SS (in this case a
single variable As). In addition, as pointed out in Chapter 3, two additional variables are
the number of residences (related to the net total power produced) and the number of fuel
cell sub-systems manufactured per year. The latter is fixed for this sensitivity study at
1482 per year. By selecting this number, the model based on Oei et a. (1997), which was
used in Chapter 3 to calculate the capital cost of the stack based on the number of units,
matches the cost model in Ekdunge et al. (1998) based on gross power (again see Chapter
3).

Using the unit-level ORSs generated, the system-level Problem (5.12) was solved
for a variable number of residences. The resulting optimum synthesis/design total cost in
$/residence and its breakdown for different number of residences is presented in Table
6.1. A graphical representation of the datain Table 6.1 is shown in Fig. 6.5. This data

guantifies how much more expensive the synthesis/design for a single residence is
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compared with 50 and 100 residences. Note that the synthesis/design total cost has an

asymptotic behavior with respect to the number of residences. Once a sufficiently large

Table 6. 1: Optimum costs for the fuel cell sub-system for different number of residences.

Number | Synthesis/design | SScapital cost | FPScapital cost in | Fuel Cost
of total cost in in $/residence $/residence in
residences $/residence $/residence
1 97,671 71,291 9209 17,171
50 25,456 4558 2900 17,998
100 23,912 4115 2225 17,572

1.2e+5

—a— Synthesis/design total cost
—A— Stack sub-system capital cost

Fuel processing sub-system capital cost
—a— Fuel cost

1.0e+5

8.0e+4

6.0e+4

4.0e+4

Cost ($/residence)

2.0e+4

0.0

0 20 40 60 80 100 120

Number of residences

Figure 6. 5. Optimum costs of the fuel cell sub-system versus the number of residences.

number of residences have been reached, the synthesis/design cost remains amost

constant at approximately 24,000 $/residence.
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In order to compare the cost of the fuel cell sub-system for producing energy or

exergy” a the synthesis/design point, the costs of the fuel cell sub-system are given in
Tables 6.2 and 6.3 in $/kWh°. In thefirst table, these cost are given on an energy basisin
$/kWh, whilein the second table they are presented on an exergy basisin $/kWh':

Table 6. 2: Costs on an energy basis with respect to the electrical and thermal products
delivered by the fuel cell sub-system for different number of residences at the
synthesis/design point®.

Number | Synthesis/design SScost in FPScost in Fuel Costin
of total cost in $kWh $kWh $'kWh
residences $kWh
1 0.2005 0.1463 0.0189 0.0352
50 0.0574 0.0102 0.0065 0.0406
100 0.0515 0.0088 0.0047 0.0378

As expected, the $/kWh on an energy basis is less than the $/kWh on an exergy
basis. In order to explain this difference, one has to look at how the products for the fuel

cell sub-system are determined on an energy and on an exergy basis. To begin

® Exergy and not energy is the true measure of what the fuel cell sub-system delivers electrically and
thermally since it accurately reflects how well the potential in the fuel has been utilized. Energy cannot do
this since energy is a conserved quantity and, therefore, unable to capture “losses’ within a system or the
“quality” of the energy delivered by the system. For a more detail explanation, the reader is referred to
Moran (1989).

® The total cost per kWh calculated at the synthesis/design point overcompensates for the operating or fuel
costs since it is assumed at this point that without off-design information, the fuel cell sub-system operates
at peak summer electrical load throughout its lifetime. These cost are corrected later after the off-design has
been presented (see Tables 6.19 and 6.20). Also, note that all these costs per kWh (i.e. unit cost) are
calculated on the basis of both products (electricity and heat) delivered by the fuel cell sub-system.

" In both cases, it is assumed that the unit price of thermal energy or of thermal exergy delivered by the fuel
cell sub-system heat interaction is equivalent to the unit price of the electrical energy /exergy delivered by
the fuel cell sub-system work interaction. This is a reasonable assumption based on the information
available.

8 See footnote 6.
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Table 6. 3: Costs on an exergy basis with respect to the electrical and thermal products

delivered by the fuel cell sub-system for different number of residences at the
synthesis/design point”.

Number | Synthesis/design SScostin FPScost in Fuel Cost in
of total cost in $kWh $kWh $kWh
residences $kWh
1 0.3288 0.2400 0.0310 0.0578
50 0.0899 0.0161 0.0102 0.0636
100 0.0834 0.0143 0.0077 0.0613

with, exergy is defined as maximum work potential. Thus, electrical energy in the form
of a work interaction is equivalent to exergy in every respect. However, the thermal
energy delivered in the form of a heat interaction is not equivalent to its exergy. In fact,
the exergy of a heat interaction is related to its thermal energy through the Carnot factor

@a- %) in the following way:
k

Qe = 2, Q- %) (6.1)

where Q, isthe K™ rate of thermal energy transfer to the surroundings from the fuel cell
sub-system, T, the corresponding temperature of transfer, To the temperature of the

surroundings, and Q,_, the total rate of exergy transfer to the surroundings as a result of

al the heat interactions which occur between the fuel cell sub-system and its
surroundings. Therefore, the total energy in kW delivered by the cogeneration fuel cell
sub-system is aways larger than its exergy in kW due to the Carnot factor, which is
always less than 1. Hence, $/kWh on an exergy basis are larger than those on an energy
basis.

9 See footnote 6.
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Figure 6. 6: Optimum unit cost of production at the synthesis/design point for the fuel

cell sub-system in $kWh on an energy basis versus the number of

residences.
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Figure 6. 7. Optimum unit cost of production at the synthesis/design point for the fuel
cell sub-system in $/kWh on an exergy basis versus the number of

residences.
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A graphical representation of the data in Tables 6.2 and 6.3 is shown in Figs. 6.6

and 6.7. Both plots have the same tendencies, that is to say, the optimum cost of
producing a unit of energy or exergy when the fuel cell sub-system is
synthesized/designed for a single residence is considerably larger than for 50 or 100
residences (20 / 32 centskWh, respectively). However, when the number of residencesis
increased to 50 or above, the cost in $/kWh on an energy and on an exergy basis exhibits
asymptotic behavior'®, averaging approximately 5.4 / 8.6 centskWh, respectively. Note
that only three points have been used in this analysis and that therefore no conclusions
can be drawn from intermediate points. The values of the electrical energy and amounts
of heat transfer for each number of residences used in the calculations of the unit cost are
presented in Table 6.4.

The same tendencies observed in Figs. 6.5 through 6.7 for the optimum
synthesis/design holds for al feasible simulations of the fuel cell sub-system. That is to
say, the capital cost, especially the capita cost of the stack, dominates the total
synthesis/design cost when the fuel cell sub-system is synthesized/designed for a single
residence (see Fig 6.8). However, the fuel cost becomes the primary contributor to the
total synthesis/design cost for alarge number (50 or above) of residences (see Figs. 6.9 to
6.10). It is interesting to observe that this total cost (the black curve in Figs. 6.8 to 6.10)
descends monotonically when plotted against system efficiency™’. Therefore, the
minimum total synthesis/design cost for 1482 manufactured units is found at the
maximum system electrical efficiency that can be achieved by the configuration™
regardless of the number of residences. In Fig. 6.11 the system electrical efficiency for
the optimum synthesis/design for different number of residences is plotted. The fact that
the maximum system electrical efficiency achieved for 1, 50 and 100 residences is amost
constant (about 40%) indicates that the fuel cell sub-system configuration itself has a
maximum efficiency independent of the size of the fuel cell sub-system. The value of this

19 Of course, since only three points are used to define the curves, the 50 residences threshold is at best
approximate. A more detailed sensitivity analysis might indicate alower threshold.

™ The definition used for system efficiency is net electrical power output divided by the rate of fuel
consumed times its lower heating value (LHV).

12 Note that this conclusion is subject to change once the optimal off-design information is taken into
account. Aswill be seen later in this chapter, thisindeed turns out to be the case.
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maximum is establish on the basis of 25,000 plus simulations at the synthesis/design

point for which no feasible solution with a system electrical efficiency higher than this

value was found.

Table 6. 4: Optimum work and heat interactions of the fuel cell sub-system at the

synthesis/design point.
Number of residences 1 50 100
Net electric power (kWe) 2.7 135 270
Thermal power from the stack 2.238 102.128 231.6
at 343 K in kw
Thermal power from the HX 0.154 (at 397 K) | 9.95(at 405K) | 17.28 (at 400 K)
prior to the stack (component
10, Fig. 2.8)) in kW
Thermal power of the PROX 0.476 (at 451 K) | 5.97 (at 467 K) | 11.05 (at 457 K)
(component 9, Fig. 2.8) in kW
Total energy delivered (kW) 5.56 253 529.9
Total exergy delivered (kW) 3.39 161.5 327.2
0.16
Stack sub-system capital cost
0.14 Synthesis/design total cost
e, Fuel processing capital cost
W Fuel cost
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Figure 6. 8: Costs of the fuel cell sub-system for asingle residence in millions of dollars

versus system efficiency for a complete range of feasible fuel cell sub-system

simulations.
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system simulations.
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Figure 6. 11: System efficiency of the optimum synthesis/design versus the number of
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Another important result of this sensitivity study is the fact that the optimum net
electrical power output of the fuel cell sub-system at the synthesis/design point and the
optimum rate of fuel consumed at the synthesis/design point have an aimost perfectly
linear behavior when plotted with respect to the number of residences for which the fuel
cell sub-system is synthesized/designed (Figs. 6.12 and 6.13). This result is consistent
with the fact that the system electrical efficiency remains amost constant for the
optimum synthesis/design independent of the size of the fuel cell sub-system (Fig. 6.11).
Furthermore, if one looks at the values for the independent variables for the optimum
synthesis/design for different number of residences (see Table 6.5), one can observe that
the values for independent variables such as temperature, active cell area, or stack
pressure tend to have relatively similar values at the optimum conditions independent of

thesize
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Figure 6. 12: Optimum net power output at the synthesis/design point of the fuel cell
sub-system versus the number of residences.
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Figure 6. 13: Optimum rate of methane consumption at the synthesis/design point versus

the number of residences.

of the fuel cell sub-system. Fluctuations in these variable values exhibit no more than a
9.3% difference and as little as a 0% from the arithmetic mean of the three optimizations

shown in Table 6.5. However, other values such as the air to fuel/steam ratio that is used
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in the combustor or the steam to methane ratio do not appear to follow such a clear cut

pattern.
As to the dependent geometric variable values associated with each optimum
synthesis/design, details are given in Fig. 6.14. These values are plotted versus the

number of residences. Some of the geometry behaves linearly with respect to changesin

Table 6. 5: Optimum synthesis/design values of the independent variables for 1, 50 and
100 residences.

I ndependent singleresidence 50 residences 100 residences
variables
Im2ocha 3.08 4.37 4.5
Tteam 432 °C 450 °C 417 °C
Throx 178°C 194 °C 184 °C
Tits 237 °C 200°C 217 °C
Treformer 703°C 748 °C 693 °C
Ncha 0.035 kmol/hr 1.56 kmol/hr 3.06 kmol/hr
I'cha 0.22 0.33 0.38
Fair 3.96 3 3.78
AT e 243 °C 245 °C 219°C
Pstack 249 kPa 216 kPa 250 kPa
At 600 cm* 600 cm* 600 cm’

the number of residences (see Fig. 6.14 a, ¢, and d) which is related to the fact that
several thermodynamic properties such as temperature, pressure and certain flow rates
exhibit similar behavior when the optimum synthesis/design is plotted versus the number
of residences. However, important geometric variables such as the characteristic length of
the heat exchanger prior to the steam reformer reactor (component 3 in Fig. 2.8) or that of

the heat exchanger prior to the LTS reactor (component 6 in Fig. 2.8) do not show such

113




'i.ﬁ:'l.:'_ll'.'i..l

m Tech

Length, m

Characteristic geometry of the steam generator vs the

number of residences

10

—a— Total length
—a— Length economizer
Length vaporizer

—a— Length superheater

0 20 40 60 80

Number of residences

120

114

Number of cells

Number of cells of the stack vs the number

of residences

1800

1600 -

1400 -

1200

1000 -

800

600 -

400

200

20

40 60

Number of residences

b)

80

100

120



j{"lﬁ v ?"IJW Tech
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Figure 6. 14: Characteristic lengths of the a) steam generator, c) steam reformer reactor and d) heat exchangers as well as b)
the number of cells of the stack versus the number of residences for which the fuel cell sub-systemis

synthesized/designed.
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linear behavior (see Fig. 6.14d). These, in particular can be explained by the fact that the

steam to methane ratio for the synthesis/design of 50 and 100 residences is considerably
different than the optimum value of thisratio for asingle residence (see Table 6.5).

Of course, al the results shown in this section were obtained for 1482 fuel cell sub-
system units manufactured per year. Altering this number will have an effect on these
results which have shown in genera that the fuel cell sub-system is more economical
when built for a relatively large number of residences, e.g., 50 rather than a single
residence. However, increasing the number of residences even further, eg., to 100
residences, only reduces the cost by a very small percentage. In the next section, the
number of residences for which the fuel cell sub-system is synthesized/designed is fixed
at 50, and the number of units manufactured is varied in order to see the effect that this
parameter has on the optimal synthesis/design of the fuel cell sub-system.

6.3 Results for the Optimization of the Fuel Cell Sub-system for a Variable
Number of Units Manufactured per Year

The system-level optimization problem for the fuel cell sub-system was solved for
50 residences and three different number of units manufactured per year (100, 1482, and
10,000). The optimal cost™ resuilts of this sensitivity study are summarized in Table 6.6.
As expected, costs reduce considerably when the number of units manufactured per year
increases. For a small number of units produced, the capital costs of the SS and FPS are
the main contributors to the total optimum cost. However, when the number of units
manufactured is increased, the fuel consumed by the fuel cell sub-system becomes by far
the biggest contributor to the total optimal synthesis/design cost. These tendencies are
shown in Fig. 6.15, which is a graphical representation of the data provided in Table 6.6.
Furthermore, the costs in this table in terms of the products delivered by the fuel cell
system are given in $/kWh on an energy basis in Table 6.7 and on an exergy basis in
Table 6.8. As with the previous sensitivity study, the unit costs on an exergy basis are

higher than those on an energy basis. The values of the electrical energy and amounts of

3 Again, keep in mind that this optimal cost is defined only with respect to the synthesis/design point. The
optimal off-design information, which is taken into account later in this chapter, will affect this cost.
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heat transfer used in the calculations of these unit costs with 1482 and 10,000 units are
those given previously for 50 residences in Table 6.4. The values of the electrical energy

and amounts of heat transfer for 100 units manufactured differ from the ones of 1482 and

10,000 as the optimum is found with a different synthesis/design. The values for the work

and heat interactions are summarized in Table 6.9.

Table 6. 6: Optimum cost at the synthesis/design point of the fuel cell sub-system for
different number of fuel cell sub-system units manufactured per year.

Number of | Synthesis/design | SScapital cost | FPS capital Fuel cost in
units total cost in in $unit cost in $/unit $lunit
manufactured $/unit
per year
100 6,343,983 3,067,428 2,268,078 1,008,477
1,482 1,272,834 227,906 145,019 899,909
10,000 912,338 35,254 21,262 855,822
7
61 —4— Stack sub-system capital cost
—a— Synthesis/design total cost
5 4 —4— Fuel cost

Fuel processing capital cost

$/unit
w

T T T T T T
0 2000 4000 6000 8000 10000 12000

Units manufactured

Figure 6. 15: Optimum costs at the synthesis/design point of the fuel cell sub-systemin

$/unit versus the number of units manufactured per year.
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Table 6. 7: Costs on an energy basis with respect to the electrical and thermal products
delivered by the fuel cell sub-system for different number of fuel cell sub-
system units manufactured per year.

Number of

Synthesis/design | SScapital cost | FPS capital Fuel Cost in
units total cost in in $’kWh cost in $’kWh $/'kWh
manufactured $'kWh
100 0.2405 0.1163 0.0860 0.0382
1,482 0.0574 0.0102 0.0065 0.0406
10,000 0.0411 0.0015 0.0009 0.0386

Table 6. 8: Costs on an exergy basis with respect to the electrical and thermal products
delivered by the fuel cell sub-system for different number of fuel cell sub-

system units manufactured per year.

Number of | Synthesis/design | SScapital cost | FPS capital Fuel Cost in
units total cost in in ¥kWh cost in $kWh $kWh
manufactured $kWh
100 0.4259 0.2059 0.1523 0.0677
1,482 0.0902 0.0161 0.0102 0.0638
10,000 0.0646 0.0024 0.0015 0.0606
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Table 6. 9: Optimum work and heat interactions of the fuel cell sub-system for different

number of fuel cell sub-system units manufactured per year.

Units manufactured 100 1482 10,000
Net electric power (kWe) 135 135 135
Thermal power from Stack at 152.2 102.128 102.128
343 K in kW

Thermal power from the HX 8.86 (at 394 K) | 9.95(at405K) | 9.95 (at 405 K)
prior stack (component 10 Fig.

2.8)) in kW

Thermal power of the PROX 499 (at 445K) | 5.97 (at 467 K) | 5.97 (at 467 K)
(component 9 Fig. 2.8) in kW

Total energy delivered (kW) 301 253 253
Total exergy delivered (kW) 170 161.5 161.5

Now, in order to see the effects of varying the number of units manufactured per
year on the system electrical efficiency, plots of cost versus efficiency are given in Figs

6.16 to 6.18 for the compl ete range of feasible solutions used in determining the optimal

14

Stack sub-system capital cost

12 4 . + Synthesis/design total cost
Fuel cost
P Fuel processing sub-system capital cost
NE Fit
10 RS,
\ﬁ

@ 8- T,
b= e,
3 Y
§ 6 Y TN

T T T T
0.1 0.2 0.3 0.4

System efficiency

Figure 6. 16: Costs of the fuel cell sub-system for 100 units manufactured per year in
millions of dollars versus system efficiency for a complete range of feasible

fuel cell sub-system simulations.
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Figure 6. 17: Costs of the fuel cell sub-system for 1482 units manufactured per year in
millions of dollars versus system efficiency for a complete range of feasible

fuel cell sub-system simulations.
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Figure 6. 18: Costs of the fuel cell sub-system for 10,000 units manufactured per year in
millions of dollars versus system efficiency for a complete range of feasible

fuel cell sub-system simulations.
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fuel cell sub-system synthesis/design. The obvious effect is that of changing the

importance of the different types of cost involved. For example, the smaller the number
of units manufactured per year, the more dominant the capital costs of the SS and the FPS
in determining the total synthesis/design cost. Note that for the optimization problems
which assume 1482 units per year (Fig. 6.17) and 10,000 units per year units (Fig. 6.18),
the optimum synthesis/design (minimum total synthesis/design cost) is found at the
maximum system efficiency’®. However, for 100 units per year, the optimum
synthesis/design is not found at the maximum system efficiency of 38.7% but at a system
efficiency of 34.5%. This is because the SS capital cost has the tendency to increase at
higher system efficiencies.

Finally, both the sensitivity analysis presented in this section and the one given in
the previous section lead qualitatively and quantitatively to the conclusion that based on
the cost functions employed, optimal fuel cell sub-system synthesis/design is attractive
with a minimum of about 50 residences. Many fewer than this number raises the cost
significantly while many more gains little in terms of reduced costs. Another important
conclusion is that the fuel cell sub-system has the potential at least at the synthesis/design
point of producing electrical and thermal energy at prices lower than 10 centskWh on an
exergy basis and 6 centskWh on an energy basis for 1482 or greater units manufactured
per year. Based on these conclusions, details of the thermodynamic and geometric
characteristics of the optimal fuel cell sub-system synthesis/design for 50 residences and

1482 units are presented in the next section.

6.4 Thermodynamics and Geometry Characteristics of the Optimal Fuel Cell
Sub-system at the Synthesis/Design Point for 50 Residences and 1482
Units.

6.4.1 Thermodynamic Characteristics

14 See footnote 13.
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Every simulation of the fuel cell sub-system generates detailed thermodynamic

and geometric data that corresponds to a particular sub-system synthesis/design. This
section presents and discusses this data for the optimum synthesis/design® of the fuel cell
sub-system for 50 residences and 1482 manufactured units per year.

The thermodynamic details of this particular optima synthesis/design are
presented in Figs. 6.19 and 6.20 and Tables 6.10 and 6.11. In Fig. 6.19, the stream
numbers, temperatures, and pressures of this particular synthesis/design are presented.
Corresponding molar flow rates are summarized in Tables 6.10 and 6.11. The work
consumed/produced (mechanical/electrical energy exchange) by the
compressors/expander and the fuel cell stack together with the thermal energy exchanged
in the heat exchangers are presented in Fig. 6.20. These thermodynamics details allow
one to have some insight into the operation of the system at the synthesis/design point.
Two aspects of this operation are discussed in some detail below: the conversion of
methane to reformate and the mechanical/electrical balance within the configuration.
Other aspects of the configuration like the water balance or the relative humidities of the
streams were not object of a detailed study in this thesis work, however the information
for such studies is available in the data generated in the simulations of the fuel cell sub-

system.

%5 The thermodynamic information presented in section 6.4.1 is for the optimal synthesis/design determined
based on the synthesis/design point alone. When optimal off-design information is taken into account as it
is later in this chapter, it turns out that the optimal solution is actually one of the near optimum solutions
determined at the synthesis/design point. Section 6.4.2 presents geometric information for both of these
solutions.
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Figure 6. 19: Thermodynamic details of the configuration for the optimal fuel cell sub-system at the synthesis/design point.
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Table 6. 10: Optimum molar flow rates, temperatures, and pressures for streams 1 to 20 of Fig. 6.19.

Stream number 1 2 3 4 5 6 7 8 9 10
Temperature [K] 298.1 | 394.1 | 394.1 | 660.6 | 906.3 1021.1 801.4 | 829.3 | 473.9 519.2
Pressure [bar] 1.01 | 255 2.55 2.55 2.49 2.39 2.35 230 | 225 2.21
H» [kmol/h] | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 4.115 4115 | 4.343 | 4.343 4671
N> [kmol/h] | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 0.000 0.000 | 0.000 | 0.000 0.000
O, [kmol/h] | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 0.000 0.000 | 0.000 | 0.000 0.000
CcO [kmol/h] | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 0.577 0.577 | 0.349 | 0.349 0.021
CO, [kmol/h] | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 0.596 0.596 | 0.824 | 0.824 1.152
CHy4 [kmol/h] | 1.563 | 1.563 | 1.174 | 1.174 | 1.174 0.001 0.001 | 0.001 | 0.001 0.001
H-0 [kmol/h] | 0.000 | 0.000 | 0.000 | 5.142 | 5.142 3.374 3.374 | 3.145 | 3.145 2.818

Total molar flow rate | [kmol/h] | 1.563 | 1.563 | 1.174 | 6.317 | 6.317 8.663 8.663 | 8.663 | 8.663 8.663

Stream number 11 12 13 14 15 16 17 18 19 20

Temperature [K] 4675 | 4675 | 343.0 | 407.3 | 343.0 407.3 407.3 | 353.0 | 353.0 353.0
Pressure [bar] 216 | 212 2.08 2.25 2.17 2.25 2.25 2.08 2.08 2.04
H» [kmol/h] | 4.671 | 4607 | 4607 | 0.000 | 0.000 0.000 0.000 0 0.691 0.000
N> [kmol/h] | 0.000 | 0.159 | 0.159 | 23.940 | 14.794 0.159 8.987 | 14.79 | 0.159 0.000
O, [kmol/h] | 0.000 | 0.000 | 0.000 | 6.477 | 4.002 0.043 2431 | 2.001 | 0.000 0.000
CcoO [kmol/h] | 0.021 | 0.000 | 0.000 | 0.000 | 0.000 0.000 0.000 | 0.000 | 0.000 0.000
CO, [kmol/h] | 1.152 | 1.173 | 1.173 | 0.000 | 0.000 0.000 0.000 | 0.000 | 1.173 0.000
CH4 [kmol/h] | 0.001 | 0.001 | 0.001 | 0.000 | 0.000 0.000 0.000 | 0.000 | 0.001 0.000
H»0 [kmol/h] | 2.818 | 2.881 | 2.881 | 0.000 | 0.000 0.000 0.000 | 3.927 | 2.881 2.593

Total molar flow rate | [kmol/h] | 8.663 | 8.822 | 8.822 | 30.417 | 18.796 | 0.203 | 11.419 | 20.7 | 4.906 2.593
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Table 6. 11: Optimum molar flow rates, temperatures and pressures for streams 21 to 29 in Fig. 6.19.

Stream number 21 22 23 24 25 26 27 28 29

Temperature [K] 353.0] 3941 | 3836| 416.3| 646.0| 1100 | 406.0 | 298.2 | 723.6
Pressure [bar] 2.04 255| 218 2.13 209 205 201, 260| 255
H> [kmol/h] 0.691| 0.000| 0.691| 0.691| 0.691| 0.000 | 0.000 | 0.000 | 0.000
N> [kmol/h] 0.159| 0.000| 9.147| 9.147| 9.147| 9.147 | 9.147 | 0.000 | 0.000
O, [kmol/h] 0.000| 0.000| 2431 | 2431| 2431| 0.862 | 0.862 | 0.000 | 0.000
CO [kmol/h] 0.000 | 0.000| 0.000| 0.000| 0.000| 0.000 | 0.000 | 0.000 | 0.000
CO, [kmol/h] 1.173] 0.000| 1.173| 1.173| 1.173| 1561 | 1.561| 0.000 | 0.000
CHg4 [kmol/h] 0.001| 0.388| 0.388| 0.388| 0.388 | 0.000 | 0.000 | 0.000 | 0.000
H-0 [kmol/h] 0.288| 0.000| 0.288| 0.288| 0.288 | 3.512 | 3.512 | 5.142 | 5.142
Total molar flow rate | [kmol/h] 2313 | 0388 14.11 ] 14119 14.119| 1508 | 15.08 | 5.142 | 5.142

125



jé‘lf "ﬁ:"'i’&j Tech

)]
U 35000 W 83057 w
........... HEAT
o (26) 29097 w AM \f(n, REJECTED
D 4 18218 w /\ ©),=~— 1 VV\ //VVVV\
@ an) ~ A (15) (16)
o~ % 77262 W
(7)8
@
(val) v ® 4170w
—~ O

nnn — thermal energy e 34446 W C) G

transfer @) > _ 5972w

\?J (13)

nnn — mechanical or > ®

electrical | 4 < 3 y

energy transfer (24) o | A 10

(va2) } I 9957 w~"| PEMFC
‘ T 18) w
() (21)
-
14271 w \I ;@ — T
4 A (22) & O\ 9 (20) _—
2721w Y < =
149400 w v an
(14) 4 v i 102128w Y
................. @7
HOUSE/OTHER SYSTEMS " . ]
ow o ®

Figure 6. 20: Mechanical/electrical exchanges and thermal energy exchanges within and from the configuration for the

optimal fuel cell sub-system at the synthesis/design point (50 residences, 1482 units manufactured per year).
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Figure 6. 21: Conversion of the methane to reformate in the FPS for the optimum fuel
cell sub-system at the synthesis/design point (50 residences, 1482 units

manufactured per year).

In Fig 6.21, the chemical composition of the methane/reformate at different stages
of the FPS is presented. From this data, it is evident that most of the conversion of the
methane and steam into hydrogen is achieved in the steam reformer reactor. However, the
HTS and LTS play a two-fold strategic role. They first increase the concentration of
hydrogen in the reformate and second decrease the concentration of carbon monoxide. As
was explained in Chapter 2, the presence of carbon monoxide in the reformate that enters
the stack poisons the Pt catalyst in the cells so that the concentration of carbon monoxide
must be decreased to a few ppm (parts per million). As shown in Fig. 6.21, the PROX
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reactor performs this reduction although at the expense of decreases in hydrogen

concentration™®.,

Another important feature of the configuration is the mechanical/electrical energy
balance shown in Fig. 6.20. The parasitic work needed to optimally run the methane and
air compressors at the synthesis/design point is 28.78 kWe, which represents 21.3% of
the total net power output (135kWe). However, the expander (component 22 in Fig. 2.8)
recovers an important part of this energy (14.21 kWe) by expanding the combustion
gases and the air before exhausting them to the atmosphere. This fact reduces the
parasitic work loses to 11% of the total net power output, which represents an important

improvement in performance for the configuration.

6.4.2 Geometric Characteristics

The detailed geometry for the optimal fuel cell sub-system at the synthesis/design
point for 50 residences and 1482 units manufactured per year is summarized in Tables
6.12 through 6.15. That for the optimal fuel cell sub-system based on the synthesis/design
point and for optimal off-design information is summarized in Tables 6.16 through 6.19.

Table 6. 12: Geometry for the heat exchangers of the optimal fuel cell sub-system at the

synthesis/design point.
Variable Heat exchanger Heat Heat
(component 3) exchanger exchanger
(component 6) | (component 8)

Characteristic length'” (mm) 167 155 72
Number of plates 13 12 6
Ratio of heat transfer areato 1204 1204 1204
volume (mm?%mm?)
Fin height (mm) 6.35 6.35 6.35
Hydraulic diameter of the 3.08 3.08 3.08
conduits (mm)

% In redlity, typically additional processes downstream of the PROX reactor such a pressure-swing
absorption (PSA) or metal or polymer membranes are needed to reduce the CO concentration down to a
few ppm.

" For the compact heat exchangers of the configuration, the same length in the three spatial dimensionsis
assumed. Thislength istaken as the characteristic dimension of the heat exchanger.
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Table 6. 13: Optimum geometry for the steam generator based only on the

synthesis/design point.
Varible Steam Generator (component 25)

Number of tubes 30
Outer tube diameter (mm) 19
Tube thickness (mm) 3
Baffle spacing (mm) 243.8
Pitch (mm) 24.7
Shell diameter (mm) 380
Tube passes 4
Shell passes 1
Economizer characteristic length (mm) 1888
Evaporator characteristic length (mm) 1986
Superheater characteristic length (mm) 1005
Total length of the tubes (mm) 4879

Table 6. 14: Optimum geometry for the steam reformer reactor based only on the

synthesis/design point.
Variable Steam Refor mer (component 4)
Number of tubes 25
Pitch (mm) 24
Shell diameter (mm) 140
Total length (mm) 1100
Characteristic diameter of the catalyst (mm) 2.5

Table 6. 15: Optimum geometry for the fuel cell stack based on the synthesis/design point

only.
Variable Stack (component 11)
Number of cells 643
Active area per cell (m°) 0.06
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Table 6. 16: Geometry for the heat exchangers of the optimal fuel cell sub-system

determined based on the synthesis/design point and off-design information.

Variable Heat exchanger Heat Heat
(component 3) exchanger exchanger
(component 6) | (component 8)

Characteristic length (mm) 167 172 114
Number of plates 13 14 9
Ratio of heat transfer areato 1204 1204 1204
volume (mm?mm?)
Fin height (mm) 6.35 6.35 6.35
Hydraulic diameter of the 3.08 3.08 3.08

conduits (mm)

Table 6. 17: Optimum geometry for the steam generator based on the synthesis/design

point and off-design.

Variable Steam Generator (component 25)

Number of tubes 30
Outer tube diameter (mm) 19
Tube thickness (mm) 3
Baffle spacing (mm) 228.2
Pitch (mm) 24.7
Shell diameter (mm) 380
Tube passes 4
Shell passes 1
Economizer characteristic length (mm) 1373
Evaporator characteristic length (mm) 1819
Superheater characteristic length (mm) 916
Total length of the tubes (mm) 4108
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Table 6. 18: Optimum geometry for the steam reformer reactor based on the

synthesis/design point and off-design.

Variable Steam Refor mer (component 4)
Number of tubes 25
Pitch (mm) 24
Shell diameter (mm) 140
Total length (mm) 1015
Characteristic diameter of the catalyst (mm) 2.5

Table 6. 19: Optimum geometry for the fuel cell stack based on the synthesis/design point

and off-design.
Variable Stack (component 11)
Number of cells 605
Active area per cell (m°) 0.06

The geometric variable values are calculated as dependent variables. That is to say, for
every optima or near-optimal combination of independent and coupling function
variables (see Table 5.2) for the fuel cell sub-system, feasible geometric variable values
are calculated.

As mentioned in Chapter 3, an equilibrium model as opposed to a kinetic rate
model is used for the steam reformer. Such an equilibrium model leads to an oversizing
of the reactor component since, in fact, equilibrium is achieved somewhere within the
interior of the steam methane reformer model. Thus, the rea size required for the steam
reformer is 60% to 50% of the length (1100 mm) calculated in this thesis work. Work
presently underway at Virginia Tech has moved to a kinetic rate based model in order to
correct this oversizing of the optimal steam reformer. Finaly. The geometric data of
Tables 6.12 through 6.14 is graphically represented in Figs. 6.22 through 6.26.
Obvioudly, the data of Tables 6.16 through 6.19 could easily be substituted in these

figures.
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Figure 6. 22: Graphical representation of the geometric data of Table 6.12 for the heat
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Figure 6. 23: Graphical representation of the geometric data of Table 6.12 for the heat
exchanger prior to the LTS reactor (component 6 in Fig 2.8).
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Figure 6. 24: Graphical representation of the geometric data of Table 6.12 for the heat

exchanger prior to the PROX reactor (component 8in Fig 2.8).
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Figure 6. 25: Graphical representation of the geometric data of Table 6.13 for the steam
generator (component 25 in Fig 2.8).
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Figure 6. 26: Graphical representation of the geometric data of Table 6.14 for the steam

reformer reactor (component 4 in Fig 2.8).

6.5 Off-design Optimization of the Most Promising Syntheses/designs (50
Residences, 1482 Units)

The main characteristics of the most promising syntheses/designs for the system-
level optimization of the fuel cell sub-system for 50 residences and 1482 units
manufactured per year are summarized in Table 6.20. This table shows how the two best
and the 5™ best'® syntheses/designs are quite close so that their off-design behavior may
helpin

18 The 5" best as opposed to 3" or 4™ best synthesis/design was chosen since its configuration in terms of
size of the stack and that of the FPS was the most different from that of the optimum and 2™ best
syntheses/designs. It, thus, offered the greatest possibility of being affected positively or negatively once
the optimal off-design behavior was taken into account.
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Table 6. 20: Most promising syntheses/designs.
Par ameter Optimum | 2" best 5" best

synthesis synthesis synthesis
/design /design /design

Total methane consumed (kmol/hr) 1.56 1.58 1.67

Hydrogen consumed (kmol/hr) 4.6 4.8 4.84

Power to run the FPS (w) 5,495 6,702 6,120

Electrical system efficiency (%) 38.7 38.24 36.2

SS capital cost ($) 227,906 222,363 217,425

FPS capital cost ($) 145,019 151,780 153,044

Fuel cost ($, over 10 years) 899,909 912,168 962,965

Synthesis/design total cost ($) 1,272,834 1,286,311 1,333,434

determining which is the best synthesis/design when the total cost of the configuration is

evauated over the entire environmental/load profile. The results for the optimal off-

design for the optimum synthesis/design at the synthesis/design point are shown in Table
6.21 while those for the 2™ and 5™ best syntheses/designs are shown in Tables 6.22 and
6.23. Tables 6.24 and 6.25 tabulate total unit costs based on two products (electricity and

heat) for all three syntheses/designs.
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Table 6. 21: Summary of performance for the optimum synthesis/design over the entire

environmental/load profile.

Optimum Design Summer off- Winter peak | Winter off-
synthesis/design | (summer peak | peak electrical | heat load peak heat |load
electrical load condition | condition condition
load)
condition
Gross electrica 149,400 90,470 72,150 91,130
power (w)
Net electrical 135,000 71,984 63,261 80,158
power (w)
Power sold (w) 0 21,984 38,261 158
Heat available (w) 118,057 81,581 92,480 103,956
System-level 38.7 28 21 24.1
electrical
efficiency (%)
Cogeneration 72.5 59.7 59.8 64.2
efficiency (%)
Fuel cost ($, 2.5 224,977 165,560 117,080 133,336
years per period)
Unit1 g)perati ng 7.6 centskWh | 10.5 centskWh | 8.4 centskWh | 7.59 cents/kWh
cost
Saleincome ($, 2.5 0 19,258 33,517 138
years per period)
Net operating cost 224,977 146,301 83,563 133,198
($).
Net gnit operating | 7.6 centskWh | 9.2 centskWh 6 centskWh | 7.58 centgkWh
cost
Total 588,039
operating cost
(©)
Capital cost 372,925
(&)
Total cost 960,964

'8 These unit costs unlike the ones given in Tables 6.2, 6.3, 6.24 and 6.25 are calculated on the basis of a
single product (i.e. electricity) delivered by the fuel cell sub-system. Thisis done in order to compare this
unit cost with the unit sale price for electricity to the electric utility grid which itself is determined on the

basis of asingle product, namely, electricity..

19 See footnote 18.
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Table 6. 22: Summary of performance for the 2" best synthesis/design over the entire

environmental/load profile.

2" best Design (summer | Summer off- Winter peak | Winter off-
synthesis/design | peak electrical peak electrical | heat load peak heat load
load) condition | load condition | condition condition
Gross electrical 152,297 89,148 72,141 87,784
power (w)
Net electrical 135,000 73,695 66,810 79,738
power (w)
Power sold (w) 0 23,695 41,810 0
Heat available (w) 125,004 86,734 75,465 123,613
System-level 38.2 28.2 22.2 22.6
electrical
efficiency (%)
Cogeneration 73.5 61.5 47.2 57.6
efficiency (%)
Fuel cost ($, 2.5 228,042 169,294 121,134 141,116
years per period)
Unit2 g)perati ng 7.7 centkWh | 10.49centgkWh | 8.2 centskWh | 8 centgkWh
cost
Saleincome ($, 0 20,757 36,626 0
2.5 years per
period)
Net operating cost 228,042 148,537 84,507 141,116
$.
Net 2ulnit operating 7.6 centskWh 9.2 centkWh | 5.7 centgkWh | 8.08 centskWh
cost
Total net 602,202
operating cost
()
Capital cost 374,143
()
Total cost 976,345

2 See footnote 18.
2l See footnote 18.
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Table 6. 23: Summary of performance for the fifth best synthesis/design over the entire

environmental/load profile.

Fifth Design Summer off- Winter peak | Winter off-
synthesig/design | (summer peak | peak electrical | heat load peak heat load
electrical load condition | condition condition
load)
condition
Gross electrica 151,195 98,668 94,015 92,818
power (w)
Net electrical 135,000 87,675 84,860 80,015
power (w)
Power sold (w) 0 37,675 59,860 15
Heat available (w) 132,966 86,988 84,879 71,857
System-level 36.2 33 33 31
electrical
efficiency (%)
Fuel cost ($, 2.5 240,741 170,538 101,879 102,418
years per period)
Unit2 2operati ng 8.1 centgkWh | 8.9 centskWh | 5.4 centskWh | 5.9 centskWh
cost
Saleincome ($, 2.5 0 33,003 52,437 13
years per period)
Net operating cost 240,741 137,534 49,441 102,404
($).
Net unit operating | 8.1 centskWh | 7.2 centskWh | 2.6 centskWh | 5.9 centskWh
cost®
Total 530,120
operating cost
)
Capital cost 370,469
)
Total cost 900,589

2 gee footnote 18.
2 See footnote 19.
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Table 6. 24: Total unit costs on an energy basis for the most promising synthesis/designs.

Optimum 2" best 57 best
synthesis/design | synthesis synthesis/design
/design
| Total unit cost ($/kWh) 0.0587 0.0582 0.054

Table 6. 25: Total unit costs on an exergy basis for the most promising synthesis/designs.

Optimum 2" best 57 best
synthesis synthesis synthesis/design
/design /design

| Total unit cost ($/kWh)** 0.0836 0.0886 0.0834

Three main conclusions arise from an analysis of the off-design behavior of these three
syntheses/designs. The first that taking the optimal off-design information into account,
the total cost of the second best synthesis/design ($976,345) is greater than that for the
optimum synthesis/design ($960,964). However, the 5 best synthesis/design evaluated at
the synthesis/design point has a lower total cost ($900,589) than either of the other two
when the entire environmental/load profile is considered. This somewhat surprising
conclusion is based on the fact that the fuel cell sub-system decreases its performance at
small thresholds of electrical power produced. In Fig 6.27 the optimum system electrical
efficiency for the optimum synthesis/design is plotted versus the electrical load for the
summer environmental conditions. Note that only two optimum points are available for
this plot (Summer peak and Summer off-peak load conditions). However, the third point
at full load is obtained based on the fact that the system electrical efficiency remains
almost constant between approximately 60% and 100%

% In order to calculate the total unit cost on an exergy basis the heat exchanger of the combustion gases
(component 14 in Fig 2.8) was assumed to have a constant temperature at operation of 250 °C. The rest of
the thermal energy produced for the fuel cell sub-system was assumed to be produced at the average
temperature of the PROX and the stack for every operating segment. This assumption resembles to a good
approximation the operation of the fuel cell sub-system.
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Figure 6. 27: System electrical efficiency based on LHV versus gross power of the stack
for the optimum synthesis/design at the different summer load conditions.

of full load®, decreasing slightly close to full load. Note that at the synthesis/design
point, the fuel cell sub-system is operating a maximum system electric efficiency, which
is achieved at approximately 65 % of full load. At the summer off-peak load condition,
the optimum for operation is found at the smallest partial load achieved during summer
load conditions, which is approximately 40% of full load. Similar behavior is found for
winter conditions (see Fig. 6.28). That is to say, optimum operation under winter off-
design conditions has a relatively small system electrical efficiency. Thus, one may
conclude from these figures that operating at maximum system electrical efficiency

(approximately 65% of full load) at the synthesis/design point may not be optimal since

% Full load was estimated at the maximum power density (About 0.33 kWe/cell) and an operating pressure
of 350 kPa.

132



l Vizpizuia
'$ ¥ | IQI ") Tech
40

3 35 —

]

5 301 \

o 25 1 Fullload

5 20 \

o X

w 15 \ Winter off-Peak Heat

I

o 10

%) Winter Peak Heat

>

n 5

O T T T T
0 50 100 150 200 250
Gross Power Stack (kWe)

Figure 6. 28: System electrical efficiency (LHV) versus gross power of the stack for the

optimum synthesis/design at the different winter load conditions.

It entails a penalty in terms of decreasing system electrical efficiency when optimum
operation at off-design is found at small thresholds of electrical power produced. The
optimum and 2" best syntheses/designs follow this behavior while the 5" best
synthesis/design does not. The latter, therefore, turns out to be the best overall
synthesis/design. Vaues for the operational variables of the fifth synthesis/design are
summarized in Table 6.26.

The second conclusion drawn from an analysis of the off-design behavior is that
the configuration of Fig. 2.8 is not able to regulate its operation below a minimum
threshold production of electric power (i.e. approximately 35% of the maximum gross
power). The off-design optimization has the tendency to minimize the net electric power
output of the fuel cell sub-system. That is to say, the option of selling electricity to the
grid (see Problem (5.13)) is, according to the optimization results, not really
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Table 6. 26 Optimum values of the operational variables for the fifth design.

Operational variable Summer off-peak | Winter peak heat | Winter off-peak
electrical load load condition heat load
condition condition

Xar 0.708 0.705 0.688

Xen, 0.429 0.431 0.327

Xebaus, 0.737 0.8 0.95

Vi 0.78 0.78 0.79

N 0.81 0.81 111

g 0.94 0.94 0.8

M,0/cH, 2.74 2.8 3.59

economical a any load condition due to the fact that the production cost per kWh
(ranging between 5.4 and 10.5 cents’kWh?) is higher than the sale price of 4 cents/kWh.
Nonetheless, electricity is sold under two load conditions (summer off-peak electrical and
winter peak heat) to the grid due to the fact that the fuel cell sub-system produces an
excess of electricity since it cannot be regulated at these load conditions to a level of
production sufficiently low to avoid this. Thisis seen in Tables 6.21 to 6.23. In contrast,
at the winter off-peak load condition, the power sold is effectively zero, while that at the
summer peak electrical load condition isidentically zero.

To examine more closely the conclusion surrounding the summer off-peak and
winter peak heat |oads, the net operating cost for the summer off-peak electrical condition
is plotted in Fig. 6.29 versus the power sold to the grid for all the feasible simulations
used to determine the optimum operating point for the optimum synthesis/design at that
particular load condition. It is clear that the less electrical power sold to the grid, the less
the net operating cost associated with that particular load condition. The same conclusion
applies to the winter peak heat load condition. However, in both cases the fuel cell sub-
system does not have a feasible simulation which operates with zero power sold to the

grid (i.e. satisfies only the electrical power demand of the residences). There are two

% See footnote 18.
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possible explanations for this. The first is that the simulation built for off-design is not

sufficiently robust to produce sufficiently small electrical outputs. Although possible, it
seems unlikely given the fact that a fairly detailed validation process was used to ensure
the robustness of the simulation. The other more likely explanation is that the fuel cell
sub-system syntheses/designs presented in Tables 6.21 to 23 are not able to operate at the
relatively small electrical outputs required. The data at off-design conditions indicates
that for all three syntheses/designs, the physical and convergence constraints imposed on
the fuel cell sub-system cannot be met when the net power is less than approximately 70
kWe at the summer off-peak electrical load condition and approximately 60 kWe at the
winter peak heat load condition.
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Figure6. 29: Tota cost versus power sold for al the feasible runs at the summer off-
peak electric load condition for the optimum synthesis/design shown in
Table 6.21.
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Finally, the last conclusion based on an analysis of off-design performance is that
the fuel cell sub-system is unable by itself to satisfy the heating loads of the residences
(see Table 2.1). In Fig. 6.30, the net electrical power produced by the fuel cell sub-system

1- Summer peak electric load.

2- Summer off-peak electric load. I Produced
3- Winter peak heat load. [ Demand
4- Winter off-peak heat load.

Demand/Prodyct

Load condition

Figure 6. 30: Comparison of the electrical production and the electrical demand over the

entire environmental/load profile.

at the optimum synthesis/design point is compared with the electrical demands for each
of the four time segments considered in this thesis work. The fuel cell sub-system meets
the electrical demands at all load conditions. This result is coherent with the fact that the
synthesis/design point is taken at the maximum electrical demand. In Fig. 6.31 the heat
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produced by the fuel cell sub-system at the optimum synthesis/design point is compare
with the heating demands for each of the four time segments. These results show how the

heat demand is only satisfied at the summer load conditions. At the winter load
conditions, the heat produced by the fuel cell sub-system is clearly insufficient. This fact

obviously
1- Summer peak electric load.
2- Summer off-peak electric load. I Produced
3- Winter peak heat load. [ Demand

4- Winter off-peak heat load.

6e+5

5e+5

2e+5

Figure 6. 31: Comparison of the heat production and the heat demand over the entire

environmental/load profile.

points to the need for an additional sub-system in the configuration (e.g., a heat pump) in
order to provide the additional thermal energy required. Work to include an absorption
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heat pump is currently underway in the complementary M.S. thesis work mentioned

earlier in thisthesis.
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Figure 6. 32 System electrical efficiency based on LHV versus gross power of the stack
for the optimum synthesis/design and off-design at the different summer

load conditions.
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Figure 6. 33 System electrical efficiency (LHV) versus gross power of the stack for the
optimum synthesis/design and off-design at the different winter load

conditions.
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7. Conclusions and Recommendations for Future work

The conclusions and recommendations for future work are summarized in the

following points:

1-

Time decomposition and physical decomposition (e.g., LGO) are useful tools
for ssimplifying the overall synthesis/design optimization problem of energy
conversion systems in general and fuel cell sub-systems in particular. Even
though LGO was the approach applied in this thesis work, it would be
interesting in future work to apply ILGO as outlined in Chapter 4. ILGO could
greatly decrease the computational time required for the optimization and
sensitivity analyses which were done here. It would furthermore be interesting
to determine and graphically represent the unit-level ORS for the FPS in order
to show that as expected its behavior is just as smooth and convex as is that
for the unit-level ORS of the SS. This, of course, would underscore why using
ILGO is more effective than using LGO.

The optimization strategy followed in this thesis work allows one to analyze
the fuel cell sub-system not only at the system level (e.g., with respect to the
synthesis/design total cost or system efficiencies) but also at the component
level (e.g., with respect to the detailed geometry of the components).
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3-

Wisely selecting the coupling functions quite naturally leads to the desirable
convexity and smoothness of the unit-level ORSs and, thus, to the system-
level ORS.

The optimum total synthesis/design cost for the fuel cell sub-system tends to
decrease as the number of residences for which the fuel cell sub-system is
synthesized/designed increases. The fuel cell sub-system is, thus, more
economical for arelatively large cluster of residences (i.e. about 50). However
little is gained in terms of reduced cost by increasing this number much above
50. Note of course that this conclusion is restricted to the fact that only three

different number of residences were studied.

The optimum total synthesis/design cost for the fuel cell sub-system tends to
decrease as the number of units manufactured per year increases. Achieving a
unit cost of power production less expensive than 10 centskWh on an exergy
basis requires the manufacture of approximately more than 1500 units per
year. Of course this conclusion as well as the second above depend greatly on
the cost functions available. Future work should improve these functions since
the cost information available at the time that they were developed was
relatively meager. More detailed information on costs has since become
available and is currently being used to improve these functions in the other
M.S. thesis work aready mentioned several times. This improvement along
with the kinetically as opposed to equilibrium based models should lead to a
more accurate and detailed prediction of the optimal fuel cell sub-system
synthesis/design.

The simulation of the fuel cell sub-system under synthesis/design and off-
design conditions (especially off-design) is a complex problem due to the
presence of several chemical components (up to seven) and the wide range of
load conditions at which the fuel cell sub-system must operate. Therefore,
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further improving the robustness of the code is an important issue. In this
thesis work, the different components of the configuration are solved
sequentially as opposed to simultaneously. Future work should try solving the
synthesis/design and off-design systems of equations simultaneously. This
will require implementing some very efficient non-linear equation solvers,
which are both robust and relatively fast. This work is currently underway as
part of the other M.S. thesis work already mentioned, which isimplementing a
set of non-linear solvers using the gPROMS environment. g°PROMS not only
can improve the robustness of the ssmulation code as mentioned but will as
well alow more flexibility in selecting the independent variables of the

simulation.

The fuel cell sub-system configuration in this study was not able to operate at
relatively small electrical outputs. The fact that no feasible smulations at off-
design with net power outputs less than approximately 70 kWe at the summer
off-peak electrical load condition and approximately 60 kWe at the winter
peak heat load condition were found after more than 25,000 simulations of the
230 kWe rated fuel cell sub-system suggest that the configuration does not
operate at partial electrical loads smaller than approximately 35 % of the
maximum electrical load.

The fuel cell sub-system is not able by itself to satisfy the winter heat
demands. This fact clearly points to the need for integrating the fuel cell sub-
system with another sub-system such as a heat pump in order to increase heat
production in winter. Work is currently underway as part of the other M.S.
thesis work mentioned earlier to incorporate an absorption heat pump sub-
system. This will alow greater flexibility in meeting combined heat and
electrical loads throughout the year.
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9- According to the cost functions available and the syntheses/designs studied,

operating at maximum system electrical efficiency (approximately 65% of
full load) at the synthesis/design point is an optimum solution. However, this
has a penalty in terms of decreasing the system electrical efficiency when the
optimum operation under off-design conditions is found at small thresholds of
electrical power produced. The consequence as seen in the results presented is
that a synthesis/design close to the optimum but not operating at maximum
system electrical efficiency at the synthesis/design point becomes the best
synthesis/design® because it out performs the others at off-design (see Figs
6.32 and 6.33).

! Obviously, if we had expanded the number of feasible near-optimum solutions at the synthesis/design
point, which were evaluated optimally at off-design, another near-optimum solution may have become the
optimum with respect to both the synthesis/design point and off-design. Of course, this can always be done
but was not done in this work due to time constraints. Furthermore, this would not need to be done at all if
time decomposition had not been used but then one would lose the advantages, which come with
its application.
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Appendix A

Heat exchangers model

The heat exchangers used are compact with cross flow and unmixed fluids (see
Figs. 6.22 to 6.24). The main reference for this particular model is Liu et al. (1998). The
model uses the effectiveness-NTU method in order to relate the geometry of the heat
exchangers with the thermodynamic properties at any moment of the operation. The
correlation used in order to establish a relation between the effectiveness, the number of
transfer units and the ratio of heat capacities is the classic relation for cross flow (single
pass) arrangement with both fluids unmixed.

r

£=1- eprCij(NTU )°2{exp[-C, (NTU)°™] -3 (A1)

where the heat capacity ratio is express as

C,:C
C

min (A2)

where Cpin, and Crax are the minimum and maximum heat capacities, respectively, from

the heat capacities of the cold and hot streams. The number of transfer units is calculated

as

NTU = YA (A.3)
Cmin

where U, A are the overall heat transfer coefficient and A the heat transfer area. The

product UA is express as
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1
A= A4
v 1 1 (A4)

+
,70hA11hh ”ocAchc

where 77,, A and h are the outside overall surface efficiency, the heat transfer area and

the heat transfer coefficient respectively. The subscript ‘h’ indicates that the magnitude
corresponds to the ‘hot’ side and ‘c’ indicates that the magnitude corresponds to the
‘cold’ side. In the model used in the simulation of the fuel cell sub-system the ‘cold’ and
the *hot’ side are assumed to be identical. Therefore for both sides the overall surface

efficiency isrelated to the fin efficiency (77, ) in the following terms

Af
o =1=—-(1=111) (A.5)

where As isthe secondary surface area. The fin efficiency is defines as

_ tanh(ml)

(A.6)
ml

f

where | is the fin length and the factor m is defined as a function of the heat transfer

coefficient, the thermal conductivity of the fin material (k, ) and the fin thickness (t; ) in

the following terms

2h
m= A.7
/kftf (A.7)

thefin length is calculated as a function of the fin thickness and the plate spacing (b)

b
= E _tf (A8)
The heat transfer coefficient for each sideis calculated as
h=jGc, P " (A.9)

where G is the mass velocity, P; the Prandtl number and j the Colburn factor. The
expression used to calculate the mass velocity is
m

G=—
A,

(A.10)
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where the mass flow rate (m) is divided by the minimum free flow area ( A,), which is
defined as

D, A
4L

A = (A.11)

where L is the characteristic length of the heat exchanger and D,, the hydraulic diameter
of the conducts. Finaly the calculation of the heat transfer area is done through the
parameter V, which has adlight different definition for the ‘cold’ and ‘hot’ side

V, =L.LbN, (A.12)
V, =L.Lb, (N, +1) (A.13)
and through the heat transfer surface area density ( 53)

A= pV, (A.14)

HTS and LTS reactor model

The model used for the HTS and LTS reactor is in the same fashion as the
thermodynamic model used for the steam reactor reformer (Egs. (3.2) through (3.10)). In

this case the overdll reactionis
xCH, +x,H,0 +x,CO, +x,CO+ x,H, = aCH, +bH,0+cCO, +dCO +eH, (A.15)

where X3, X2 X3 Xq and Xs are the number of moles entering the reactor and a, b, ¢, d, and e
are the moles of product for the equilibrium composition at the outlet conditions of the
reactor. The latter represent five unknowns whose determination requires a system of five
linearly independent equations. Three of these are formed by the three atomic balances,
which result from the overall reaction, namely

X +X,+X, =a+c+d (A.16)
4x, +2X, + 2%, =4a+2b+2e (A.17)
X, +2%,+X, =b+2c+d (A.18)
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An additional equation is obtain from the fact that the methane flow rate does not

change in the reactor as the only reaction taking place in the HTS and LTS reactors is the
water-gas shift (see Table 2.5).
X =a (A.19)
The additional equation required is that based on the conditions of
thermodynamic chemical equilibrium associated with the stoichiometric equilibrium
reactions of water-gas shift taking place in the HTS and LTS reactors. This
thermodynamic chemical equilibrium condition is given in genera terms by (Eq. (3.5)).

For the stoichiometric equilibrium water gas-shift reaction is expressed as

yCO yH = 1+1-1-1
Kp(T)‘W === (Fj (A.20)
J YcoYh,0 N0

where in this case the Gibbs free energy of reaction used to determine Kp(T)‘WgsiS

given by
AGO(T)‘WgS = (hC02 + th - hCO - tho)_T.(Sgoz + Saz - 880 - Sazo) (A21)

and h and s° are the total enthalpy and absolute entropy for the i™ component of the

reformate exiting the reactor. For a given outlet HTS or LTS temperature T and pressure
P aswell asinlet composition, the outlet composition a, b, ¢, d, and efor the HTS or LTS
reactor is calculated using Egs. (A.15) through (A.21).

Compressors/Expander model

In this section the model used for the compressors of the fuel cell sub-system is
presented. The model for the expander was applied in the same fashion.
In design conditions the outlet temperatures of the compressor is calculated based

in afixed isentropic efficiency (7., 70%) in the following terms
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T, = Tm[1+ i[(F’r )VT_1 —1D (A.22)

1.
where P; isthe pressure ratio express as
P t
. (A.23)

n

the duty of the compressor is cal culated with the following energy balance

Eomp = M(h* —h") (A.24)
where h is the enthalpy of the fluid compressed evaluated at the outlet (h*") and at the
inlet of the compressor (h™").

For the off-design simulation code the model of the compressors presented is
substituted with a simplified non-dimensional map for small centrifugal compressors.
The non-dimensional map establish a linear relation between the maximum ratio of the
pressure ratio at design conditions and the pressure ratio at off-design conditions
(PRr., ), (thisratio corresponds to 15% of the surge line) and the ratio of corrected mass
flow rates at design conditions and off-design conditions (cmr )

PRr, . =0.3+0.7cmr (A.25)
In order to allow the compressor to operate at a variable distance of the surge line the
difference between the minimum (0.4) and the maximum value of PRr is multiply times
avariable that takes values between O and 1 (Op).

APRr = (PRr,, —0.4)Op (A.26)
Finally the value of PRr at operation is calculated as

PR peraion = (APRr +0.4) PRy, (A.27)
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