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ABSTRACT 
Parsing long documents, such as books, theses, and dissertations, is 
an important component of information extraction from scholarly 
documents. Layout analysis methods based on object detection have 
been developed in recent years to help with PDF document parsing. 
However, several challenges hinder the adoption of such methods 
for scholarly documents such as theses and dissertations. These 
include (a) the manual efort and resources required to annotate 
training datasets, (b) the scanned nature of many documents and 
the inherent noise present resulting from the capture process, and 
(c) the imbalanced distribution of various types of elements in the 
documents. In this paper, we address some of the challenges related 
to object detection based layout analysis for scholarly long docu-
ments. First, we propose an AI-aided annotation method to help 
develop training datasets for object detection based layout analysis. 
This leverages the knowledge of existing trained models to help 
human annotators, thus reducing the time required for annotation. 
It also addresses the class imbalance problem, guiding annotators 
to focus on labeling instances of rare classes. We also introduce 
ETD-ODv2, a novel dataset for object detection on electronic theses 
and dissertations (ETDs). In addition to the page images included 
in ETD-OD [1], our dataset consists of more than 16K manually 
annotated page images originating from 100 scanned ETDs, along 
with annotations for 20K page images primarily consisting of rare 
classes that were labeled using the proposed framework. The new 
dataset thus covers a diversity of document types, viz., scanned and 
born-digital, and is better balanced in terms of training samples 
from diferent object categories. 
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1 INTRODUCTION 
Long scholarly documents, such as e-books and electronic theses 
and dissertations (ETDs), contain valuable knowledge that is of 
interest to many in the academic and research community. These 
documents often exist on the web in PDF form, making it difcult 
to extract information from such documents to support end-user 
services. To make them compatible with modern digital library 
services, such as document search and browsing, the information 
from these documents frst needs to be extracted and converted into 
a machine-friendly format such as XML. This is also essential for 
improving the accessibility of such documents, as accessibility tools 
such as on-screen readers often require that diferent elements of a 
document be tagged. Owing to the wide range of variation that is 
observed in such documents, as a result of specifc layouts used by 
diferent institutions, as well as the variation in writing style and 
elements used across diferent scientifc domains, parsing scholarly 
PDF documents is a nontrivial task. 

In recent years, with advances in the feld of deep learning, sev-
eral techniques have been proposed to help with the problem of 
information extraction from PDF documents. One research direc-
tion that has shown promising results for the problem of layout 
analysis and parsing of PDF documents is based on object detec-
tion. Object detection [4, 13] aims to identify and extract objects 
of interest from an input image, using bounding boxes and associ-
ated labels for each element in the image. The resultant elements, 
such as fgures, tables, and paragraphs, can then be used for fur-
ther downstream tasks. Object detection-based layout analysis has 
recently been studied for scholarly documents such as research 
papers [10, 21] and ETDs [1]. These investigations mainly focus 
on digital PDF documents that are typically prepared using text 
editing software such as LaTeX or Microsoft Word. 
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(a) Handwritten elements. (b) Noisy patches. 

Figure 1: Examples of pages from scanned documents. 

An important aspect of object detection-based methods is that 
they often require a huge amount of labeled training data. For digi-
tal documents, especially those written in LaTeX, it is often possible 
to obtain annotations using rule-based automatic annotation meth-
ods [10]. However, in the case of scanned documents, as well as 
digital documents without accompanying LaTeX source code, anno-
tating data is a cumbersome process that requires a great amount 
of manual efort. In the case of ETDs, many documents present 
in digital libraries, especially the older ones, tend to be scanned 
documents that were written using legacy text editing software or 
with a typewriter. These documents were then microflmed and/or 
scanned and converted to PDF. Consequently, these documents 
contain a large amount of noise that was introduced during the 
PDF conversion process, as shown in Figure 1. Furthermore, given 

(a) Model generated annotations. (b) Corrected annotations. 

Figure 2: An illustration showing a page from a scanned 
document, the annotations generated by an object detection 
model trained on a small dataset, and the fnal annotations 
after correction by a human annotator. 

that these documents were prepared using legacy methods, they 
difer signifcantly from newer documents, such as digital ETDs, in 
terms of layout and structure. Additionally, some of the elements, 
such as metadata elements like ETD title and author name, can only 
be found on a few pages, while others, such as a paragraph, can 
be found on many pages in a document. As such, the distribution 
of diferent object categories in the training data varies. This also 
afects the performance of object detection models in classes with 
a limited number of training instances. 

In this paper, we propose an AI-aided annotation framework to 
minimize the amount of resources such as annotation time asso-
ciated with developing training datasets for layout analysis. Our 
proposed framework utilizes the predictive capabilities of models 
trained on existing datasets to assist human annotators. As illus-
trated in Figure 2, although the annotations generated by the model 
might not be completely correct, many of them are often correct, 
which can reduce the number of instances that need to be manu-
ally labeled. This signifcantly speeds up the annotation process, 
without compromising the quality of the generated dataset. It also 
helps to address the problem of class imbalance in object detection 
datasets, by guiding annotators to label images that are more likely 
to contain elements from a predefned set. Experimental results 
show that our proposed annotation scheme signifcantly reduces 
the annotation time and class imbalance, thus resulting in models 
with improved performance on various object classes. We also in-
troduce ETD-ODv2, a new dataset for object detection-based layout 
analysis of long documents such as theses and dissertations. ETD-
ODv2 supplements the page images included in ETD-OD, adding 
20K page images originating from scanned theses and dissertations. 
It also adds annotations for page images that are likely to con-
tain low-frequency elements, such as document title and algorithm, 
since they can only be found on selected pages of a document or 
documents from specifc domains. These pages were sourced from 
a large corpus consisting of both scanned and digital documents, 
making them helpful for mitigating the class imbalance in existing 
datasets as well. It thus addresses the limitations of existing datasets 
for ETD layout analysis, whose scope is limited to digital documents 
only, and sufers from a class imbalance problem. Our experimental 
results show that models trained on our newly annotated dataset 
perform much better than those trained on other datasets. 

The contributions of this work are threefold. 

• We propose an AI-aided annotation scheme to develop training 
datasets for layout analysis. The proposed annotation scheme 
signifcantly reduces the annotation time, while also allowing us 
to address the class imbalance problem in training datasets. 

• We introduce ETD-ODv2, a new manually annotated dataset 
for object detection-based layout analysis of scanned theses and 
dissertations. Unlike existing datasets that focus mainly on digital 
documents, our dataset helps with the layout analysis of scanned 
documents. 

• We show that training on datasets focused towards certain low-
frequency elements signifcantly improves the performance of 
layout analysis methods. Our dataset also consists of labeled 
images of pages that are likely to contain elements from rare 
classes to help alleviate the performance issues that arise as a 
result of class imbalance in object detection datasets. 

835



A New Annotation Method and Dataset for Layout Analysis of Long Documents WWW ’23 Companion, April 30–May 04, 2023, Austin, TX, USA 

Figure 3: Architecture of the proposed AI-aided annotation framework. 

2 RELATED WORK 
Information extraction from documents has gained popularity in 
recent years due to its value for various types of scholarly literature, 
as well as business documents such as insurance claims, tax forms, 
and resumes. We review some of the related datasets, techniques, 
and annotation methods in the document layout analysis domain. 

2.1 Layout Analysis Datasets 
Several datasets have recently been developed to help with the task 
of extracting information from documents. These datasets cover 
a diverse range of document types. In the case of scholarly docu-
ments, two types of documents are studied: short documents, such 
as research papers, and long documents, such as theses and disser-
tations. TableBank [9] consists mainly of annotations for a specifc 
object type, such as tables. Datasets such as PubLayNet [21] and 
DocBank [10] cover a wider range of object types to support more 
in-depth layout analysis. All of these datasets are based primarily 
on research papers from open-access repositories. Layout analysis 
for long scholarly documents, such as books, theses, and disser-
tations, has also attracted interest from the research community. 
Some works along this line include ScanBank [8], which supports 
fgure extraction, and ETD-OD [1], which supports the extraction 
of a diverse set of element types found in theses and dissertations. 

Due to its application in other business domains such as insur-
ance, tax, and healthcare, information extraction from form-like 
documents has become a popular research area. Datasets in this 
category include FUNSD [7] and CORD [12], which are based on 
forms and receipts, respectively. SROIE [6] is another dataset based 
on receipts, while KLEISTER [15] is based on longer documents 
such as non-disclosure agreements. 

2.2 Layout Analysis Methods 
Traditional methods for document layout analysis included rule-
based methods [2] and text-based methods (semantics) [11]. With 

the advent of deep learning-based methods for object detection such 
as Fast-RCNN [4], Faster-RCNN [13], and YOLO [17], document 
layout analysis based on visual features gained popularity [1, 14]. 
More recently, techniques that use visual and semantic features 
for pre-training, such as LayoutLM (v1 [19], v2 [20], v3 [5]), have 
been proposed. The pre-trained models can then be fne-tuned on 
downstream tasks like object detection. 

2.3 Annotation Methods 
Due to the intensive nature of dataset annotation in terms of time 
and cost, researchers have proposed several techniques to annotate 
training datasets for object detection models. For PDF documents 
with an accompanying MS-Word, XML, or LaTeX fle, automatic 
extraction based on tags is possible [9, 10]. However, in the case of 
scanned documents, a rule-based approach cannot be used. In such 
cases, techniques have been explored that can help annotators or 
guide them in annotating samples about which the model is most 
uncertain [22]. 

3 PROPOSED AI-AIDED ANNOTATION 
SCHEME 

Due to the resource-intensive nature of the dataset annotation pro-
cess, labeled data for training supervised machine learning models 
are always scarce. However, unlabeled data are generally available 
in abundance. This is also the case with document layout anal-
ysis, where getting high-quality annotations for documents and 
their respective pages is not easy. However, given the numerous 
documents that exist on the Internet and in digital libraries, many 
unlabeled scholarly documents are publicly available. Although 
labeling document page images is a cumbersome task, we hypothe-
size that models trained on existing datasets can be used to assist 
human annotators in the labeling process, thus reducing the time 
required to annotate training datasets. These models can be used to 
generate weak labels for the huge corpus of unlabeled ETDs, which 
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can then be fltered, validated, and corrected by human annotators. 
Based on this assumption, in this section, we propose an AI-aided 
annotation framework for developing datasets to train supervised 
object detection models. Figure 3 gives an overview of our proposed 
framework. The key components of this framework are discussed 
in detail below. 

3.1 Dataset Sampling 
We use a large corpus of unlabeled ETDs, sourced from multiple 
open access digital libraries. We frst sample a set of documents 
from this unlabeled corpus that can be used for AI-aided annotation. 
Each of these documents is then split into page images, since object 
detection models require images as input. 

3.2 Weak Labels Using Pre-Trained Model 
Once we have a set of documents as well as their respective page 
images, they are sent to an object detection model such as YOLO 
[17] or Faster-RCNN [13] that has been pre-trained on an existing 
labeled dataset, such as ETD-OD [1]. The labels thus inferred for 
each image serve as weak annotations for further processing and 
manual verifcation/annotation. 

3.3 Optional Filtering for Specifc Object Classes 
In some cases, such as in the case of academic documents like theses 
and dissertations, labeling the entire set of pages found in the sam-
pled documents could result in a highly unbalanced dataset. In such 
cases, it might be desirable to use weak labels to flter out images 
containing a pre-defned set of object categories. We refer to these 
object categories as objects of interest. These categories include 
minority classes, such as those containing very few instances in 
the labeled dataset, or those that have lower performance as com-
pared to other categories. This could enable researchers to produce 
datasets with balanced class distributions. 

3.4 Manual Verifcation and Correction 
The fltered set of pages, along with their predicted bounding boxes 
and their respective labels, is then verifed by human annotators for 
correctness. For page images with correctly predicted objects, no 
changes are made and the respective page is added to the verifed 
dataset. For page images with incorrect predictions, whether in 
terms of missing or incorrect labels, the correct bounding boxes 
are drawn by human annotators before being added to the verifed 
dataset. 

The new dataset can then be used to fne-tune existing pre-
trained models or in combination with existing datasets for model 
training. 

4 ETD-ODV2 DATASET 
In this section, we introduce ETD-ODv2, a new dataset for layout 
analysis of electronic theses and dissertations. Although existing 
datasets like ETD-OD [1] can be helpful in layout extraction from 
digital documents, they sufer from a class imbalance problem and 
do not contain scanned documents. 

4.1 Scanned Documents 
There are several attributes related to scanned documents that are 
not found in digital documents. These include the following. 

• Noisy patches: A common observation found in scanned docu-
ments is that a large number of pages contain noisy patches that 
result from the process of converting such documents into an 
electronically readable PDF fle. 

• Low resolution: Given that these documents are essentially 
images of hard-copy versions of the original document, they tend 
to have relatively low resolution. 

• Dilated or eroded text: Another common observation regarding 
many scanned documents is that the text is eroded (i.e., has a 
thinner font than the original document) or dilated. This can also 
be attributed to the PDF conversion process. 

• Handwritten elements: Some of the pages of scanned docu-
ments contain elements – such as tables, fgures, and equations 
– that were written or drawn by hand and were not typed or 
created using software. 

Due to the presence of such attributes, object detection models 
trained on the digital documents dataset generally do not perform 
well on scanned documents. Hence, our new dataset includes man-
ually annotated page images from scanned documents, to support 
layout analysis on scanned documents. 

4.2 Page Images with Minority Elements 
While it is desirable to have images of pages from scanned docu-
ments, this does not prevent the dataset from being subject to a 
class imbalance problem. This is because some elements – such as 
document title and author name – typically only appear on a small 
set of pages in the document, such as the front page. Therefore, a 
dataset constructed by labeling all pages appearing in a document 
will always be prone to the class imbalance problem. Moreover, 
some element classes such as algorithm might only appear in docu-
ments in certain domains, such as computer science. Hence, a set of 
documents uniformly sampled from several diferent domains will 
have few pages with such instances. To alleviate this problem, we 
use the proposed AI-aided annotation method to flter and anno-
tate pages that are more likely to contain such minority elements. 
These page images were sourced from both digital and scanned 
documents. The elements that we consider to be minority elements 
are listed below. 

• Elements found on a limited number of pages: Title, Au-
thor, Date, University, Committee, Degree, Abstract Text, List of 
Contents Heading. 

• Elements found in documents from select disciplines: Equa-
tion, Equation Number, Algorithm, Reference Heading. 

4.3 Dataset Source and Object Classes 
To ensure compatibility with existing datasets, we use the object 
categories defned in ETD-OD for annotation. The documents in 
both subsets of our data set (i.e., the scanned and AI-aided) were 
sourced from a uniformly sampled set of theses and dissertations 
from open access institutional repositories of US origin [16]. 
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#Digital #Scanned #AI-Aided #Total Category Name Description Instances Instances Instances Instances 

Title Title of the document 439 (0.4%) 253 (0.4%) 2186 (1.6%) 2878 (1.0%) 
Author Name of the document author 404 (0.4%) 249 (0.4%) 2548 (1.9%) 3201 (1.1%) 
Date Date of publication, or of fnal research defense 324 (0.3%) 224 (0.4%) 2415 (1.8%) 2963 (1.0%) 
University University/institution of the author 340 (0.3%) 203 (0.3%) 1873 (1.4%) 2416 (0.8%) 
Committee Committee that approved the document 305 (0.3%) 83 (0.1%) 1472 (1.1%) 1860 (0.6%) 
Degree Degree (e.g., Master of Science) being earned. 281 (0.3%) 202 (0.3%) 1834 (1.3%) 2317 (0.8%) 
Abstract Heading A header that indicates the start of abstract text 169 (0.2%) 113 (0.2%) 807 (0.6%) 1089 (0.4%) 
Abstract Text The actual text of the abstract 183 (0.2%) 73 (0.1%) 952 (0.7%) 1208 (0.4%) 
List of Contents Heading A header that identifes the content of a list 512 (0.5%) 300 (0.5%) 3151 (2.3%) 3963 (1.3%) 
List of Contents Text The actual list of entries for the type of content 1059 (1.1%) 460 (0.7%) 3172 (2.3%) 4691 (1.6%) 
Chapter Title The title of the chapter 2199 (2.2%) 1926 (3.1%) 1263 (0.9%) 5388 (1.8%) 
Section The header of a section which splits a document 9337 (9.4%) 2946 (4.7%) 5196 (3.8%) 17479 (5.8%) 
Paragraph The main textual content of the document 30359 (30.4%) 17962 (28.5%) 34601 (25.2%) 82922 (27.6%) 
Figure A fgure, chart, or other visual illustration 6359 (6.4%) 2977 (4.7%) 2148 (1.6%) 11484 (3.8%) 
Figure Caption The text caption that describes a fgure 5722 (5.7%) 2370 (3.8%) 1564 (1.1%) 9656 (3.2%) 
Table The table element category 3145 (3.1%) 2192 (3.5%) 656 (0.5%) 5993 (2.0%) 
Table Caption The text caption that describes a table 2225 (2.2%) 1872 (3.0%) 399 (0.3%) 4496 (1.5%) 
Equation A mathematical equation/formula 5092 (5.1%) 5579 (8.8%) 27266 (19.8%) 37937 (12.6%) 
Equation Number Used to reference an equation with a number 1834 (1.8%) 3727 (5.9%) 20943 (15.2%) 26504 (8.8%) 
Algorithm An algorithm description, e.g., as pseudo-code 96 (0.1%) 224 (0.4%) 787 (0.6%) 1107 (0.4%) 
Footnote Auxiliary information at the end of content 2029 (2.0%) 2340 (3.7%) 1045 (0.8%) 5414 (1.8%) 
Page Number A number of a specifc page in a document 24543 (24.6%) 15800 (25.0%) 17454 (12.7%) 57797 (19.2%) 
Reference Heading A header that indicates the start of a reference list 271 (0.3%) 189 (0.3%) 1830 (1.3%) 2290 (0.8%) 
Reference Text The actual list of reference cited in the document 2632 (2.6%) 864 (1.4%) 1839 (1.3%) 5335 (1.8%) 

Total Objects 99859 63128 137401 300388 
Total Images 25073 16766 20204 62043 

Table 1: ETD-ODv2 dataset statistics. 

4.4 Dataset Statistics 
Table 1 shows the detailed statistics of diferent object categories 
in our dataset. 

4.4.1 Scanned Documents: The subset of scanned documents in our 
dataset consists of images and bounding box annotations of ∼16K 
pages, derived from 100 theses and dissertations. These documents 
were annotated by a group of fve undergraduate students [23]. To 
ensure the correctness, each sample also went through another 
round of review by one of the authors. We use Robofow1 as the 
dataset annotation platform. 

4.4.2 Pages with low-frequency elements: Our dataset also consists 
of ∼20K page images from ∼1,200 documents that were annotated 
using our proposed AI-aided annotation framework. The pages 
were then fltered based on the labels listed above and reviewed 
and corrected as needed by a group of four annotators [3]. 

5 EXPERIMENTS 
In this section, we report the experimental results obtained dur-
ing our evaluation. Our experiments focus on determining the 
improvements in terms of human resources, such as annotation 

1https://robofow.com/ 

time, obtained using the AI-aided annotation strategy. We also an-
alyze whether the new dataset consisting of scanned documents 
and pages with instances from lower-frequency categories can be 
helpful in improving the performance of object detection models. 

5.1 Annotation Time 
5.1.1 Experimental Setup: To construct our proposed AI-aided an-
notation framework, we used the bounding box widget from the 
open source framework pylabel2, which was integrated with a 
pre-trained object detection model. We trained a YOLOv7 model 
[17] on ETD-OD [1] and a small set of ∼2K scanned documents. We 
only used a small number of samples from the scanned documents 
dataset, as that was the only sample available at the time. The model 
obtained was then used in our AI-aided framework to generate the 
proposed labels. We will refer to this model as YOLOv7_base in 
the remainder of the discussion. As noted in [1], YOLOv7 outper-
forms other models in the object detection task, so we use it as the 
detection model for empirical evaluation. 

5.1.2 Evaluation Setings: To determine whether the proposed AI-
aided annotation scheme reduces resource requirements, we com-
pare the time required to label images under diferent settings. 

2https://pylabel.readthedocs.io/en/latest/ 
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• No Model Assistance: This is the classical labeling setting under 
which the annotators are shown neither bounding boxes nor the 
respective labels for page images. 

• AI-Aided-v1: Under this setting, for each image, the annotators 
were shown the bounding boxes generated by the YOLOv7_base 
model. 

• AI-Aided-v2: For this setting, we fne-tuned the YOLOv7_base 
model on a set of 10K page images labeled using our AI-aided 
annotation scheme. This was done to evaluate whether the assis-
tance of a model trained on an additional new dataset afects the 
annotation time. We then used this model to generate bounding 
boxes for each image shown to the annotators. 
In the two AI-Aided settings, annotators were asked frst to 

review the model-generated annotations. All correct annotations 
were left unchanged, and only missing, incorrect, or extra-bounding 
boxes were asked to be modifed. For each of the three settings, 
each of the four annotators annotated ∼500 pages, and the time 
spent on annotation was recorded. 

40 

30 

20 

10 

0 

Figure 4: Annotation time for each annotator under diferent 
annotation settings. 

5.1.3 Results: In Figure 4, we report the average time spent per 
page by each of the annotators under diferent annotation settings. 
The following observations can be made: 
• Model assistance signifcantly reduces annotation time: As 
we can observe from the graph, the average time required to 
annotate a page without the assistance of a model (i.e., without 
any proposed bounding boxes) is 2-3 times longer than for each 
of the AI-aided settings. This is likely because even though the 
models used for assisting annotators might have been trained 
on limited data and coverage (in terms of document types and 
object classes), they still possess predictive power to help with 
many of the elements found in pages, such as paragraphs and 
fgures. Thus, we can conclude that the assistance of models 
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trained on existing data signifcantly helps in annotating more 
data by reducing the time required for annotation. 

• Model assistance increases with better trained models: An-
other observation that can be made from Figure 4 is that as we 
obtain models with better predictive power, the suggested labels 
of the model become more accurate, further reducing the time re-
quired to annotate a page. The model used for the AI-Aided-v2 
setting had been trained on 10K more samples than the one used 
in AI-Aided-v1 setting. The samples used were also more bal-
anced in terms of object classes. Therefore, it has better predictive 
power, enabling it to be more helpful to human annotators in 
annotating more data. 

5.2 Object Detection Performance 
In this analysis, we present our fndings on how the AI-aided an-
notated dataset helps improve object detection performance. The 
specifc details of this analysis are described below. 

5.2.1 Object Detection Model: As stated above, we use YOLOv7 as 
the benchmark object detection model for this analysis. Since the 
purpose of this analysis is to determine how training on diferent 
datasets impacts model performance, the specifc choice of object 
detection model is beyond the scope of this analysis. Moreover, 
previous studies have shown that YOLOv7 is the state-of-the-art 
model for object detection tasks [1, 17, 18]. 

5.2.2 Test Dataset: Since the AI-aided subset of our dataset was 
constructed with the objective of mitigating the class imbalance 
problem, it consists of page images from documents of several types, 
such as scanned and digital. Therefore, to analyze how training 
with the AI-aided dataset helps object detection models on various 
types of documents, we construct a test dataset consisting of page 
images sampled from ETD-OD [1], as well as the scanned and 
low-frequency element pages from ETD-ODv2. This is done to 
ensure that the test set is representative of diversity in terms of 
both document types and object types. The breakdown of images 
and objects in the test dataset is shown in Table 2. 

Source # Images # Objects 

Digital 
Scanned 
AI-Aided 

3760 
9353 
3031 

14319 
9294 
20718 

Total Test 9353 44331 

Table 2: Distribution of the test dataset. 

5.2.3 Baselines: We use the versions of the dataset listed below to 
evaluate object detection performance. All versions used YOLOv7 
as the object detection model. The number of images and objects 
in each version is listed in Table 3. 
• Digital: This version of the model was trained only on the digital 
document images from ETD-OD. As such, the training dataset 
contained a small number of samples from the minority classes 
due to the class imbalance in the scanned subset. 
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• Scanned: This version of the model was trained only on the 
scanned subset of the ETD-ODv2 dataset. As in the previous 
setting, the training dataset used in this setting also has the class 
imbalance problem. 

• Digital + Scanned: Under this setting, the YOLOv7 model was 
trained on the combined images of scanned and digital docu-
ments, that is, a merged set consisting of the two dataset splits 
described above. 

• Digital + Scanned + AI-Aided: This setting uses the Digital + 
Scanned split described above, along with the AI-aided subset 
of ETD-ODv2. This setting represents a model that has been 
trained on diverse types of document (i.e., digital and scanned) 

Version # Images # Objects 

Digital 21313 85540 
Scanned 14204 53834 
Digital + Scanned 35517 139374 
Digital + Scanned + AI-Aided 52690 256057 

Table 3: Statistics of diferent versions of the data set used 
for training. 

and consists of a larger number of training instances from each 
object category. 

5.2.4 Evaluation Metrics: We use the two commonly used object 
detection metrics to evaluate the results of diferent models dis-
cussed above. Both metrics are based on the average precision (AP), 
which is calculated based on the number of predicted objects that 
overlap with the ground-truth object over a certain threshold in 
terms of the area. The two metrics are described in detail below. 
• AP@0.50 / mAP@0.50: For a given object category, AP@0.50 
is the percentage of predicted bounding boxes that overlap with 
the true bounding boxes by more than 50% in terms of area. 
mAP@0.50 is the average of AP@0.50 for all object categories. 

• AP@0.50:0.95 / mAP@0.50:0.95: This is calculated by frst 
calculating the AP at diferent thresholds, from 0.50 to 0.95, 
with a step of 0.05. All these AP values are averaged to com-
pute AP@0.50:0.95 for an object category. mAP@0.50:0.95 is the 
average of AP@0.50:0.95 for all object categories. 

5.2.5 Results: Table 4 shows the results obtained on the test dataset 
described above in each of the training settings. Based on the results 
shown, the following observations can be made: 
• Performance w.r.t. document type: The subset of images used 
to train the Scanned model had the highest amount of noise and 

AP@0.5 AP@0.5:0.95 

Categories Digital Scanned 
Digital+ 
Scanned 

Digital+ 
Scanned+ 
AI-Aided 

Digital Scanned 
Digital+ 
Scanned 

Digital+ 
Scanned+ 
AI-Aided 

Title 0.861 0.538 0.888 0.924 0.688 0.340 0.672 0.732 
Author 0.814 0.471 0.833 0.927 0.556 0.221 0.523 0.624 
Date 0.676 0.393 0.731 0.852 0.454 0.124 0.398 0.545 
University 0.730 0.312 0.788 0.874 0.539 0.156 0.529 0.628 
Committee 0.822 0.327 0.856 0.926 0.622 0.167 0.620 0.692 
Degree 0.524 0.060 0.551 0.732 0.385 0.024 0.380 0.532 
Abstract Heading 0.897 0.320 0.929 0.948 0.636 0.127 0.628 0.672 
Abstract Text 0.812 0.703 0.837 0.872 0.786 0.629 0.811 0.845 
List of Contents Heading 0.880 0.782 0.884 0.915 0.655 0.293 0.555 0.690 
List of Contents Text 0.939 0.926 0.955 0.966 0.875 0.790 0.889 0.896 
Chapter Title 0.503 0.460 0.761 0.786 0.273 0.211 0.406 0.425 
Section 0.861 0.706 0.882 0.890 0.495 0.306 0.509 0.541 
Paragraph 0.944 0.925 0.964 0.969 0.805 0.728 0.825 0.841 
Figure 0.855 0.854 0.917 0.965 0.674 0.609 0.754 0.797 
Figure Caption 0.809 0.716 0.881 0.897 0.518 0.359 0.564 0.576 
Table 0.864 0.824 0.919 0.941 0.668 0.602 0.748 0.761 
Table Caption 0.763 0.590 0.891 0.903 0.424 0.317 0.519 0.524 
Equation 0.857 0.825 0.875 0.920 0.652 0.521 0.635 0.719 
Equation Number 0.832 0.594 0.890 0.916 0.565 0.122 0.486 0.657 
Algorithm 0.368 0.231 0.463 0.665 0.327 0.173 0.406 0.527 
Footnote 0.697 0.854 0.881 0.950 0.488 0.574 0.638 0.687 
Page Number 0.519 0.346 0.630 0.670 0.206 0.098 0.216 0.261 
Reference Heading 0.836 0.612 0.808 0.871 0.631 0.238 0.561 0.655 
Reference Text 0.911 0.927 0.964 0.974 0.838 0.819 0.894 0.904 
Combined (mAP) 0.774 0.596 0.832 0.886 0.573 0.356 0.590 0.655 

Table 4: Object detection performance results. 
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lower quality (e.g., blurred) as compared to the training dataset 
used for other models. This results in lower overall performance 
of the model. 

• Size of the training dataset: The Scanned model was trained 
on the smallest training dataset. Consequently, it has the low-
est performance among all four variants. The large size of the 
training dataset used in Digital + Scanned + AI-Aided helps 
achieve the best overall performance. 

• Performance on minority classes: We also fnd that training 
on a dataset with a better distribution in terms of object classes 
signifcantly improves performance. As can be seen from the 
results shown, the performance of certain categories, such as 
Degree and Algorithm, increased by ∼20%. This shows that model 
performance on certain low-performing categories can be im-
proved by training on a larger number of samples from such 
categories. 

• Weak labels can be helpful signals for targeted annotation: 
Another observation that can be made from the performance im-
provements achieved on low-frequency categories is that weak 
labels generated from an existing model can serve as a good indi-
cator for more targeted annotation. Although using such labels 
cannot guarantee coverage, they can still address performance 
issues to a great extent. 

• Overall performance: Finally, we can also observe that perfor-
mance improvements are achieved in other categories that were 
not included in the flter set. This can be attributed to the fact 
that while the AI-Aided data consisted of pages fltered based on 
the occurrence of minority elements, these pages also contained 
other elements in addition to those from the flter set. This helped 
the model to be trained on more samples from other object cate-
gories as well, thus improving the performance across all object 
classes. 

6 CONCLUSION AND FUTURE WORK 
In this work, we address some of the major challenges related to 
layout analysis of long PDF documents such as theses and disser-
tations. To address the high costs of annotation due to the time 
required to annotate page images, we propose an AI-aided annota-
tion framework. This framework utilizes the predictive power of 
models trained on smaller datasets to help with annotating page 
images for training object detection models. It can also help with 
addressing the class imbalance in object detection datasets, by fl-
tering images for certain categories. These images can then be 
validated and corrected by human annotators before being used 
to train object detection models. Although we demonstrate the 
efectiveness of this technique on document-based datasets, we 
believe that the proposed approach can be used in other domains as 
well. Another contribution of this paper was ETD-ODv2, a dataset 
to help with object detection-based layout analysis of electronic 
theses and dissertations (ETDs). The data set consists mainly of 
manually annotated page images from scanned ETDs. It also con-
sists of a subset sourced from both scanned and digital documents, 
designed to address the class imbalance problem in document-based 
object detection datasets. The dataset is compatible with existing 
datasets, allowing researchers to train object detection models on 
large training datasets. 

In the future, we would like to extend this work to other types 
of academic documents, such as PDF slides. Our future work would 
also focus on making layout analysis compatible with document ac-
cessibility tools like on-screen readers, to beneft the wider commu-
nity from our research. The code, datasets, and pre-trained models 
discussed in this paper are available at https://github.com/Opening-
ETDs/ETD-OD. 
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