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A Refined Methodology for Calibrating Premium Thaled Connection Make-ups

Erik B. Ostergaard

ABSTRACT

Digital Image Correlation is used to generate tsghtial-density full-field displacement
and strain data of a connection box outer dianfetarse in the calibration of finite element
make-up models. Image acquisition and data prowesschniques are discussed and best
practice recommendations are made. 3D-wedge modefssting of a twenty-degree sweep of
the connection geometry are generated from manutacsupplied profiles. Deformation
plasticity material models are developed from idey@t minimum strength material coupons.
Axisymmetric and 3D meshing schemes are used tin@the geometric complexity, supply
enough resolution to represent seal performanakpeovide a solution in an acceptable
timeframe. Several techniques for achieving gamttact resolution are presented. The
mechanics of the full 3D connection makeup are ogused into simple idealized
representations. Finite element boundary conditeme developed to adequately represent the
360-degree make-up mechanics in a wedge sectiba.w&dge model is loaded to achieve a
torque-rotation coupling which satisfies the exmpemtal make-up conditions. This model
displays a much improved ability to capture boxeodtiameter strain and displacement fields,
and thus better represents the mechanics of a cbomenake-up. A 3D inspired axisymmetric
pretension loading scheme is developed which esdb&3D-wedge seal conditions to be
replicated in a computationally efficient axisymnreform for connection performance
evaluation. Seal metrics are developed and coedeigevaluate connection sealing capabilities
in the power-tight configuration. Modeling erroetrics are developed, and the final 3D-wedge
model is evaluated relative to the experimental D&ta.



Acknowledgements

| would like to thank my advisor, Dr. Robert L. Wésr his guidance of this research and
his passion for education. I'm very grateful ta David H. Coe for his expertise and for
bringing this work to Virginia Tech. Thanks alsoRrof Romesh C. Batra for his support
throughout this effort.

Many thanks to Nick Angelini for his help with tfh@mulation and implementation of
the correlation code and to Jeremy Mateyk for bisticbution to the meshing schemes and
modeling efforts. | would also like to thank theds Corporation for their financial sponsorship.

Thanks to my wife Lindsey and my parents Dale aed Ann for your support and
encouragement. Many thanks to the Graduate Cimigtllowship at Virginia Tech and to the
congregation of Cambria Baptist Church. Thank Jesus for the strength to complete this work
and for life itself.

ERIK B. OSTERGAARD

Virginia Polytechnic Institute and State University
February 2013



Table of Contents

ACKNOWIEAGEIMENTS ... e e e e e s e e e e e e eaaes iii
Table Of CONTENTS ... e e e e e ba b e eeeees v
LISE OF FIQUIES ..t e e e e e e e e e eees Vi
LISt Of TADIES .. e e e X
NOMENCIATUIE ..ottt e e e e e e e e e e e sarme e e et e e e e e e e e eeeeeeas Xi
Chapter 1  Introduction and MotiVation .............cooviceeeiiiiiiiiii e 1.
1.1 ReSearch ODJECHIVE..........uuuuiiiii e s s e e e e e e e e e e e e eeeeeeesnnnnaeeenee 1
1.2 SOlUtioN HYPOLNESIS ....evvviiiiiiiiiiie e e e e e e e e e e e e enne e e 1
1.3  Problem StatemeNnt ...........euuiiiiiiii e 2
1.4 SCOPE OFf STUAY ..coeeeeeeeiiiicce e e e e e e e e e e e e e e e e e 2
1.5 Discussion and OrganiZation................ceeemmmeeeeseeeeeeeeeseeeeeeesernnnn s eeeens 3
Chapter 2 Literature REVIEW. ........cooiiiiiiiiiiiiiiitemmmme ettt eneas 4
2.1 Connection Make-up Modeling ........ccooiiiiieemmeeiiiii e 4.
2.2 Evaluation of Performance LIMitS ............cummeeeereiiiiiiiiiiiiiiieeeeeeeeeeeeeee s ennnnes 5
PG I Y=Y 111 [o [N O 1 (=] 1 = P URRRPPPPP 5
2.4 Strain gauging OCTG's and Digital Image Correlation............ccccceeeeeeeeeneeee, 5
Chapter 3 Digital Image Correlation ...............oevvuiiuiiiiiiiiiee e 7.
3.1  Motivation and DeSCHPLION..........euuuuuuriemmnaiiriiiiiiaae e e e e e e e e e e eeeeeeeeerane e 7
3.2 DIC CaliDration .......uueeueiiiiieee e ettt e e e e e e e e ee e e e eneeneeeeeaee 7
3.2.1  FIAUCIArY MarkS .......ccooiiiiieiiiiiiiiis s s e e e e e e e e e e e eeeeeeaenaaann s e 8
3.3 Data ACQUISIION ......utititiiiiaie e e e et ettt e e e e e e e e e e e e eeeesebnnenneeeeeeees 8
3.4 Error and Precision iNthe DIC ... ceieiiiiiiiiiii e 10
3.5 Data Processing, Reduction, and AlIigNMENt. . ..eeveeeeiieniieeeeeeeeeeeeenennnnnn 12
3.5.1 DIC Coordinate System DefinitioN.............ouueeereernmmninnnaeeeeeeeeeeeeeeiinennns 12
3.5.2  Removing Rigid Body MOLION ........ccuuiuiiiiiieieeiiiiiiiiie e 13
3.5.3  Data EXIrACON .....ccceeeeiiiiiiiiieii i s e e e e e e e e e 14
3.5.4  DIC FIltEING ..cceeiiiiiiiiiiiie et e e e e e e e e eeeeeee e 14
Chapter 4 The Finite Element Make-up Model............cccoviiiiiiiiiiiiiiiieeeeeee 16
4.1 Overview of a Premium Connection Make-up ... eeeeeeviiiiiiiiiiiiiieeeeeeeenn, 16
4.2 ReducCing RUN TIME ..o eeeeeeas 17
4.2.1 The FUll 3D MOEL......ccoviiiiiieee e 17
4.2.2 The AXISYMMELIC FOIMM....ccooie e iiiieeeeeeeeeeee e e e e e 17



4.2.3 The 3D-Wedge ASSUMPLION ......uuuuuuuu s s e e e e e e eeeeeeeeeieennnnnna e eeeas 20

B =T o] 1 1T 1 PRSPPI 20
4.3.1  AXISYMMELriC GEOMELIIES .....cceeeeiveeeeieiicememnese e s e e e e e e e e e e e e e e eeeeeeennnns 20
4.3.2 3D Geometry from Axisymmetric GEOMELries......ccccoeeeeeeeiiiiiiieiiiiiinnnns 20

4.4 Material MOUEIS ......ooviiiiiiiieee e 22
4.4.1 Optimizing the Ramberg-Osgood Deformation Plagtidodel .............. 22

4.5 MeShing SCREMES.......uuiiiii i 24
451  AXISYyMMEtric MESNING.......uuuuiiiiiii i 4.2
4.5.2 3D MESNING...uuiiiiiiiiiiei ettt s e e e e e e e e e e e e e e e e e e e e aarennn——— 26

4.6 Resolving the Contact Problem ..., 29
4.6.1 Standard INterferenCe Fit...........cooooi i smmeeeeeeeeieeeeee e 30
4.6.2 Method of Thermal EXPanSion .......cccoooeeeeeeeeeee e 32
4.6.3 Explicit Finite Element Contact Formulation .................ccccoiiiiiiiinennnnen. 34

4.7 Loading Schemes and Boundary ConditionS .....ccccccvviiieeeiiiieeieceiiiiinnn 36
4.7.1 3D Loading Methods .........cccoeiiiiiiiiiiiceceee e 36
4.7.2 3D Inspired Axisymmetric Pretension Loading ..........ccoeuvvvivviiiiinnnnenn. 47

4.8 SEAI MEIICS ...ciiiiiiiei e e bttt e e e e e e e e e e nnnnne e e e 49
4.8.1 Contact Pressure and the Pressure PenetratiomBOULi........................ 49
4.8.2 Contact NOrmal STrain ..........cooiieiiee i 50
4.8.3 Contact Length and CoNtact Ar€a.........cceeeeveeeieeeeeiiiiieeeeeiiiiiieee e 50
4.8.4 Strain Energy Density and the Seal NUMDEr .wmeeeceeevviviiiiiiiiiiiinn, 50
4.8.5 Convergence Of Seal MetriCS ..........uuuuuucmmmmmmuiiiiiieee e 53
4.8.6 Seal Metric Results and DiSCUSSION ........ccoeuueeiiiieeieeiieeeeeiiii e 54

Chapter 5 Calibration of the Finite Element Model ......cccoovvvvviiiiiiiiiiieeeeeee 58

5.1  Model Error MEtriCS .....ccoiiiiiiiiiiiiiiiieeeee ettt e e e e e e e e e eeeeeeeeeeeesmmmnneees 58
5.1.1 The Correlation COeffiCIENt ..........coviiiiiiieeee e 85
5.1.2 Data Set AlIgNMENT........uuuuuiiiiiie e e e e e e e e eeens 58
5.1.3  SUM SQUAIEA EITON......ciiiiiiiiiiiiiiiiiimmmmmmm ettt a e e e e e e e eeeens 59
5.1.4 Fast Fourier Transform .........oouiiuiiiiiiieeeie e 60
5.1.5 Analysis of the ReSIdUAIS.............uuuuirreeeiiieiie e 6l

5.2 Identifying the Minimum Error Make-up Model ..................iiiiiiiniiennenenn. 63

Chapter 6 Summary, Conclusions, and Recommendations................................ 65

6.1 Summary and CONCIUSIONS........cccoiiiiiiiieiiiieis e 65

6.2 ReCOMMENALIONS .....uuuuiiiiiiii e ae e 67



6.2.1 The In-Plane Minimum Seal Performance Envelope..............cccoeo..... 67

6.2.2 The Out-of-Plane Minimum Seal Performance Envelope................... 67
6.2.3 Response Surface Modeling ..........oovvvviimmmmmcee i 68
7] o][ToTe | =1 o] o )Y 2N PP 71
Appendix A Data Flow Diagram for Minimum Seal Performance Hope Generation
........................................................................................................... 74
Appendix B Photographs of Experimental Setup.........oooiiiiiiiiiiiiiiiiie e 79
Appendix C Mapping for Material COUPONS.............uuummmmmmeeeeereeeeeernriinnaaeeeeaeaaeees 80
Appendix D MATLAB Code for Deformation Plasticity Material Metl Optimization
........................................................................................................... 81
Appendix E Finite-Element Based Response Surface Formulation....................... 82
E.1 Response Surface Example in a Single DIMEeNSION w..vvvveeiieeieeeeeeeeneeee, 82
E.2 Extending the Response Surface to Problems of HQlmension................. 87
Appendix F Copyright Permission LEtLErS ..........uuvuuirceciiiiiie e e eeee e 88

Vi



List of Figures

Figure 1.1: High level data flow diagram for thengeation of a premium connection

minimum seal performance enVeIOPE. ..... ..o 2
Figure 3.1: Axial strain vs. axial length of a commly used OCTG premium connection

after make-up. Used with permission of Hess Cofpmid18]. ............cceevvvivviiinnnnnns 7
Figure 3.2: Diagram illustrating the ARAMIS expegntal setup. Used with permission

Of Hess Corporation [L8]. .......cooviiiiiiitcmmmmm oottt enee e e e e e 9

Figure 3.3: Demonstration of pattern tracking dgmiieformation. Undeformed left and

right camera images (top) and deformed left anlot tg@gmera images

(bottom). Used with permission of Trilion QualitysSems [19]. ......cccooeeeviiiiiiiiiinnnns 9
Figure 3.4: The random paint pattern applied todtibve with axial strain output overlaid

(left). A GOM ARAMIS DIC camera system (right). seld with permission

of Trilion Quality SYStemS [L9]. ....ccooeeiii e e e 10
Figure 3.5: Two issues with the DIC data are higjited. Inadequate lighting and/or a

poor paint pattern in some areas produces a vditeicomputed data fields.

The small offset between the image computation @plige) and the assumed

system coordinates (black) produces a coordinasenatch which prevents

equal spacing between extracted section pointslgol............cccooiiiiiiiiiiiiiinnns 11
Figure 3.6: The fitted cylinder used to orient DI€ data. The coordinate system was

defined by points projected from the image surtache axis of the cylinder

LT L1 1Y 12
Figure 3.7: The region of least deformation useidi¢éntify the rigid body mode is shown

in dark grey to the far right of the image. Théraation set locations are

shown plotted over the result, and are designagezirbumferential

(oo To] {0 |1 =1 =TT PPUSPPPUPPPPPRP 13
Figure 3.8: The extracted results from Figure 3 Te displacement results are forced to

zero at the far right of the extraction sets. €kiacted axial displacement

data is shown plotted as a function of the axiakdmate. ...................cccoeeeeeiin 4.1
Figure 3.9: The relationship between the time aaduency domains. a) Three-

dimensional coordinates showing time, frequency, amplitude b) Time

domain view c) Frequency domain view. © Agilent firclogies, Inc. 2000.

Reproduced with Permission, Courtesy of Agilenthiredogies, Inc. [20]. ............. 15
Figure 3.10: FFT Filtering demonstrated on a sarbi extracted set. To the left, the

original extracted signal in blue, and the recarided inverse FFT signal

using only low frequency content in red. To théntjghe spatial frequency

content of the filtered signal after the high freqaies have been thrown out. ......... 15
Figure 4.1: A generic axisymmetric connection getmynghown in the shoulder-tight

(o0] 01110 (U1 =1 (o) o R PUPPPPPPPPPPPRTRPN 16
Figure 4.2: An axisymmetric pretension section g$our dilated pretension sections.

The deformations have been exaggerated for viUsliz purposes. ..........cccceeveennnn. 18
Figure 4.3: The axial displacement field of an gimetric pretension model. .................... 18
Figure 4.4: The extracted axial displacement field..............oooiiiiiiii e, 19
Figure 4.5: The resulting axial displacement fiel@rlaid on the DIC displacement data. ........ 19
Figure 4.6: Simplified axisymmetric profile illusting the cut-planes and transition

regions used to generate the 3D swept sections.Nbse, Shoulder, and

Vii



Base sections are revolved without a helix anglee threaded regions

include a helix angle in the revolution. ... i 21
Figure 4.7: The five 3D swept regions with tramsitregions before (left) and after

(right) the merge operation. All interior surfage discarded and the single

o] [0 I o F= T A 1= 0 0 =11 1S T 22
Figure 4.8: A fitted Ramberg-Osgood deformatiorspptdty material model.............ccce....... 23
Figure 4.9: Partitioning scheme used for assignraentesh parameters. High mesh

density regions shown in red, medium density thregtbns in orange,

medium-sparse density shown in yellow, sparse tiemsgreen, and

transition regions N PINK. ... e e errr e e e e e e 24
Figure 4.10: Thread partitioning (left) and meshsggeme (right). ..., 25
Figure 4.11: The circumferential double biasingesuk provides low aspect ratio at the

wedge centerline and the edges. The aspect ratiee @lements on the wedge

centerline at the seals is fixed at 1. Seal result extracted from the area

SNOWN N TEA. ..t e e et e e e e e e e e e e eeeeeeeaaeees 27
Figure 4.12: Meshing techniques used to achievei&it mesh transitions..............cc.......... 28
Figure 4.13: Sample torque-turn plot from experitaboonnection make-up illustrating

the shoulder point and final torque dump. Used wéhmission of Hess

COrPOration [L8]......cceeeeiiiiiiiiiiiaee e e e e e e ettt e e e e e e e e e e e e e e eeeeeneeeaeeeeeseenees 30
Figure 4.14: Master box contact surface showndn &ave pin contact surface shown in
011 ] TP 31

Figure 4.15: The smooth step amplitude curve usegply the maximum allowable
interference constraint in the contact formulatiéinst and second time
derivatives alS0o SHOWN. ......ccoiiii e 32
Figure 4.16: The coordinate system defined foratfleotropic expansion coefficients
with desired thread translation vectoand angle corresponding to a
positive temperature change. The box is displagegteen, and the pin in

[0 PP 33
Figure 4.17: The composite cylinder example problem...........ccviiiii e 38
Figure 4.18: An overlay of three solutions for tmemposite cylinders problem. .................. 40
Figure 4.19: The 20-degree wedge model illustrattiregdisplacement controlled loading

METNOA. ... e 42
Figure 4.20: An overlay of three solutions for T@sion bar problem. ............cccccceiiiiiieeenns 43

Figure 4.21: Depiction of composite cylinder wedgedel behavior with antisymmetric

boundary conditions on the cut-planes. The beh@vn in red, the pin in

blue, and the pipe axis is out of the page... . .44
Figure 4.22: Boundary conditions and loading schﬁméD wedge model ......................... 5.4
Figure 4.23: Naming conventions shown for Pin aoe Burfaces. Displacement results

were extracted on both the Box ID and the Pin Olilfe 3D-axisymmetric

SeaAl CAlIDIALION. ...eeiiiiiiiiiiii e e e 47
Figure 4.24: Displacement field of the Box ID faetboth the 3D and axisymmetric

models. The pretension sections are shown as wétieashoulder, inner seal,

and outer SEal I0CALIONS. ........iiiiie e 48
Figure 4.25: Displacement field of the Pin OD foe both the 3D and axisymmetric

models. The pretension sections are shown as wéfleashoulder, inner seal,

and outer Seal [0CALIONS. ..........ooii it 48

viii



Figure 4.26: Axisymmetric pretension loading schestmewn. Pretensions which dilate

shown in red. Pretensions which contract showrlue. Fixed axial

boundary conditions Shown in 0range. .........ccooeviiiiiiiiiiiiii e 49
Figure 4.27: Components used in the calculatioin®fSeal Number; the element height

, change in element height due to loadhe component of the stress tensor

normal to the seal surface projected to the nodethe seal surface unit

normal vectors , the element seal face lengths and the seal coordinate

The normal strain can be visualized as =~ .., 53
Figure 4.28: Convergence plots for each seal MetriC..........cccoeeveieeeeiiiiiiieeieeeeeeeeeeieee 54
Figure 4.29: Diagram of connection naming convertitlustrating the “High Low — Pin

Slow Box Fast” configuration...........ccccooeeeiiiiiiiiiicceeeeis e eeeeeee e 55
Figure 5.1: Alignment of data sets. is the phase offset that produces the largest

correlation coefficient. The trimmed data setsigtrated in red) are passed

forward for error metric evaluation...........cccceoiiiiii i 59
Figure 5.2: FFT overlays of the FE and DIC datateN®he vertical scales are not

CONStaNt IN IS IMAGE...... oo e 61
Figure 5.3: Example plots of the residual analysis..............oovvvviieiiiiiiiie e 62
Figure 5.4: FFT of the residuals for the final etated model. The FFT SSE from

Equation (5.3) is a squared summation of the abl@t@. ...................ccccoeveeeeeeennnnn. 63
Figure 5.5: Final overlay of 3D-wedge finite elerhdata and extracted DIC data.

Displacements (top) and Strains (bottom) show gtresemblance.......................... 64
Figure 6.1: The In-Plane Minimum Seal Performangediope can be discretized into

several segments which allow the envelope to beatgb upon. .........cccooeeeeeeeennne. 67
Figure 6.2: Trajectory functions can be used toegate Out-of-Plane Minimum Seal

Performance envelopes and to interpolate minimuahpgerformance limits

between known test configurations. Here the ttajges operate as a function

of the outer diameter design variable. ..............iiiiiiiiii s 68
Figure 6.3: The response surface can operate uparametric finite element make-up

model to identify the modeling configuration thabguces the minimum error

with respect to the experimental data........ccccoeoiiiiiiiiii e, 69
Figure 6.4: The response surface can operate uparametric finite element service

load model to investigate seal performance actws$old space. ........ccccceeeeeeeeennnn, 70
Figure B.1: A good DIC experimental setup. Camerashed far apart to maximize the

dynamic range of the out-of-plane ray tracing meament. Cameras are also

oriented parallel to the pipe axis to give betesotution for in-plane

measurements. Used with permission of Hess Caipor8]..........cevveeeiiieeennnnn. 79
Figure B.2: A poor DIC experimental setup. Camena&snot separated by a sufficient

angle. Cameras also oriented perpendicular toiffeegxis. Used with

permission of Hess Corporation [18]........ccceemmiiiieieeiiiieeeeeeeeer e eee e e 79
Figure E.3: The 1D linear response surface elemvéhtnormalized local coordinate........... 83
Figure E.4: The 1D response surface mesh in tHeabtmordinate system consisting of

twWO linear 1D €lemMENTS. ... 83
Figure E.5: The linear response surface solution to using two elements. .................. 85
Figure E.6: The 1D quadratic response surface @leme...........cccoevvveiiiiiiiiiiiiiiiiiieeeeeeeeeeens 86
Figure E.7: The single quadratic element respoudace solution to ORI 86



List of Tables

Table 3.1: StatisticS fOor DIC data. .........ccoeeeuuiiiiiiiei e e e e e e e 11
Table 4.1: Seeding guidelines and element disiohatfor axisymmetric meshes at

different levels of refinemMent.............ooceeeee i 26
Table 4.2: Seeding guidelines and element disiohatfor 3D meshes at different levels

(o) I =] {1 0= 0 0= o | PR 29
Table 4.3: Features for the composite cylindensefialement models .............cceeeviiiiiiiceeeee 40
Table 4.4: Features for the torsion bar finite edatmodels ...........cccovvvviiiccciiiiiiee e, 41
Table 4.5: Tangential boundary conditions at theediorface for the torsion bar wedge

10 0] 1= o 42
Table 4.6: Maximum torque achieved by model asatfan of friction coefficient................. 64
Table 4.7: Typical seal metric convergence leVelS.........ccccceeviieiiieeeiieiieeeeeeeeeeeeeeens 54

Table 4.8: Contact Pressure results from the coatiparseal analysis. Results extracted

from equivalent axisymmetric model configuratiorveloped from 3-D

wedge models and correlated with DIC data. .. 15
Table 4.9: Normal Strain results from the compaeaseal analyS|s Results extracted

from equivalent axisymmetric model configuratioreveloped from 3-D

wedge models and correlated with DIC data. .. 1§
Table 4.10: Seal Length results from the compagateal anaIyS|s Results extracted

from equivalent axisymmetric model configuratioreveloped from 3-D

wedge models and correlated with DIC data. .. -
Table 4.11: Seal Number results from the compagateal analysrs Results extracted

from equivalent axisymmetric model configuratiorveloped from 3-D

wedge models and correlated with DIC data. . cooeevveveeveiiiiiiiiiiinieeeeeeen. 87
Table 5.1: Correlation coefficients for the fin&-8vedge model............coooeeeeiiiiiiiiiiiiinnnnnnn. 58
Table 5.2: Sum Squared error values for the fialngedge model .........ccoeeeeeiiiiiiiiiiiiiinnnes 60
Table 5.3: Fast Fourier Transform sum squared @alues for the final 3D-wedge

70T = RSP 61
Table 6.1: Table of design variables for make-Wolists ...............oooevvviiiiiiiiii e 69
Table 6.2: Table of load variables for service IgBgies...............ccooeviiiiiiiiiiiiiiceeeee e 70
Table E.1: Sampling locations for the 1D examplEOmM. ...........ovvvriiiiiiiiiee e e 83
Table E.2: Shape function contributions for theebd@mple problem. ............cccciiiiiiinens. 84



Nomenclature

English Symbols

DC
DIC

FEA

FFT
FFT SSE

H
HH-PFBS

HL-PNBN

HL-PSBF

Amplitude of the maximum allowable slave nodegigation
Initial amplitude

Final amplitude
Contact area

Inner radius

Box
Outer radius
The radius measured from the middle of the cgind
Interface radius

Outer radius of the pin / inner member

Inner radius of the box / outer member

Direct Current, used here as reference to ticaepffset
Digital Image Correlation
The point of the digital image correlation data set
First time derivative of the Amplitude
Second time derivative of the Amplitude
The variation of work
The variation in internal energy
Young's modulus

Initial estimate for the Young’'s Modulus

Finite Element Analysis

The point of the finite element data set

The Fast Fourier Transform

The Sum Squared Error of the Fast Fouraasform

The function of interest in the response surfaoblem

The vector of loads

The shear modulus

High

Geometry with high thread interferencehtsgal interference, fast pin taper, and
slow box taper

Geometry with high thread interference, Isgal interference, nominal pin taper,
and nominal box taper

Geometry with high thread interference, kmal interference, slow pin taper, and
fast box taper
The undeformed height of a seal surface element
Increment tracking variable

The polar moment of inertia

Increment tracking variable

The global assembled stiffness matrix

Low

Xi



LL-PSBF

N
#
NN-PNBN

%

SN
#%
SSE

NN N

The measured length of the seal contact region

The spatial length of the extracted Digital Im&ygrelation data set
The element seal face length

The spatial length of the extracted finite eletrdata set

Geometry with low thread interference, Is@al interference, slow pin taper, and
fast box taper

The length of the cylinder

The first direction cosine of the element facé normal vector

The length coordinate along the seal contacbregi

The second direction cosine of the element fatenormal vector
Nominal

The! shape functions for element

An ideal geometry with nominal thread ifiéeence, nominal seal interference,
nominal pin taper, and nominal box taper

The maximum value of the tracking variable

The third direction cosine of the element facg narmal vector

The element face unit normal vector

The unit vector tangent to the element face

Outer Diameter

Pin

Threadform pitch

Inner pressure

Outer pressure

Composite cylinders interfacial pressure at point

The radial direction

The radial direction

Standard deviation

Seal Number

Signal to Noise Ratio

Sum squared error

Torque

The transformation vector

Step time

Initial step time

Final step time

Internal Energy

Internal energy density / strain energy density

Normal strain energy density

Displacement in the radial direction

Displacement in the radial direction of the box

Displacement in the radial direction of the pin

The radial degree of freedom in an Abaqus cylgadiicoordinate system
The tangential degree of freedom in an Abaquisidgital coordinate system
The axial degree of freedom in an Abaqus cylicalrcoordinate system
The vector of nodal displacements

Xii



WN R ™

The vector of nodal accelerations

Volume

Thread translation vector

Displacement in the circumferential direction
Displacement in the axial direction

An arbitrary constant used to conceal proprietiata
The axial nodal coordinate

A result extracted from model

A result extracted from modelvith less degrees of freedom than
Sample location

Initial estimate vector

Vector of design parameters

The radial nodal coordinate

Nodal function values

The axial direction

The axial direction

Greek Symbols

AP D

o1 01 O

~N o

The yield offset

Thermal expansion coefficient in the radial dii@t
Thermal expansion coefficient in the circumferandirection
Thermal expansion coefficient in the axial diret

Initial estimate for the yield offset

Thread translation angle

Shear strain in th& 6 plane

Shear strain in th& 3 plane

Shear strain in theé 3 plane

Change in temperature

The displacement of the seal surface paralldiécetement face unit normal
vector

Total strain

The measured strain corresponding to

Offset yield strain

Strain in the radial direction

Strain in the circumferential direction

Strain in the axial direction

Strain in the direction normal to the element sedgace
Strain in the radial direction

Strain in the circumferential direction

Strain in the axial direction

The hardening exponent for the plastic straimte

Initial estimate for the hardening exponenttfa plastic strain term
The circumferential direction

Friction coefficient

Xiii



O

O ©

Poisons ratio

Stress

Yield offset stress calculated from uniaxial iEntest data
Initial estimate for the yield stress

Normal component of the stress tensor
Normal stress in the radial direction

Normal stress in the circumferential direction
Normal stress in the axial direction

Shear stress in tl& 6 plane

Shear stress in tl&e 3 plane

Shear stress in tle 3 plane

The phase offset used in data set alignment
The maximum allowed phase offset

The optimum phase offset

Other Symbols

3D

Three Dimensions or Three Dimensional
The percent convergence

Xiv



Chapter 1 Introduction and Motivation

Oil Country Tubular Goods (OCTG) are the collectadrpipes used for the drilling and
extraction of oil and gas. An oil well is compriseidseveral OCTG's joined by threaded
connections. Modern oil wells primarily rely onabset of these tubulars appropriately named
“premium connections”. These connections are corpiteprietary designs, and have been
tailored to provide structural integrity for the ha&nd ensure an effective connection seal for
drilling and production fluids under extreme coratis. A steel manufacturer often produces
dozens of families of connections, and each coiorect made available in hundreds of
variations to suit the needs of the well desigAesingle well often requires several variants of
premium connections, and the performance limitsaah connection variant must be well
understood to ensure a safe and successful wéjrddhe connections can vary substantially in
size, weight, and grade, however a common desgnre in all premium connections is a
reliance on a small metal-to-metal contact regarsealability. The current best practice for
understanding connection seal performance limiexisnsive testing under various conditions at
a connection test facility. At a cost of severalnting and hundreds of thousands of dollars [1] a
connection test qualification program is a burdemdperators who seek a reliable
characterization of minimum seal performance. Farrttore, very little insight into the
mechanics of the connection can be gathered franemmutest methods. As a result, little is
understood of what governs the sealing mechangeif &nd reliance upon expensive testing
procedures has developed. The objective of thdysgito develop a methodology that can help
reduce the amount of testing required to qualifyD&irG premium connection for field service.

The amount of required physical testing neededitdity a connection can be reduced by
the use of Finite Element Analysis (FEA) providedagcurate representation of the make-up
condition has been achieved. Achieving an appat@finite element make-up model is the
most difficult aspect of connection modeling. linghis make-up event that the metal-to-metal
seal is generated by the interference fit of thedoad pin in the seal region(s).

A process for reducing connection testing is oatliin the data flow diagram [2] of
Figure 1.1. The process begins with an accuraanpetric geometry from the connection
manufacturer that is representative of a prepastspecimen. A finite element make-up model
is generated based on the provided geometry, thtgonelata from the make-up event,
corresponding strain and displacement measurenmerdanaterial test data. Parameters in the
finite element model are tuned to achieve a makeamfiguration that produces a minimum
error fit of the experimental strain and displacatmaeasurements. This minimum error model
is realized by minimizing error metrics that utdiexperimental data as the reference. Service
loads are then applied to the minimum error makeaogel to predict field performance. Once
the performance of several connection variantadured, connection performance can be
interpolated between well bounded configuratioAsnore detailed data flow diagram for this
process is provided in Appendix A.
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Figure 1.1: High level data flow diagram for thengeation of a premium connection minimum seal penémce
envelope.

The direct measurement of seal conditions at makis-aurrently infeasible, and the best
approximations are made from finite element modal#rated with strain gauge data. The
make-up configuration has an immense impact omabiléy of a connection model to accurately
predict seal performance. Current axisymmetric @tiad practice relies on axial offset
assumptions at various locations to generate thlseerup stress state. These axial offset
assumptions are nonphysical and have little teethbigsis available in the public domain. For
this reason, the goal of this modeling effort isthieve a mechanics-based finite element make-
up solution using only the manufacturer suppliedngetry, connection test data, and
commercially available finite element software.

~

The focus of this work is the:

Identification of best practices for premium coniieat DIC data acquisition and
processing.

Development of a tractable modeling technique ¢thatproduce a mechanics-
based torque-rotation relationship for an OCTG eation.



Replication of accurate connection make-up resualedficient axisymmetric
pretension models.

Development of quantitative metrics for connectseal evaluation.
Development of quantitative metrics for the evatabf model conformance to
experimental data.

The simulation of connection performance underiserading is beyond the scope of
this work. The interpolation of connection perfamee between well bounded configurations,
as well as the response surface modeling and gattion of seal performance is also beyond the
scope. A general outline for the response surfamgetimg approach is presented.

The thesis begins by establishing the need fotgrepatial density in connection make-
up experimental data so that connection modelshedyeld to higher standards. Digital Image
Correlation is introduced as a means to provideliigher standard. A technique for DIC
imaging and data processing is presented, andatiaeqdiality is assessed.

With the experimental data in hand, the discusgioms to the finite element modeling
technique. The great challenge of modeling prengomnmection make-ups is balancing the
computational cost with the need for accurate tesulhe full 360-degree model is presented as
the truest available representation, but founchetable because of its computational expense.
Current axisymmetric modeling technique is evaldated found sufficient for its computational
efficiency, but lacking any documented technicai®dor its assumed connection make-up
boundary conditions.

A compromise is proposed which makes use of 3D-weadgdeling along with its own
challenges. This modeling technique is revealddlin 3D-wedge geometries are generated
from manufacturer supplied axisymmetric profilddaterial models that permit a smooth
transition from elastic to plastic behavior arestomcted from minimum strength coupons. An
efficient meshing method is presented to achieves@bDtions in an acceptable timeframe.
Several contact formulations are supplied to predtiernative paths for achieving good thread
and seal contact resolution. The boundary condtfor the 3D-wedge make-up model are
developed from a mechanics of materials basis emdplied to achieve experimental torque
values.

With a 3D torque-rotation coupling achieved in Wedge model, a technical basis is
available to guide the computationally efficientsgxmetric modeling effort. The 3D power-
tight seal conditions are replicated in axisymnoefiorm using pretension sections, and the
challenge of quantitatively evaluating the sealdtbon is presented. Several seal metrics are
developed and evaluated in the power-tight conéigan. An ability to converge the seal
metrics is demonstrated and found crucial in chiarezng seal behavior.

The 3D-wedge finite element model is then evalliatgh respect to the
uncompromising DIC data. Error metrics are useguiantify the fit of the box outer diameter
displacement and strain signals through differemtdomplimenting perspectives. Conclusions
and recommendations for future efforts completevthite up.



Chapter 2 Literature Review

This research is focused on achieving an accuaateection make-up model for the
purpose of seal performance evaluation. It ralieshe theoretical development of the
connection stress state which has progressed fnadamental thick-walled cylinder theory to
the use of finite elements. This work also retiesexperimental techniques used in the oil and
gas industry for connection qualification, and tise of optical metrology to measure
displacement and strain fields.

Weiner [3] was the first to present the industrytwva method of stress analysis for
tapered threaded connections and lay the matheah&dindation for analysis of connection and
seal performance. He makes simplifying assumptiomeduce the complex geometry of an API
connection to a tractable axisymmetric linear &#gtproblem.

Hilbert and Khalil [4] lay the groundwork for axisymetric finite element modeling of
premium connections while acknowledging that therécurrently no verified, reliable, and
general correlation between make-up torque andigostpoulder interference. Therefore a
parametric study of the effect of increasing torgbeulder interference is usually conducted” of
which they give no further detail. They maintaiattthe axisymmetric assumption produces
accurate stress and strain calculations but ddisbhguish this between calculations of an
assembled connection under service conditionst@ddnnection make-up event. They
reinforce the importance of nonlinear material meder seal use and make use of multilinear
material models in their work. They also implemenitact algorithms based on master and
slave surface penetration rather than relying atermased ties. They begin the work of
identifying worst case performance by testing amdleting the tolerance extremes of each
connection, and begin the correlation of theirtérelement models to experimental strain gauge
data.

The ExxonMobil Connection Evaluation Program docotagon [5] requires prospective
connection suppliers to submit geometries with ii-butorque shoulder interference of 0.001
inches. This torque shoulder interference is, “meas at the mid-point of the shoulder when the
interference of the closest seal is just resolved (o measure the shoulder interference,
translate the pin geometry radially until the ssafaces are just in contact)”. This supplied
geometry is then used to generate “forecasted imeaiace envelopes” for each connection
irrespective of the connection make-up torque. l[&Bkxon acknowledges that make-up torque
has an effect on sealability and claims the usdrain measurements to calibrate their
connection make-up assumptions [1] there doeseerhdo be a well-defined process for this
crucial modeling step in the public domain.

Dvorkin provides good insight into the element regments for effective axisymmetric
seal modeling, agrees that node-to-node contactitighs are insufficient for modeling large
sliding situations, and reinforces the need forline@ar material models [6]. He shows the
extreme extent of plasticity in the seal regionimiyiovertorque situations, and provides an
example of a traditional finite element model vatidn based on standard strain gauge
experimental data.
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The extensive testing process for OCTG connecimnstlined in ISO 13679 [7]. The
immense expense of connection testing has motitheethvestigation of inferring untested
connection performance based on previously complketgts. Heijnsbroek [8] acknowledges that
by using extensive finite element modeling coupleatth physical testing, “it might be possible
to interpolate between test results of various di@ns”. Powers [9] defines product families
which “extend physical test results” based on ‘dldrand seal interference magnitudes, thread
pitch and taper, seal taper, torque shoulder t@peong other details”. Khemakhem [1] later
extends Powers’ work to define finite-element-baseklaracteristic performance factors, such
as sealability factor, structural integrity factgalling resistance factor, environmental resistanc
factor, [and] fatigue resistance factor” to infee fperformance of a large group of connections
based on the experimental performance of only a few

(

Concrete OCTG sealability requirements are diffitoiffind and often debated, however
sources are available which allude to contributargors. Hilbert and Khalil [4] evaluate seals
based on the seal contact stress “length, heighlpged area, and general shape”. They also
note that, “since the mechanics of the seal caaffieeted by interaction with the torque
shoulder, it is important to plot both seal andjtm shoulder contact stresses”. Sugino [10]
offers a “normalized seal contact energy” metriereithe contact pressure is integrated over the
seal length. Dvorkin [6] offers seal metrics gsseal length, peak contact stresses, and extends
Sugino’s method to incorporate internal pressutaesby integrating the pointwise difference
between seal contact stress and connection intprassure. Heijnsbroek [8] performs
fundamental background work on seal characterimattdis experimental focus is conical metal-
to-metal seals with the goal of identifying the mé&actors driving sealability. His work
compares the advantages of high contact stresgesbort seal lengths with lower contact
stresses distributed over larger seal areas. Hs e effort of prioritizing the factors of
sealability by using his experimental data to shioat “sealing is mainly determined by axial
displacement” (39).

Heijnsbroek concludes that plastic strain isquimement for sealing, an assertion that
many in the industry disagree with. Because ofbademic affiliation, he is the only source
with the freedom to reveal a quantitative requiretier OCTG sealability.

) *+! -&
The use of strain gauge measurements to verify O@aeup models can be traced back at
least as far as Weiner [3]. The challenge with theasurement approach is the limited spatial
resolution available. Hilbert and Khalil [4] reVehat preliminary finite element models are
used to guide gauge placement prior to make-ugy Beoknowledge that this, “placement of
gauges frequently misses locations of high strastress, due to the overall complex behavior
of the connection”. Finite element models are theavided with the claim that, “the FEA
detects peak strains that the gauges miss”. Hawbyexamining the relatively sparse strain
gauge data provided, it could easily be arguedttieastrain gauges are collecting accurate
information and the model is missing the mark. nfake such bold claims in regard to modeling
capability requires greater spatial resolutiorhi@ ¢xperimental data.



Digital image correlation has the ability to prdeithis increase in spatial resolution as
shown in Chapter 3. Sutton [11] has presentedailel@ basis for Digital Image Correlation
including the bundle adjustment technique useceteetate a 3D representation from multiple
2D images of a calibration panel taken from differégewpoints. A useful procedure for
determining the sensitivity and accuracy of an ARSMystem configuration is provided by
Schmidt [12,13]. A series of articles by Reu [14}-4lso provides a helpful overview of Digital
Image Correlation shape functions as well as recenaations for speckle patterns. Reu
recommends averaging points at the same radius axiaymmetric body to reduce
measurement noise. He also maintains that théademment measurement should be given
priority over any subsequently calculated strailu@decause it is the primary measurement of a
DIC system.



Chapter 3

Replicating the make-up condition of a connectioa finite element model is a
challenging task which typically relies on the w$etrain gauges. However, strain-gauge data is
typically only available at select points along fhee axis and circumference. The typical
application of strain gauges does not provide eh®pgtial resolution to properly capture the
complex strain fields as demonstrated in Figure Bladdition, current practice in industry
relies on the finite element model to determinepprcstrain gauge placement [4]. This typically
produces some issues in the test lab as even gan@tions in strain gauge placement can
produce large variations in recorded strain values.

Figure 3.1: Axial strain vs. axial length of a coomy used OCTG premium connection after make-ugdusith
permission of Hess Corporation [18].

Recent advances in the field of Digital Image Clatren (DIC) have produced a tool that
can yield a more precise representation of a prentionnection make-up. The ability of the
DIC to capture high-spatial-resolution full-fieldsglacement and strain data means that finite
element connection models may now be held to higtardards. DIC systems have the ability to
produce 3D displacement and strain fields rathan tiherely recording strain at discrete points.
As a result, a more comprehensive picture of theoction state is available than traditional
strain gauge arrays can offer. DIC systems catuoafull-field strain features easily missed by
sparse gauge placement. DIC systems also elimgaatge location issues because they do not
rely on a pre-existing model to determine wherestingin is sampled. DIC measurements can
provide high-spatial-density full-field validatiatata for finite element models of OCTG
premium connection make-ups if an appropriate tarom technique is used to relate the
displacements and strains on the outside of the gopnection make-up zone. A validated FE
model can then be used to better represent theecban performance under service loads.

A DIC data set is only as credible as its calilorati Calibrations are performed using
certified calibration panels. Several images efchlibration panel are taken in precise
orientations and a photogrammetry process knowuadle adjustment is used to determine the
geometric orientation of the cameras with respetié calibrated volume. Extreme care must
be taken in this process to ensure a quality D@ det for correlation to predictions from finite



element models. In addition, the cameras and pestimien should be well isolated from any
source of vibration whenever possible.

Several fiduciary marks must be introduced in thages to provide a basis for

1) Mapping the DIC data back to the geometry
2) Accounting for rigid body motion in the system.

The marks indicating the axis should be inscribedhe pipe itself at several
circumferential locations within the field of vieand should be close to the edges of the
calibrated volume to provide the greatest accunadlye pipe axis designation. Great care should
be taken to ensure that the fiduciary marks usethpurpose of rigid body motion subtraction
remain completely stationary throughout the DICadatquisition.

The rigid body reference fiduciary marks shouldobshed to the edges of the calibrated
volume to provide the greatest accuracy. In aalidase, vibration isolated laser pinpoints
would be projected onto the imaged surface in detlumented locations. Doing so provides
the analyst with a means to properly account ffidrbody translations and rotations as the
connection make-up progresses.

(( A

Several tolerance variants of a common industryneotion were selected for make-up
studies. The ARAMIS system [19] was set up antbcatled as shown in Figure 3.2. Further
guidelines on best practice experimental setupareded in Appendix B. A random paint
pattern was applied to the outer diameter of theibdhe connection make-up zone. The outer
diameter of the box was imaged before, during,aftet the connection make-up. Several
images were taken as the make-up progressed, afRAMIS system computed the relative
displacement of the paint pattern in successivgg@aas demonstrated in Figure 3.3. Strain and
displacement data is made available through thevaoé as shown in Figure 3.4. To compute
the image deformations a facet size of 25x25 pmels chosen with a 15-pixel overlap between
facets. This image processing technique produakbrated high-spatial-density full-field
output images on the outer diameter of the box datta points arranged in a grid. Both strain
and displacement data were extracted.
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Figure 3.2: Diagram illustrating the ARAMIS expegmtal setup. Used with permission of Hess Corpandii8].
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Figure 3.3: Demonstration of pattern tracking dgriteformation. Undeformed left and right camerades (top)
and deformed left and right camera images (bottars@d with permission of Trilion Quality System®]1



Figure 3.4: The random paint pattern applied taoitwe with axial strain output overlaid (left). AGB ARAMIS
DIC camera system (right). Used with permissioigion Quality Systems [19].

Because of the orientation of the DIC system toctinenection during the test, there is a
variation in precision depending on the componémuligplacement or strain. Statistical analysis
of the DIC images reveals differing noise levelstfee desired output quantities. The radial
results measured out of the plane of view contasnenmoise than the axial and circumferential
results measured in the plane of view.

This can be seen in the standard deviation andigimal-to-noise ratio of the DIC data at
the final make-up frame. The standard deviati@mvigies an indication of the amount of noise in
the signal. The signal-to-noise ratio is the rafithe dynamic range of the signal to the standard
deviation as shown in Equation (3.1).

(3.1)

Where Is the signal-to-noise ratio, and are the maximum and minimum values of
the signal, and is the standard deviation of the signal.

From Table 3.1, it can be seen that there is ctamlg more noise in the radial
displacement signal than that in the axial anduairierential displacement signals even though
the radial is greater. The standard deviation for the radigplacement signals was on
average six times greater than those of the inepdedial and circumferential displacement
measurements.
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Table 3.1: Statistics for DIC data.

Radial Disp (mm) Tangential Disp (mm) Axial Disp (mm) Tangential Strain (-) Axial Strain (-)
HL-PSBF
Standard Dev 2.11E-02 1.08E-02 9.52E-03 5.07E-04 8.51E-03
SNR 4.15 3.05 3.85 4.56 0.34
LL-PSBF
Standard Dev 6.12E-02 1.12E-02 1.03E-02 4.18E-04 5.97E-04
SNR 5.11 3.38 4.19 5.25 4.06
HH-PFBS
Standard Dev 6.11E-02 4.72E-03 9.70E-03 7.54E-04 1.01E-03
SNR 5.97 3.22 4.05 4.48 3.03

Two minor issues in the DIC data caused some e&dew locations along the box had
inadequate lighting and/or a poor paint patterhis Fesulted in voids in the computed full-field
strain image. The voids are present in less tBamflthe total field. The second issue was a
slight misalignment between the pipe axis and #raara orientation. Because of this, the image
computation grid orientation was roughly 6 degrefset from the assumed axial ‘X’ and
circumferential ‘Y’ directions as shown in Figuré3 While the error induced here is small,
future imaging should include fiduciary marks teeot the image with the natural cylindrical
coordinate system of the pipe.

Figure 3.5: Two issues with the DIC data are higttked. Inadequate lighting and/or a poor paintepatn some
areas produces a void in the computed data fielth& small offset between the image computatioth @liue) and
the assumed system coordinates (black) producesrdinate mismatch which prevents equal spacingédst
extracted section points (gold).

To overcome these issues and achieve a robustagstofithe DIC data fields, the output
guantities are extracted at five sections desighlayetheir circumferential coordinates. The five
extraction sections were centered around an axalgleto the pipe axis and closest to the
cameras. Each section consists of approximatélydédfa points. As shown in Figure 3.7 and
Figure 3.8, there exists some variation in the D#ta fields with respect to the circumferential
direction due to the mapping of the convex conweacsurface to a flat Cartesian plane for
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extraction. This circumferential variation mustdaefully eliminated in order to properly
correlate the DIC data to an axisymmetric finiteneént model which does not allow for
variation in the displacement or strain fieldshe tircumferential direction.

To collapse this data into a usable form, a megdracess was developed. The five
sections are sampled at a desired axial coordiria¢eause the differences in the alignment of
the coordinate systems between the DIC image andifie/FE model coordinate system lead to
the error described in Figure 3.5, a section peinbt always available for extraction at a
desired coordinate. To overcome this, the outpuglkibe of the closest section point is taken to
be representative for that desired coordinate. produces five output samples for each desired
axial coordinate. The median value of these fivgot samples is recorded as the robust
estimate of the DIC data, and passed on for cdivelsvith the output of the finite element
model.

! "#$ # %"

Because fiduciary marks were not available to diyearient the DIC data sets, an
alternative method was used to define the DIC doatd system. Doing so allows the data
exported from the DIC software to be registeredhwhie natural coordinate system of the
connection.

A least squares error method was used to projeesgfit cylinder on the imaged surface.
The axis of this best fit cylinder was used to nefihe DIC coordinate system as shown in
Figure 3.6. By design, the connection imaged didhave constant outer diameter (OD) in the
connection region. Because of this variation m @D, the best fit cylinder needed to be tailored
to fit the area of greatest interest. The strondsplacement and strain signals for this
particular connection were found between the commeshoulder and the outer seal. The area
of the images chosen for the cylinder fitting exted from the outer seal to the shoulder in the
axial direction, and from the bottom extractiontsethe top extraction set in the circumferential
direction. This measure forced the greatest coatdisystem accuracy in the region of greatest
interest. The DIC field data on the surface of¢benection was transformed into the newly
defined coordinate system.

Cylinder 1

b
. E—

-
i
S
-
g
8

Figure 3.6: The fitted cylinder used to orient DI€ data. The coordinate system was defined bytpgirojected
from the image surface to the axis of the cylinolémitive.
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A powerful advantage of the ARAMIS system is theg geometry can be measured as
well as the deformation and strain of a body. Tais come into great use when trying to
reconcile DIC data with finite element models. aAsheck, the box outer diameter should be
measured in the test facility and checked againg8telDIC best fit cylinder diameter in the
original undeformed state 2) the API outer diam&ikarance specifications for the given
connection and 3) the outer diameter of the bakenfinite element model. The reason for this
is that a small variation in outer diameter canehavarge impact when trying to reconcile
displacement and strain fields, especially in #regéential direction. The outer diameters of the
DIC data and the manufacturer supplied geomettlgigistudy were found to be in agreement to
within 0.2%.

As the make-up progresses, there is a tendendiidquipe to translate and rotate in the
rigid body mode. When trying to measure smalltedateformations, the identification and
subtraction of the rigid body mode is essentiabc&ise stationary fiduciary marks were not
available in the images to give a proper referetieepest practice of rigid body subtraction was
to identify the region of the images with the smstldisplacement throughout the make-up. The
region of least deformation on the box outer dianefas found to be the area furthest from the
outer seal as shown in Figure 3.7. The mean daispiant of this region was first calculated and
then subtracted from the full displacement fieldis removing the rigid body translation as
much as possible.

Figure 3.7: The region of least deformation used¢mntify the rigid body mode is shown in dark gteythe far
right of the image. The extraction set locatioresshown plotted over the result, and are desidriaye
circumferential coordinate.

One consequence of using this rigid body motiononeahtechnique is that the
displacements are forced to zero at the far rifjtite@extraction sets as shown in Figure 3.8.
While the true value of the displacement field may be zero in this location, the technique
opens the door for the creation of a common reter@oint between the DIC and the finite
element model. Displacements can now be measuacedarelated relative to the far right pixel
of the image. The strain signals are not affectethls procedure because they are spatial
derivatives of the displacement field and not scidje rigid body offset.
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Figure 3.8: The extracted results from Figure 3 e displacement results are forced to zero afatheght of the
extraction sets. The extracted axial displacerdat# is shown plotted as a function of the axiardmate.

The five output variables selected for extractiomtae axial, circumferential, and radial
displacements as well as the axial and circumfelestrains. The radial strains were not
extracted because the noise levels in this outasfepstrain measurement were too high for a
reliable reading. The value of extracting botlaisis and displacements cannot be overlooked.
The strength of the experimental displacement $sgadhe ability to calibrate the model to the
scales of the connection behavior. The strainatgyoffer the ability to represent the trends
present in the mechanics of the system. The dispiant and strain data was exported in text
file format from the ARAMIS software for further gressing in MATLAB.

The ARAMIS software package offers several filtgroptions using discrete operators
such as average, median, and gradient filters.eltweds have the advantages of a quick and
easy method to access and visualize an arbitraydata field. Their disadvantage is that they
attenuate the signal because they are an inherarttking operation. This attenuation can be
cause for concern when trying to identify the pealka displacement or strain signal, especially
if the signal is over filtered. In addition, gerediscrete operators do not take the mechanics or
features of the imaged system into account wheratipg on the data.

An alternative to using discrete operators torfitedIC signal is to make use of the Fast
Fourier Transform to identify the spatial frequemoyntent of the signal. The FFT provides an
orthogonal view of the DIC data as illustrated igufe 3.9. Separating out the spatial frequency
components of the signal allows the signal to loemstructed using the inverse FFT using only
the low frequency content as demonstrated in Figure.
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Figure 3.9: The relationship between the time aaduency domains. a) Three-dimensional coordiretesing
time, frequency, and amplitude b) Time domain vigwrequency domain view. © Agilent Technologies;. |
2000. Reproduced with Permission, Courtesy of Agileechnologies, Inc. [20].

The ideal cutoff frequency varies between data sefisa good starting point is the thread
pitch of the connection because, in general, ntufeaf interest exists in the displacement or
strain signals above the thread pitch frequendyis Technique permits us to apply knowledge of
the mechanics of the system at hand in our filesigh. A disadvantage of this filtering
technique is that by removing the high frequenaytent we are removing energy from the
signal and the inverse FFT has difficulty represgnthe end conditions. The cutoff frequency
should be tailored such that the error in represgrhe original signal is kept to a minimum. To
evaluate the fit of the inverse FFT, the residsalsuld be closely monitored. A residual signal
with a mean zero random distribution and small cam@mplitudes is desired.
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Figure 3.10: FFT Filtering demonstrated on a sarDp@ extracted set. To the left, the originalragted signal in
blue, and the reconstructed inverse FFT signalusitly low frequency content in red. To the righg spatial
frequency content of the filtered signal after liigh frequencies have been thrown out.

Spatial Frequency (1/mm)

To perform an FFT, the signal must be sampled atlgwspaced intervals and the
number of samples must be a power of two. Prigetdorming the FFT, the signals were
resampled at1024 equally spaced points. To rethecpoor representation at the edges, the
signal was mirrored to force the signal to be pidan the window. The FFT was performed
and the frequencies above the cutoff were replacddzeros as shown in Figure 3.10. An
inverse FFT was performed on this data and therditt signal was passed for correlation to the
finite element model.
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Chapter 4 -

The direct measurement of seal conditions at makis-aurrently infeasible, and the best
approximations are made from finite element modalibrated with strain gauge data. The
make-up configuration has an immense impact omltlilgy of a connection model to accurately
predict seal performance. Current axisymmetric eliad practice relies on axial offset
assumptions at various locations to generate thlseerup stress state. These axial offset
assumptions are nonphysical and have little teahbiasis available in the public domain. For
this reason, the primary goal of this modeling &ff® to achieve a mechanics-based finite
element make-up solution using only the manufactsupplied geometry, connection test data,
and commercially available finite element software.

& ()

There are many variations of premium connectionsmost have similar components
with specific functions in the make-up processgue 4.1 illustrates an axisymmetric cross
section of a generic integral connection with a-shidulder and two seals. The box is the outer
(female) member; the pin is the inner (male) member

A make-up begins when the pin and box are lubritaféhe pin is aligned by hand and
twisted to “hand-tight” with the box held fixed.oifigs are placed on the box and pin at
approximately one-diameter’s length from the cotinacegion. The pin is then rotated to
“shoulder-tight” where the shoulders of the two nibems come into contact. To this point in the
make-up the only torque generating mechanism o€dm@ection is the radial interference of the
thread features. The shouldering point can bdyedsintified as a spike in a plot of torque vs.
rotation.

The pin is further rotated by a hydraulic torquemah to “power-tight” at a
manufacturer specified torque range. It is in gosver-tight phase of the make-up that the seals
are generated by the action of a more compliantlbeemding an inclined plane in a manner
analogous to a cam follower. The shoulder is thitase perpendicular to the pipe axis that
functions like a bearing surface for the threadeook against. The shoulder also serves as a
gauging point to align the seals in their propaakiocations. As the torque is applied, the
threaded sections are elastically stretched agithianslates to the right as shown in Figure 4.1.

Outer Seal

e
|:> T nner Sea

Shoulder

Pipe Axis m

Pin Rotation

Figure 4.1: A generic axisymmetric connection getwynghown in the shoulder-tight configuration.
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The truest available finite element model of a @mtion make-up is a full 360-degree
representation of the box and pin using 3D contim@lements. This representation has no
associated modeling assumptions. The geometry\dawy conditions, loads, and stiffness
distributions can be represented exactly. Unfately, this type of model is often intractable
because of

1) The extreme geometric complexity of the connection

2) The overall aspect ratio of the connection

3) The level of mesh refinement required to achieva@meptable seal solution

4) The number of degrees of freedom required to calewd 3D continuum element
solution

A 360-degree representation of the desired coroeeti an acceptable level of
convergence would likely require over 1 million Bbck elements. Such representations were
attempted but the solution was found to be inttaetavith the time and resources available. As
a result, modeling assumptions were made to reducgmes and achieve a working solution.

OCTG connections are usually modeled in an axisymoi®rm. The axisymmetric
assumption is valid for models that meet the follmywequirements:

1) There is no variation in the geometry with respgedhe circumferential
coordinate.

2) There is no variation in material properties wispect to the circumferential
coordinate.

3) There is no variation in loading with respect te tircumferential coordinate.

4) There is no variation in displacement with respget¢he circumferential
coordinate.

5) There is no radial rigid body displacement.

When recognized and appropriately exploited, axiggtny can reduce the number of
degrees of freedom in a finite element model carsaioly while maintaining sufficiently
accurate solutions. For decades, OCTG models hgpleed the axisymmetric assumption to
make the problem tractable. However, OCTG conaestare not axisymmetric because the
helix angle of the thread form causes a variatiogaometry with respect to the circumferential
coordinate. In addition, the mechanism of rotatimg pin at make-up results in a variation in the
displacement field with respect to the circumfei@rdoordinate. Such a variation in
displacement under an applied torque can be eseslly in the analogous cantilevered torsion bar
problem. For these reasons, an axisymmetric nohmked not have the degrees of freedom
required to represent the geometry or the true ection behavior.

The mechanism often employed to simulate the agppdisjue in an axisymmetric
connection make-up is the pretension section,kaiswn as a bolt load [21]. This load method
was originally developed for use in bolted joinabsis and its intention is to mimic the effect of
a bolt with minimal computational effort. A traditial application of a pretension section is the
modeling of a bolted flange. In this type of arsidy the length of the bolt shank can be
artificially shortened in order to study the flarmyed gasket members in compression. The
object of this type of study is rarely the boleifs but rather the members under the effects ®f th
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bolt. Itis an efficient loading trick for a prash of this caliber, but its modeling capacity is
limited.

In the implementation of a pretension section laa€re is no inherent link between the
pretension section offset and the torque appligteédolt, but rather the force-displacement
coupling is assumed and artificially inserted by tiser. The application of a pretension section
also assumes that the distributed elasticity obtblecan be represented by an axial offset at a
single point.

Pretension sections have been extended and appliee analysis of OCTG premium
connections in an effort to simplify the loadingehanism by only considering the axial
component. They operate by defining an axis aitron and a perpendicular surface that cuts
through the connection member. A layer of elementthis perpendicular surface is designated
in the box and pin. This layer of elements is tdgated or contracted by a certain distance to
mimic an axial advance of the pin into the box e in Figure 4.2.

Figure 4.2: Anaxisymmetric pretension section using four dilgteetension sections. The deformations have been
exaggerated for visualization purposes.

The pretension section scheme can effectively pglaeshoulder and seals in
compression. However, a plot of the axial disptaeet field will reveal that the loading
mechanism is entirely nonphysical as shown in FHgu8.

Figure 4.3: The axial displacement field of an gwisetric pretension model.

The axial displacements are extracted on the bter aiemeter as shown in Figure 4.4.
A clear point of singularity can be seen in theabgisplacement field, but cannot be detected
from the radial displacements. Similarly in a pddstrain or stress components the effects of the
pretension section mechanism are easily maskeglotff von Mises stress further masks this
mechanism to the point that it is nearly undetdetaBecause the pretension sections can be
dilated or contracted independent of any forceddsgment relationship, the displacement and
strain fields can be tuned at discrete points toetate perfectly with experimental strain gauge
measurements.
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Figure 4.4: The extracted axial displacement field.

However, when attempting to reconcile these digrtant results with full-field DIC
data as shown in Figure 4.5, the inherent flanth@imodeling technique become painfully
apparent. This axisymmetric pretension section nvagléechnique can only achieve a very
limited level of correlation even when optimizeldurthermore, application of pretension
sections often applies identical offsets in différ®cations of the connection. This practice
neglects the difference in stiffness in the regiabsve and below the shoulder as well as the
difference in stiffness between the box and pin.

Figure 4.5: The resulting axial displacement fielerlaid on the DIC displacement data.

A pretension section can only be deemed an acdep®resentation of a connection
make-up if a concrete, mechanics-based link is nhatigeen the applied torque and the
axisymmetric displacement field. Relying on a tpitth calculation to determine the axial
offset at the pretension section neglects thetfattthe connection is a complex distributed
elastic system. To find the link between the amptegque and a representative axisymmetric
displacement field, a 3D representation is required
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A middle ground between the full 3D model and tkisyymmetric formulation was
investigated by modeling a sector of the full bax @in. This 3D-wedge model offers the
ability to capture the torque-theta relationshighvgonsiderably fewer degrees of freedom than
the full 360-degree representation if a few assionptare made:

1) The displacement field is representative of the-86@ree model at the center line
of the wedge section.

2) The torque load is evenly distributed with resgedhe circumferential direction.

3) The boundary conditions at the cut-planes are semtative of the unmodeled
cylinder section.

The wedge model pushes closer to the full 3D remtasion than the axisymmetric
model because the circumferential degree of freeidantivated. This ability to capture
variation in circumferential displacement allows thodel to investigate the torsional stiffness
of the members. Most importantly the kinematiatiehship between the rotation and axial
advance of the pin is now available.

)+ &

It is essential to have an exact representatidheofest geometry because slight
variations in tolerances or thread profiles canltes large seal performance variations.
Whenever possible, the geometries should be achdirectly from the manufacturer and should
be generated in a format that relies on lines add specifications rather than spline
representations. This will allow for easier moplattitioning in later modeling steps.

Because many manufacturers do not model connedhd@i3, the wedge models were
constructed by revolving the axisymmetric profthedugh a sweep angle. This can be a
challenging procedure and requires careful conatoter and manipulation of the geometry.

The thread helix angle causes a variation of gelyméth respect to the circumferential
coordinate in the threaded regions, but not irsttmulder or seal regions. To overcome this
discrepancy, the original axisymmetric profile jditsinto five main sections and four transition
regions as labeled in Figure 4.6. Each sectioevslved through the sweep angle, and a helix
revolution is specified for the threaded sectiocwoading to the pitch of the thread form. The
five sections are later merged and all interiotdess are discarded as illustrated in Figure 4.7.
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Figure 4.6: Simplified axisymmetric profile illuasting the cut-planes and transition regions usegktnherate the 3D
swept sections. The Nose, Shoulder, and Bas@sedare revolved without a helix angle. The theshibgions
include a helix angle in the revolution.

To make this merge possible, cuts are made inxisgrametric profile such that an axial
overlap creates a transition region between theedactions. The axial length of this transition
region corresponds to the axial advance of theatted section due to the helix when swept
through the revolution angle. To ensure that éwlution and merge operations are executed
flawlessly, the cut-planes must be perpendiculdh¢ocaxis of revolution. Similarly, the
transition regions work best when they are bouratethe inner and outer diameters by edges
parallel to the axis of revolution. To ensure thiie geometry may require slight modification.

The axial length of the transition regions shduddgiven an additional margin to prevent
an acute angle from forming in the merge operéaiemveen the helix swept threaded regions
and the flat swept seal and shoulder regions.séherely acute angle is formed in the transition
region by the merge operation, aspect ratio issailebe inevitable in the meshing phase.
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Figure 4.7: The five 3D swept regions with tramsitregions before (left) and after (right) the neeogeration. All
interior surfaces are discarded and the singlel galit remains.

The geometries for box and pin are generated $ditbg can be instantiated in the
shoulder tight configuration. Once instantiatedpatact resolution method is used to resolve
the thread and seal interferences as discussezttios 4.6.

To characterize minimum seal performance for argo@nection, the worst case
material properties must be assumed. In ordetentify these minimum strength material
properties for modeling purposes, an extensive miahtvaluation was performed [22]. After
completing the connection tests, tensile couporne wet from the box and pin in the nominal
pipe body and the connection zone as shown in Agigeh [18]. Two longitudinal and two
transverse samples were cut every 90 degrees atbemircumference of the box and pin at the
indicated axial locations. Tensile tests were penfxr on these coupons at ambient and elevated
temperatures. The minimum strength coupons wersifokl based on the yield stress
corresponding to 0.65% strain offset for both theeent and elevated temperature cases. The
tensile test data of the minimum strength coupos wged to construct the material model for
use in the finite element analysis.

u# $ % & m (! !

A Ramberg-Osgood deformation plasticity materiabelavas chosen to represent the
stress-strain constitutive behavior [23]. This fomas chosen because it allows both the elastic
and plastic material behavior to be representea fipgle smooth curve. The proper definition
of a continuous transition between elastic andtigl&d&havior is necessary to appropriately
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capture the plastic zones that develop throughmitbnnection analysis. The general 1D form
of the deformation plasticity material model [2&]given by Equation (4.1)

- (4.1)

Where is the total strain, is the stress, is the Young’s modulus, is the yield offset, is the
hardening exponent for the plastic term, ands the yield stress such that when
Equation (4.2) is satisfied.

(4.2)

Stress and strain values were read from the tetesitelata of the minimum strength
coupon. In addition, initial estimates for the Yigts Modulus and the yield offset were
determined from the data. Equation (4.2) was sofeed as shown in Equation (4.3), and an
initial estimate of unity was made for.

_ (4.3)

Where is the measured strain corresponding toln this way, an initial estimate of the
deformation plasticity model was made. The inigsiimate vector was
constructed and passed to a nonlinear least sqoptiesization algorithm [24] as shown in the
example code of Appendix D. The optimization aidywn began at the starting point and

used a search method to minimize the error in stdeguares sense between the deformation
plasticity model given in Equation (4.1) and théragted material test data. The fitted curve was
plotted against the material test data and is sHoelow in Figure 4.8.

Figure 4.8: A fitted Ramberg-Osgood deformatiorspaty material model
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The optimized coefficients and were used to construct the Abaqus deformation
plasticity model. In cases where the deformatiastcity formulation was prohibited
(Abaqus/Explicit) a suitable table of stress amdistvalues was constructed from the Ramberg-
Osgood fit and interpolated by Abaqus.

Premium connections are some of the most diffigatimetries to effectively mesh. ltis
for this reason that leading commercial meshingralgms use premium connection geometries
as test cases for development and benchmarkinggesp The axisymmetric profile of a
premium connection will often have a geometric aspatio above 30. The seals are the main
focus of the connection model, yet the entire segibn will never comprise more than 0.01% of
the total meshed area. In the threaded regiore tha lack of regularity among the thread
profiles, and rarely will two threads have the satmensions. Rarely are two surfaces parallel
to each other, and rarely do two edges meet ghaaingle.

Because of this, the meshing scheme will make sihyelareak the connection model.
Great care and effort must be devoted to the mgsdtheme to achieve a stable mesh that can
successfully converge a difficult contact solutiora reasonable amount of time. Several
meshing techniques were investigated on the axissmmermodel and extended to the 3D case.

) %

Partitioning is required to efficiently isolate regs of higher mesh resolution from
regions of lower mesh resolution as shown in Figuge Often it is most efficient to use
structured meshing in regions of high resolutiohichr comprise the immediate vicinity of the
seals and shoulder. The second region to be ésbiatthe threaded region, with medium mesh
density. The third region to be isolated is thesaan the connection region behind the threads
and the shoulder. These areas are given a medigpatse mesh density and use a structured
meshing technique. The final region to be isolasetie nominal pipe body which is assigned a
sparse mesh density with longitudinal biasing talsthe connection. The above regions are
meshed, and then mesh transition regions betweesetttions are generated to bind these
sections together using swept and free meshingigeés.

Figure 4.9: Partitioning scheme used for assignméntesh parameters. High mesh density regions sliowed,
medium density thread regions in orange, mediumsgpaensity shown in yellow, sparse density in gread
transition regions in pink.

The seal and shoulder areas are usually the gfgntimt for any connection mesh
because they have the greatest strain energy damsitrequire the highest resolution to capture
the steep stress gradients. The seal and shauldaces are first lofted to provide parallel edges
as a framework for the structured seal mesh. Taedaces should have several layers of
elements with aspect ratios near 1. It is essetfizithe mesh maintains good aspect ratio in the
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seal areas under load. To accomplish this, theeiés can be tailored such that compression at
the seal surfaces forces them into an ideal shape.

The thread regions are meshed second. The thaead®t meshed at the high resolution
of the seals to save computation time, but theathmeesh must be dense enough to adequately
capture the thread geometry and effectively resthleghread interference. The seals must be
properly energized by resolving the thread and Elesicontact. Efficient structured thread
meshing consisting of regularly shaped elementggand resolution at rounded edges can save
a great deal of time when trying to resolve coniatetrference. Each thread should be
partitioned into its own cell by extending linesrfr the thread root corners to the nominal ID or
OD as shown in Figure 4.10. Further partitionifighe thread cell to isolate radii helps provide
a more rectangular shape for efficient structuregimng in the thread interior.

Figure 4.10: Thread partitioning (left) and meshscheme (right).

All contact regions must be meshed with the int@gwagoroperties in mind. When selecting

node densities, the elements on the slave conideice should be kept smaller than those of the
master surface. Best results were found with thepntact surface treated as the slave and the
box contact surface as the master. Slave elemantskept at roughly two thirds the size of the
master elements. A guideline to element sizindp Wéllpark element distributions and compute
times for axisymmetric models at various levelsafinement is given in Table 4.1.
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Table 4.1: Seeding guidelines and element disiobatfor axisymmetric meshes at different levelsafinement

P # #

P #

$%& ' (

)+ g g g g g
)-.$$1. 1110

There is a constant battle between element couhagpect ratio. Best performance was
identified for axisymmetric models with aspecto&iless than 10 in the nominal pipe region,
less than 5 in the connection region, less thantBe threaded regions, and less than 2 in the seal
and shoulder region. All axisymmetric models wene with 4 node bilinear continuum
axisymmetric elements (Abaqus CAX4 elements) uBiligntegration. To improve compute
time, reduced integration may be used selectivethe nominal sections and far from contact
regions. Reduced integration should never be et contact sections or in the nose section
where bending is the dominant mechanism.

#

With the shift from axisymmetric to 3D came a tremeus increase in the number of
degrees of freedom and as a result, the mesh Haslatiiciently tailored to permit fast model
turnaround. 3D-wedge models consisting of a twelggree sweep of the connection geometry
were used for both the box and pin. The meshihgrse in the radial-longitudinal
(axisymmetric) plane was essentially unaltered.

Biasing was needed in the circumferential directmkeep element counts low. The
priorities were to maintain good element qualityteg cut-planes and at the wedge center line.
The cut-planes required a low aspect ratio tolaédcbntact algorithm in resolving the edge
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effects. The wedge centerline aspect ratio was|k@pto provide optimum contact solutions

and high quality elements for result extraction.tHe seal region, aspect ratios were fixed at 1 as
shown in Figure 4.11. A circumferential doubleshigas chosen as the best method to facilitate
these needs. Radially, the biasing was towardadhéact surfaces of the seals and threads and
away from the connection OD and ID. Biasing waglied axially toward the connection zone

in the nominal pipe body, but enough elements Wep# in this nominal region to enforce the
applied boundary conditions at the base of the part

Figure 4.11: The circumferential double biasingesnb provides low aspect ratio at the wedge cenédnd the
edges. The aspect ratio of the elements on theeveeigterline at the seals is fixed at 1. Sealtsate extracted
from the area shown in red.

Mesh transition regions are much more expensidbithan in the axisymmetric models.
To maintain efficiency, the transitions were taéidito produce changes in mesh density over a
small volume while still maintaining acceptable @spratios. Considerable mesh savings were
made by using a double transition in the area batviiee connection zone and the nominal
region as illustrated in Figure 4.27. This tramsitwas constructed by creating two axial
partitions and using sweep meshing techniquesf{ifdigartition was seeded to provide a mesh
reduction in the plane and then swept in the radial direction. 3é&eond partition was
seeded to produce a reduction in the plane and swept in the circumferential directidine
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resulting mesh transition provided a very effecawe concise reduction in mesh density
between the dense seal regions and the sparseal@®ation.

Figure 4.12: Meshing techniques used to achieveieiit mesh transitions.

The added degrees of freedom in the 3D models thmibility to concentrate mesh
refinement purely at the seals. This is appardr@ncomparing the percentage of elements
allocated to the seal regions in both the axisymimanhd 3D models. As shown in Table 4.1
and

Table 4.2, at the highest levels of refinementakisymmetric models allocate 68% of
the total elements in the model to the criticalidtler and seal sections and 32% of the elements
to capturing the “supporting” thread and transitiegions. The 3D meshes can only allocate
21% of their elements to the critical sections, angt use 78% of the elements in the model to
capture the threads and the mesh transitions.réfds®n for this is that mesh transitions are
much more expensive in 3D. In addition the heliegt thread regions require additional mesh
transition regions to maintain geometric continwiyh the flat swept shoulder, nominal, and
nose sections.
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Table 4.2: Seeding guidelines and element disidhatfor 3D meshes at different levels of refineimen

"l ( /$)0
"l ( /$)0

yor ) ) )

Computation time was greatly increased in the 3@embecause each element now had
24 degrees of freedom. To reduce computation tietjced integration was used more
generously than that in the axisymmetric models aiicontact regions used full integration.
Level 1 meshes took 6-10 hours to complete on ktoleEomputer, and all other levels required
the use of a compute server [25].
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One of the greatest challenges is modeling prenzommections is achieving an
acceptable contact solution at the threads, saadsshoulder. An acceptable contact solution is
recognized by its ability to eliminate regions @eaclosure in the geometry. In the physical
connection make-up the interference in the thréeadsilt up gradually between the hand-tight
configuration and the shoulder-tight configuratamthe pin is rotated into the box. This can be
seen by the gradual and fairly linear torque buyalduthe torque-turn plot as shown in Figure
4.13.
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Figure 4.13: Sample torque-turn plot from experitaboonnection make-up illustrating the shouldeinpand final
torque dump. Used with permission of Hess Corpondtl8].

This large deformation process is extremely expents capture with standard finite
element formulations. It is more efficient to skiifis gradual interference buildup and achieve a
shoulder tight configuration by instantiating thexkand pin directly in their shoulder tight
locations. The tradeoff is that a highly nonlineantact constraint must now be enforced. No
single contact resolution method will satisfy evargdeling case, and several complimenting
methods have been developed for varying level®ofact severity.

There are three conceptual means to accomplistotttact constraint enforcement:

1) The transient dynamic effects of an impulse contasblution can be ignored and the
interference can be resolved by gradually enfortiegconstraint in pseudo-time
using many small increments. This is referred tthasstandard interference fit
formulation.

2) A thermal expansion process can be applied toystes to treat the event like a
shrink fit problem. Once the overclosures havenlbaininated by the mechanism of
thermal expansion the contact property can bentistad and the thermal gradient
gradually removed to build up the contact pressufiéss is referred to as the method
of thermal expansion.

3) The transient dynamic effects of an impulse contesblution can be taken into
account. The kinetic energy of the impulse evantloe dissipated by the model
through the parallel mechanisms of the inertiad@f and strain energy. Damping
can then be applied to eliminate the inertial éfeand the resulting steady state
solution remains with strain energy as the onlyaming form. This is referred to as
the explicit finite element contact formulation.

Often the fastest and most straightforward metHambotact resolution is to initialize the
model in the shoulder-tight configuration and sfethe contact to be solved as a standard
interference fit. This approach works well for mapplications, but will have difficulty with
high density seal meshes where the overclosures tesolved are greater than several element
thicknesses. In this case, the contact managkfonge the volume of the slave elements in the
immediate contact region to zero in an effort tiisfathe penetration requirements. This action
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forces the Jacobian of those elements to zero wirighibits the stiffness matrix from being
inverted, causing the model to fail. If this ig ttase, the method of thermal expansion should be
used to resolve the make-up interference fit asvahin Section 4.6.2. Both contact resolution
methods will produce consistent seal results.

When setting the contact properties for a stantdedference fit, a surface to surface
contact discretization is the best practice becaysevides a built-in smoothing operation
where slave penetrations are averaged over sudgaans rather than at nodal points of
singularity. Finite sliding formulations should bsed because the large deformation in the
contact areas means that the surface normals eatl to be recomputed as the incremental
solution progresses. Surface smoothing was applite 3D models to aid the representation
of curved contact surfaces using linear elemergdac

When selecting contact pairs and master/slave nasoms, the master surface in the
contact definition should always be the stiffer nbem The master surface consisted of the
entire box contact surface, and the slave surfansisted of the entire pin contact surface as
shown in Figure 4.14. Alternative combinationsraster and slave surfaces could be used, such
as splitting up the contact zone and using severatiact definitions across the connection
length, but the above configuration functioned vbeltause only a single set of contact
constraints was required.

Figure 4.14: Master box contact surface shown dn &ave pin contact surface shown in pink.

S

The initial overclosures in the models were treaedhterference fits. The slave node
overclosures were gradually removed throughoustep duration by specifying a uniform
allowable interference with a normalized smootlp steplitude curve. The generalized form of
this cubic function is found in Equation (4.4) [21]

(4.4)
#————3%
Where is the amplitude of the maximum allowable slavdenpenetration as a
function of step time, is the initial normalized amplitude, is the final
amplitude, is the initial step time, and is the final step time. This amplitude

curve has the same form as a cam curve and wasasadse it provides a smooth application
of the constraint with zero velocity and zero aecation at the beginning and end of the time
step as shown in Figure 4.15. By smoothing ousthp application of the constraint the contact
problem becomes tractable.
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Figure 4.15: The smooth step amplitude curve usegpply the maximum allowable interference constriai the
contact formulation. First and second time derixegialso shown.

A penalty constraint enforcement method was sptifi both the tangent and normal
directions. The penalty method is an approximatibhard contact that replaces the step
function boundary application with a stiff approxtion. The penalty stiffness is calculated
based on the underlying stiffness of the contadtsas but a scaling factor can be applied to
tune the penalty formulation for the applicatioh high penalty stiffness can result in a smaller
stable time increment and a longer solve time.malspenalty stiffness can result in excessive
penetrations at the end of the step. Best reselte achieved using a penalty stiffness between
100 and 1000 based on the mesh density and irdademagnitudes.

A penalty enforcement method was also appliededahgential friction in the 3D
models. There is no need to specify friction coefhts in axisymmetric connection models
because the primary degree of freedom that thedini@acts along is disabled. This is not the
case in the 3D models. In 3D connection modetsagsumed friction coefficient between the
two bodies is linearly proportional to the torghattthe model can achieve. Accurate torque-
theta measurements in the lab can provide valuddibefor tuning the appropriate 3D connection
model friction coefficient(s). Appropriate frictiazoefficients were found in the range between
0.08 and 0.12. These friction coefficient valuesia the same ballpark as those assumed for
modeling and testing purposes in the industry today

* % +% ! #

At higher levels of mesh refinement, the interfeenan be so severe that elements in the
contact region collapse to zero volume. To restiigeissue an additional measure was taken to
aid the contact resolution.

The thermal expansion make-up simulation occufeun steps. The pin and box are
instantiated at a reference temperature of zetibarshoulder-tight configuration with no contact
property defined. With the axial displacement dixa the shoulder, a negative temperature is
applied to the pin volume and it undergoes voluimewntraction until the radial interference
between pin and box is eliminated. The standandamb definition as outlined in Section 4.6.1 is
initiated in this interference-free state. The igithen returned to its original temperature,
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gradually building contact pressure in the thredqwbulder, and seal interference regions as it
expands back to its original location.

In this process, the threads cannot simply tragskdially because the thread load flanks
make an angle with the radial-longitudinal planslaswn in Figure 4.16. To effectively shrink
the pin in the radial direction, there must benautianeous axial translation in the threaded
region. This issue is addressed by applying ortipatrthermal expansion coefficients in the
threaded areas of the pin. Additionally, pretensecations can be used in the cool and warm
steps to help prevent axial thread interferendb@shreads contract radially. These “thread
location pretensions” must be zeroed out at theoénide warm step so the geometry is not
skewed in any subsequent analysis steps.

The expansion coefficients must be applied withfitked axial displacement boundary
condition at the pin shoulder in mind. The threakdsve the shoulder require both radial and
axial expansion with a positive temperature chattges the signs of both the axial and
transverse expansion coefficients should be pesififie threads below the shoulder boundary
condition require radial contraction and axial engian to maintain the kinematic thread
requirements with a positive change in temperatiezefore the transverse expansion
coefficients must be negative.

# % % $ "& '
The expansion coefficients are calculated by ésttiblishing a right-hand cylindrical

coordinate system to define the intended threatskation vectofoand thread translation angle
( measured counterclockwise from the positive Z axibe Z-R plane as shown in Figure 4.16.
This coordinate system is also used to define ti®tyopic material orientation.

Figure 4.16: The coordinate system defined foratttleotropic expansion coefficients with desirecetia translation
vector and angle corresponding to a positive temperature change.biix is displayed in green, and the pinin
grey.
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In order to have the pin threads translate in tiopgr direction™ with a positive
temperature change, the strains in the radial imec and in the axial direction must be
governed by Equation (4.5).

, — (4.5)

It has also been found that enforcing a transvismdeopic expansion requirement
produces the best results. This requires the teaas\expansion coefficients in the radial and
circumferentiah  directions to be equivalent. The strains of a¢hdimensional thermal
expansion problem are related by the relationsfoipsd in Equation (4.6)

4 . ; 8
4 : : 8 ; (4.6)
4 : ; 8

Substituting Equation (4.5) into Equation (4.6hfagcing the isotropic expansion
requirement, and rearranging terms produce thevimtlg system that can be solved to find the
transverse expansion coefficients.
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An alternative method to tackle the contact probigmo use an explicit finite element
formulation. This formulation is inherently moreakte because inertial effects work in parallel

with the mechanism of strain energy to help digsipmergy as a result of the sudden “impact”
of the contact constraint enforcement.

In the standard (implicit) formulation, the entsteucture is forced into equilibrium with
the externally applied loads at the end of eactl Inerement. For nonlinear elasticity problems
in which the stiffness of the structure is a fuoitof the displacement field, several iterations
must take place to reach the incrementally apptiad. These problems were solved using
Newton-Raphson iterations by first assuming anahiangent stiffnes€ Ato solve for the
initial displacement estimaté¢ Ounder a small incremeht Oof the total load Oas shown in
Equation (4.8) [26].

I(C @ £ 1 C (4.8)

The force errof B Ofor the initial displacement estimate Ois then evaluated by Equation (4.9)
where@ Ais the tangent stiffness evaluated using the aigphent vectof( O
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IEC | C G H(C (4.9)

Equilibrium iterations are executed to minimizestforce error by beginning && 0and using
@ Ato solve for the next displacement estimgte0as shown in Equation (4.10).

I(C « # 1 C (4.10)
/( Ois then used to calcula@ Aand the force errdB Ois evaluated using Equation (4.11).
IEC [/ C @ H(C (4.11)

The process continues until the force ef®0is sufficiently minimized and the displacement
vector/( Oapproaches the correct vale which is equivalent to the product@ A and

. The load increment is then increased by the contact algorithm utitsdlave node
penetrations are eliminated.

This solver has the advantage of being unconditipstable which allows for fewer
increments in nonlinear problems, but the drawlEaksing Newton-Raphson iterations is that
the stiffness matrix must be assembled and inverted every time théadisment vector
/( Ois updated. This is an extremely memory intensperation that tends to be limited by the
data transfer capabilities of the computer. Impktiernatives to the Newton-Raphson method
exist but the quadratic convergence rate of thithotewas found to be superior in terms of
solution time for this problem.

The explicit formulation does not enforce thisistaguilibrium at the end of each
increment; rather the contact constraint enforcensemodeled in the same manner as a wave
propagation problem using Equation (4.12).

( H(C @CL( I C (4.12)

Where C is the global assembled mass matr{x, is the vector of nodal accelerations, and

is the vector of loads which may now vary in timehe most powerful advantage of the explicit
finite element formulation in solving nonlinear gli@ity problems is that the stiffness matrix no
longer needs to be inverted. Instead, the intdanaés of the system @A[ Ocan be
calculated in element-by-element fashion by Equa#b13) [26].

/ € D:E C; (4.13)

Where the elemental internal fordés O are calculated using the strain-displacement matri
F and the elemental stress vedto® by Equation (4.14)

IE C GFFIC (4.14)

By removing the formation and storage 6f, the problem is freed from the limiting
data transfer capabilities of the computer andis hmited only by the processor speed.
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Explicit contact solutions were found to be fasterextremely large models (over 1 million
elements) because of their ability to scale wellawge compute servers. This method of
resolving the contact problem is likely the besyv@ward if a full 360-degree model were to
be attempted.

The disadvantage to the explicit method is that donditionally stable. The time
increment is limited by the natural frequency of the smalkdement in the mesh as shown in
Equation (4.15) [26].

(4.15)
"H#

WhereH corresponds to the highest natural frequencyeftititdamped system in Equation
(4.16)

"/ H CEI(C (4.16)

This requirement presents a challenge when trigingse a high resolution mesh in the
seal region. The result is often an extremely batable time increment and many time steps to
reach a solution. The ratio of the kinetic enemgthe total energy of the model must be
monitored and brought to less than 1% at the enldeo$tep. The kinetic energy can be reduced
by using smooth step amplitude curves to applydpadntact constraint enforcements, and
boundary conditions as shown in Section 4.6.1.amping can also be added to the system to
reduce kinetic energy levels.

)1 & 2

Once the initial contact resolution has completed the connection is shouldered, torque
must be applied to the system to generate therimade-up state. Several methods of applying
loads and boundary conditions were investigatdthtbthe most representative make-up
configuration in an acceptable amount of time.

' (
| ©#S

The full 360-degree finite element model is almostctable due to the geometric
complexity of premium connections and the high nresielution required to achieve a
meaningful seal result. To achieve a 3D modekgep runtimes low the 3D-wedge model was
developed. For the wedge model to represent th860-degree system, the unmodeled portion
of the connection must be sufficiently represenisidg loads and boundary conditions. To find
the proper set of loads and boundary conditionsrtake-up problem was broken down into its
dominant features.

The connection make-up can be thought of in terh@ssuperposition of the composite
cylinders problem and the torsion bar problem. Suclems seem trivial, but isolate subtle
details that contribute to the proper modeling teghe of the 3D-wedge.
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In its simplest form, the radial metal-metal sfauo OCTG connection can be viewed as
a composite cylinder made up of an inner and aumber. If we consider only a section far
from the ends so that edge effects can be neglemteldnaintain linear elastic isotropic material
behavior, it is possible to construct some badations from the equations of equilibrium and
the compatibility conditions. We shall assume thatdeformations of the cylinder are
axisymmetric, that the cylinder is open ended (iceend caps), and that the deformations are
independent of the axial coordin&e Only axisymmetric loads and constraints will be
permitted, and thus our solution will be purelyuadtion of the radial coordina& The
circumferential coordinate shall be referred t@a$he cylindrical deformations , - will
correspond to the directiods6 3 respectively. If we neglect all body force coments, the
equations of equilibrium become [27]

- 4.17
&— (4.17)
Which when rearranged shows
—:8 4.18
2 (4.18)
Thus the strain components become
¢ L ko (4.19)
1& & &I6 13
The shear componeris 5 5 become zero due to the radial symmey these
equations we can see that
&— 4.20
2 (4.20)
Which when rearranged yields the strain compatybdguation for the thick walled cylinder.
— : 4.21
R (4.21)

For a cylinder of inner radius and outer radius subject to inner pressure and outer pressure
in the absence of temperature changes, the mid@hcement as a function &fs
8 : 8;
( ——— 8;: ; 8—: K (4.22)
If the cylinder exists in the absence of an axoaté and at constant temperature the stress
relationships are
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x = ) )
) ) *
* + * ) ) (4.23)
’)* )
0 0 O

At this point we shall assume a linear elasticrigut material condition. The stress-strain
relations for a linearly elastic isotropic mateaae

-1 2 3
-1 2 3
(4.24)
-1 2 3 -/
4 4 4

As an example, let a composite cylinder be madefiywo members as shown in Figure
4.17. The inner member (the pin) has an inneusadf 5 mm and an outer radius of
- 5 mm. The outer member (the box) has an inner sagfit 67! mm and an outer
radius of* ! mm. After make-up, the interface shown at peirdaches equilibrium.

Figure 4.17: The composite cylinder example problem
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The displacement at the interface for the pin uses & in
Equation (4.22).

( fq: 8;: S (4.25)

The displacement at the interface for the box uses: &

( ¢ & o 8 (4.26)

Where is the pressure between the two cylinders at therface. We know that the sum of
the deflections at the interface must be the difiee between and

( (

L - @ 8;: ;o 8, A\
: (4.27)
M———¢ 8&: ; @ 8 I K
This equation can be solved to find the interfapralssure CP . The deflection can
be calculated at the interface based on this ext&f pressure.
(
(
Here the negative sign ¢n  shows the deflection is towards the center of#akus.
The interface between the two cylinders can beutatied as ( ! . The

resulting stresses and strains at various locatansiow be computed by the relations given
above. For the pin we use the following valuethadisplacement equation:

. For the box the following values are used: .
The principal stresses and strains are plottedgaré 4.18 as a function of the composite
cylinder wall thickness.

% " "& ) # &

This solution can also be achieved by the Finient&int Method. Consistent with the
plane stress assumption of the formulation in $acti.7.1.2 , a 2D plane stress finite element
model was constructed for the case of the full 86Qree composite cylinders problem. Stress
results were extracted through the connection ti@sk. There is a slight variation between the
hand solution and the finite element solution atitiner and outer diameters in the radial stress
result due to the challenge of representing aldmendary condition. Despite these differences
the radial stress results can be shown to agregthm 1.9% of the hand solution and the
tangential stress results agree with the handiealt within 0.7% as shown in Figure 4.18.

By assuming the full 360-degree composite cylingeoblem can be modeled using only
a sector, an acceptable finite element result easchieved while significantly reducing the
number of degrees of freedom. A twenty-degreeoseeas used to model the plane stress
composite cylinder problem. The best way to apipnaxe the effect of the removed 340-degree
section in the composite cylinders problem is tplagymmetry boundary conditions to the cut-
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planes in the tangential direction. These boundangitions produce stress results that agree
with the hand solution to within 2.3% the radial direction and to within 0.7% in tlaagential
direction as shown in Figure 4.18.

Figure 4.18: An overlay of three solutions for tmamposite cylinders problem.

Modeling features used in the 360-degree and wedgkels are provided in Table 4.3.
It should also be noted that the twenty-degree wadgdel produces the same result as the 360-
degree model with 1/1Bof the required elements.

Table 4.3: Features for the composite cylinderigefialement models

( % )' $

The second step in a make-up analysis is takirapaection in the shoulder-tight
configuration and applying a torg8e This process can be idealized as a cantilevered
cylindrical member under a torsion load. This Idedion in the finite element model removes
expensive thread features from the problem andavalfor quick turnaround and boundary
condition experimentation. It also allows the mddebe calibrated by reference to a hand
calculation.

The hollow cylinder from the composite cylindersipiem is 300 mm long with an inner
radius of 108 mm and an outer radius of 125 mnulget to a torsion load of 40,000 N*m. The
circumferential displaceme#tof the cylinder is given by Equation (4.28).

40



8:
<

(o]

(4.28)

<

* (4.29)

Where<is the polar moment of inertia as shown in Eque(®?29) and is the shear modulus.
The stresses in the torsion bar are zero exceptiéan-plane shear component which can be
calculated by Equation (4.30).

8>
0 = (4.30)

<

Where> is the radius measured from the middle of thencigr.

( % ) "$ *

An identical solution to the torsion bar problenm g found using a full 360-degree 3D
finite element model. As presented in Table 4dé,lottom surface of the pipe was fixed in all
directions and torque was applied at a referena@ pa the axis of symmetry which was
kinematically constrained to the pipe top surfatbe displacement results measured along the
longitudinal axis of the 360-degree model agreé& e hand solution to within 1%. The shear
stress results for these two formulations alsoatwevithin 1% as shown in Figure 4.20.

An equally acceptable solution can be found withidas computational effort by using
the 20-degree wedge. The best method of loadmgvdtge for the torsion problem is to use
displacement controlled loading to and measuréditgie reaction at the base as illustrated in
Figure 4.19. These boundary conditions are algengin Table 4.4 and Table 4.5. The method
of prescribing displacements is simpler to applg¢t arore stable than loading the model by
application of surface tractions. The bottom stefevas kinematically constrained to a reference
point on the axis and held fixed in all directiomsntisymmetry boundary conditions are the best
choice for the cut-planes in the torsion bar problelrhis means that the cut-planes are restricted
in the longitudinal and radial directions but amefto move tangentially. It is the complete
reciprocal of the cut-plane boundary conditionsligogn the composite cylinders problem.

Table 4.4: Features for the torsion bar finite elatrmodels
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Table 4.5: Tangential boundary conditions at tegorface for the torsion bar wedge problem.

Boundary Condition Radius (mm) | U2 Prescribed Displaement
Inner Radius 5 1??@
Middle Radius " "6
Outer Radius ! T A?

Figure 4.19: The 20-degree wedge model illustratiregdisplacement controlled loading method.

The displacement at the top of the 360-degree ipipeel was measured ag ?
+ B. Because Abaqus designates the 2-direction foo@el in the cylindrical coordinate
system to be the tangential direction rather thanctrcumferential direction, all rotational
prescriptions are calculated using Equation (4.31).

C + (4.32)
WhereC is the tangential displacemerts the radius at a given point, ands the angle of

circumferential rotation measured in radians. €hgections designated by radial coordinate
were used on the top surface to apply the tanddrtdiandary condition calculated by Equation
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(4.31) using ?77? + B and given in Table 4.5. The reaction torque messat the
base was7, DD which meets the intended torque for a f/i@del to within 0.8%.

The resulting displacement field for the 20-degieelge agreed with the hand
calculation to within 1% and the resulting stressribution agreed to within 1.7% as shown in
Figure 4.20. The twenty-degree wedge has agamrsitself able to produce acceptable results
using 1/18' the number of elements and completing in £/@bthe time needed for the full 360-
degree model.

Figure 4.20: An overlay of three solutions for @rsion bar problem.

( % # + , *

The actual connection wedge model is a combinatidhe two models described above.
Once the make-up is achieved, the ideal 3D-wedgaemion model will have a perfectly
symmetric contact pressure distribution about tbdge centerline. The seals will be in contact
and the torque reaction measured at the base evihdosame as that measured in the lab. At the
base, a state of pure torsion will be realizedngyabsence of reaction forces and the presence of
a single reaction moment about the axis. Thigsihpure torsion will have no reaction
moments in the off axis directions.

( ( % #HH  OH %+, *

Currently this ideal wedge model has not been cetalyl achieved with the OCTG
premium connection. The torsion bar problem descriabove assumes the body is continuous,
but the actual OCTG premium connection geometryah@discontinuity between the box and pin.
This discontinuity in the joint introduces many #uotshal degrees of freedom to the problem
which makes it difficult to replicate with simpl@bndary conditions.

In addition, while the connection make-up displelyaracteristics of both the composite
cylinders problem and the torsion bar problem dbendary conditions applied to the cut-planes
for these two problems are mutually exclusivethé antisymmetric boundary conditions of the
torsion problem are applied to the composite c@isgroblem, there will be no restoring
moment applied at the cut-plane faces to keepylireder wedges in contact where seal results
are collected at the midplane. The result of thh@act resolution step is a bowing behavior as
illustrated in Figure 4.21 which prevents the sé&als being in contact at the desired location.
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Figure 4.21: Depiction of composite cylinder wedgedel behavior with antisymmetric boundary conditi@n the
cut-planes. The box is shown in red, the pin irebbnd the pipe axis is out of the page.

Despite these boundary condition challenges, thev8Bge model still provides the
ability to capture the torque-theta relationshi@abtating thread form driving a seal contact.
Further study should point to a more representdtouendary condition configuration at the cut-
planes. By storing the stress state of the cortgoglinders solution at the cut-planes and later
applying it as a predefined field to construct mitial state for the torsion problem, both
constituent problems could be honored.

( - ol %S

After investigating numerous combinations of bougdanditions and loading schemes
for the 3D-wedge model, the best practice was oeted as shown in Figure 4.22. The
boundary condition application was intended to sifythe final calculation of the connection
torque. With only three reaction nodes to produoganent about the pipe axis on the box, the
torque calculation was simplified immensely.

Two reactions were developed at the cut-planeBebbx. A large portion of the left
and right cut-planes were kinematically constraiteed reference point on the cut-plane surface.
Symmetry boundary conditions were applied to theference points in the tangential direction.
The entire cut-plane could not be restricted int#mgential direction to provide flexibility for
the contact solution near the seal and threadedmgg Overconstraining this region restricts the
slave from moving to accommodate the master surface

An additional reaction was developed at the bagskeobox. The bottom surface of the
box was kinematically constrained to a referendatgocated on the pipe axis at the same axial
coordinate. This reference point was held fixeddlghout the entire analysis. The nominal
pipe region of the pin was restricted in the radiegction on the inner diameter to help maintain
the radial interference of the seals and threads.

The analysis took place in two steps. The firspstas a contact resolution step similar
to the composite cylinders problem. During thepstthe top surface of the pin was restricted in
the axial direction. Several edge partitions afstant radius were created on the top pin surface
as shown in Figure 4.19. In the second step,ahgential displacements at these edge partitions
were prescribed according to Equation (4.31) tateothe pin into the box. This displacement
controlled loading scheme proved significantly éaghan an equivalent force controlled method
as the geometric complexity increased.
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To prevent the pin and box from separating, anl aksplacement was prescribed on the
top surface of the pin according to Equation (4.32)

E ) (4.32)

WhereE is the axial displacemernt,is the pitch of the threadform, ands the angle of

rotation. This tofe prescription provided the moments necessary togmtethe pin from
shagging at a point, separating from the box am#fing to one side as the rotation progressed.
The issue of cocking was detected by a gradietitariangential displacement field with respect
to the axial coordinate as well as a non-symmetidact pressure distribution. As an additional
measure, the threads were prevented from sepa@icegcontact had been initiated. This
contact constraint allowed the thread form to stategentially but prevented separation once
surfaces were placed in contact. Checks were peefd to ensure that any negative (tensile)
contact pressures that developed were kept to srmm.

Figure 4.22: Boundary conditions and loading schéan@D-wedge model.

As the rotation of the pin progressed, the torgexetbped at the base reaction node was
monitored. The pin rotation continued until thextaxt solution deteriorated, usually at the high
stress concentrations at the seal(s). Severalhlas were critical to the torque achieved in the
connection. The main factor was the quality ofrressh and the level of mesh refinement. The
driving factor behind all meshing efforts was thdity to achieve good contact resolution as the
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pin was driven into the box. Effectively represegtthe thread geometry was especially critical
as compressive loads were developed in the thoedidand crest corners.

A second major contributor to the torque achieved the specified friction coefficient.
It is appropriate to specify a friction coefficiantthe 3D-wedge model because the tangential
degree of freedom that the friction forces act g upon is present. For this reason, the 3D
model alone provides the means to determine ageptative friction coefficient. Values
between7 and7 were tested on the same mesh with the same |loadscaindary
conditions. The pin was rotated until the consadtition could not accommodate further
rotation, and the maximum torque was recorded awslin Table 4.6.

Table 4.6: Maximum torque achieved by model asatfan of friction coefficient.

Friction % of Experimental
Coefficient G Torque Achieved
%
# %
! I %
# %

In the frictionless case, the only mechanism alb&lan the connection to hold torque is
the coupling of the pin rotation to the axial coegsion of the shoulder surface. This
mechanism only accounts for a small percentagkeofdtal torque achieved in an experimental
connection test. As friction is introduced thegantial forces at the threads, shoulder, and seal
surfaces develop and quickly become dominant. &brbnvergence becomes more difficult as
the friction coefficient exceeds! and the tangential forces deform elements beyoaid t
useful aspect ratio. A solution was found usirigaion coefficient of7 that achieved
the experimental torque values. While this finad®l did not achieve the idyllic state of pure
torsion, it is the closest approximation of therection make-up state available.

* ) o+ & &) & % " (

Future improvements could be made to this loadamgn@lation by applying predefined
stress fields to superimpose the composite cylgdad torsion problems. Recognizing that the
symmetry conditions applied to the cut-planes iy arbest approximation of the 360-degree
force-displacement relationship, the stress fialdfie cut-planes of the composite cylinders
solution could be stored and subsequently appti¢td torsion wedge cut-planes.

: , & - &

Rather than using only a wedge of the connectinmal@rnative method to solve the
make-up problem is to use a simplified versionhef full 360-degree geometry. This type of
model would have the ability to achieve a statpwt torsion. The tradeoff is that the
geometric complexity could not be honored for ngysimium connections. The fastest way to
remove degrees of freedom from the model is byaeduthe number of threads, or removing
the thread features all together. The thread featcould be replaced by a kinematic constraint
linking the tangential and axial degrees of freedirthe pin. Approximations would also need
to be made for the torque held by the thread foRor. simpler connection geometries, a full
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360-degree model could be made if great care entédk concentrate compute effort in only the
most critical regions.

) # ) ( -

The 3D-wedge model has the capability to produdigext torque-theta relationship and
can therefore serve as the link between the expatahconnection data and the computationally
efficient axisymmetric representation. Becausthefextreme jump in modeling complexity, the
3D-wedge model could not attain the level of refmeat needed for seal analysis. It can,
however, provide valuable information for the pnopalibration of the axisymmetric connection
model. Without this calibration, a connection gstls forced to make a best guess assessment
of the make-up state when applying pretension @estettings. These nonphysical pretension
settings can have tremendous impact on the mosiedd’performance and can be improved with
the help of the 3D results.

A technique was developed to replicate 3D seal itiond in axisymmetric form using
pretension sections. The resulting make-up sealitons were converged in the axisymmetric
make-up models and stored for later use in setome studies. The 3D to axisymmetric
correlation was based on the assumption that thleceadition is primarily a function of the
connections’ distributed axial displacement ondbetact surfaces. The 3D axial displacements
at the contact surfaces on both the box and pie exiracted as illustrated in Figure 4.23.
These values and the corresponding axisymmetnptatisments are plotted on top of each other
in Figure 4.24 and Figure 4.25. An iterative pssce/as used to dial in the boundary conditions
and pretension section loads that provided the &asr at the seals and shoulders. Throughout
this process, it was critical to monitor the digelaent fields on both the pin outer diameter and
the box inner diameter because it is the relatigpldcement of the two surfaces that affects the
seal properties.

Figure 4.23: Naming conventions shown for Pin aoe Burfaces. Displacement results were extraateobth the
Box ID and the Pin OD for the 3D-axisymmetric sealibration.
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Figure 4.24: Displacement field of the Box ID fbetboth the 3D and axisymmetric models. The praians
sections are shown as well as the shoulder, iresdy and outer seal locations.

Figure 4.25: Displacement field of the Pin OD foe both the 3D and axisymmetric models. The presans
sections are shown as well as the shoulder, iregdy and outer seal locations.

One noticeable feature of the final correlated yarisietric model in Figure 4.24 and
Figure 4.25 is that the optimized pretension seabifsets are unequal between the regions
above and below the shoulder for each memberdditian the pretension offsets are unequal at
each seal between the box and pin. At the inradr $e axial displacement is nearly six times
greater in the pin than in the box. This optimizaggsymmetric loading scheme reflects the
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relative stiffness of the members and would beesély difficult to accomplish without a 3D
calibration.

Several pretension schemes are in practice todayhéy are rarely discussed in detail
because of their proprietary nature. The pretenssation scheme used for this study was
selected because it minimized the error with resypethe 3D axial displacement field at the
seals and shoulder. The displacement values aetile and shoulder were given priority over
those at the threads because these regions aggdibto have the greatest impact on seal
performance.

The axisymmetric loading scheme began by defisageral surfaces that cut through the
geometry at different locations perpendicular @ pipe axis. Pretension sections were then
applied at eight locations as shown in Figure 4. 2Bese pretentions were able to target regions
above and below each threaded section. The fotenm®n sections located near the shoulder
were complimented by four axial boundary condititimest provided additional control over the
shoulder displacements. These eight modeling fesitwere used to place the shoulder in
compression and calibrate the axisymmetric shoudgacements. The remaining pretensions
were used to align the displacements of the setds through an iterative process.

Figure 4.26: Axisymmetric pretension loading schesinewn. Pretensions which dilate shown in recetdPisions
which contract shown in blue. Fixed axial boundaopditions shown in orange.

*

With a loaded connection model in place, severdtiosewere developed to characterize
the effectiveness of the seal. These metrics agedoan prior experimental work [8] as well as
interviews with engineers in the field. While thiesolute indicators of seal integrity are a
subject of debate, several theories on the majatriboitors exist and are presented below.

( / % ( /1 ( /

Several models are evaluated under service loatiste help of the Abaqus Pressure
Penetration Routine [21]. This routine is indedeelpful tool when it comes to loading the
connection, and for some connection analysts, preggenetration is the chief evaluation metric
in connection analysis. The pressure penetratiatime operates by first defining a master and
slave contact surface, a critical contact pressnd,a fluid entry point on the seal surface. The
critical contact pressure is defined such thatdoants for the asperities present in the seal
surface. With the connection under load, the prespenetration operates such that a simulated
fluid pressure is applied normal to the contactogaces beginning at the specified fluid entry
point until a point is reached on the contact sigfahere the contact pressure exceeds the
specified critical value. At this point the simidd fluid pressure is “stopped” and the seal holds.
Conversely, if the contact pressure does not rédaekpecified critical value, the fluid passes
through and the seal fails.
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To use the pressure penetration routine as thessalanetric is to rely purely on the
mechanism of contact pressure in the evaluatiaealintegrity. However, a closer examination
of the seal mechanics reveals that there may bera comprehensive way to represent the
problem. In addition, the intent of the pressureqigtion routine does not seem to be that of a
conclusive seal metric, but merely a more repregmetloading mechanism.

) & 4

If the material state of the connection is examjiiieid often found that the seal is at a
stress state very close to or above the yieldstreieijnsbroek maintains that in his experiments
of dry conical metal-to-metal seals that “No seghvhatsoever was observed with the contact
surfaces in the elastic state” and that, “sealst image plastic deformation at the contact surface
in order to seal” [8]. The manipulation of seagdicity is a common technique used by
connection designers to ensure that any asperntibe seal surfaces are not able to produce a
leak path.

A much more precise evaluation metric may be tleeaighe normal strain in the contact
region rather than the contact stress. By examithig stress strain curve from uniaxial tensile
test data such as in Figure 4.8, one can seertlstééel near or beyond the onset of yield a small
deviation in the measured stress can correspoadaime variation in strain. The converse
however is not true. This has led many to belibva the sealing mechanism in metal-to-metal
premium connections is strain dominated rather gtgess dominated.

) & | &

An additional metric commonly monitored in the isthy is the length of the seal contact
region itself. There is a clear distinction inlsedustness between narrow seals with very large
maximum contact stresses and wider seals with loaetact stresses [8]. Some manufacturers
require a connection to maintain what is known agramum contact area, defined as the area
below the contact pressure curve as shown in Emuédi.33).

$
G (4.33)

Where is the contact area, is the normal component of the stress tensas, the coordinate
of length along the seal contact region, and the measured length of the seal contact region.
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As in many engineering systems, a more appropmatgel can often be constructed by
applying energy methods rather than using a foasedt technique [28]. Seals are no different.
If we approach the sealing problem from an energgpective, a more robust indicator of seal
performance and convergence can be obtained.

The first law of thermodynamics states that foystem in static equilibrium and under
adiabatic conditions, the variation in work of #dernal forces on the system equals the
variation in internal energy as shown in Equation (4.34) [27].

| (4.34)
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The internal energy of a volume can be expressed in terms of the internal energy
density which is the energy per unit volume. The variatio strain energy density can thus
be used to describe the variation in internal enasgshown in Equation (4.35).

G (4.35)
%

Combining equations (4.34), (4.37), and (4.35)dgedn expression for the internal energy
density at a point in terms of the stress companand the variation in the strain components.

&& && & & &
(4.36)

In the absence of body forces, the variation ofi@n be given as a summation of the products
of the components of stress and strain as shoqution (4.37).

GF &8  && 8¢ S % 5
9 (4.37)

When a connection make-up is performed, the comgarfestrain energy normal to the
seal surface provides sealing capability. By penfog a coordinate transformation on the
principal stress and strain components, the nocor@ponent of the strain energy density can be
extracted.

If first order axisymmetric elements are used m $kal region, the normal vectrsfor
each elementmay be calculated from the nodal coordinates as/slbelow. The easiest way
to find the normal vectors to each element sed faco first find the unit vector tangent to the
element facé by subtracting the consecutive nodal coordinatdéhe seal set as shown in
Equation (4.41)

g ' 4.38
T: : 1 . 1, ( )
Where signifies the axial nodal coordinate, ahdignifies the radial nodal coordinate for

element. For an axisymmetric problem, the circumferent@brdinate is fixed at zero. The
unit vector normal to the seal face for elemeastthen found by Equation (4.39)

g t 1 4.39
T: 1 . 1 (4.39)

The direction cosines  andU can be found for the unit normal vector by takiing
dot product of the unit normal vector éhd For an axisymmetric problem, the direction cesin
betwee$ and the circumferential unit vector is unity. Tthensformation vector can be
assembled as shown in Equation (4.40).

Ao (4.40)
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The elastic and plastic strains can be extractéaeatodes in the global coordinate
system, summed, and transformed into the seal owdedsystem by Equation (4.42). In an
axisymmetric problem, the strain componests5 will be zero. The result is a 1x3 strain
tensor transformed into the local seal coordingstéesn with normal, tangent, and out of plane
components.

Se
\ ( Vv o\ ) \ >5& 8& 7 (441)
Vo Vo chCA (4.42)

Because the normal unit vectors are defined fon esment, and the strains are
extracted at the nodes, there will always be oneemode in the seal set than the number of
normal vectors if first order elements are usec (Sgure 4.27). This issue can be overcome for
the interior nodes in the set by averaging theraonal vectors and in the computation
of

The calculation of the seal strain energy dengitytioues with the extraction of the
contact pressure in the seal region, This contact pressure is readily available &rsi®f most
commercial finite element packages, but it can bkscalculated in the same manner asThe
normal strain energy density can now be calculated at each node as shown iatiéqu
(4.43).

$9 O (4.43)

If the normal strain energy is integrated alonglémgth of the seal, a single
representative number describing the seal staterundiven load configuration results. This
Seal Number is shown in Equation (4.44).

$
G D $0 9% (4.44)

Where'# is the Seal Number, is the length of the seal, is the seal coordinate as shown in
Figure 4.27, andl is the number of elements in contact in the ssgibn.
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Figure 4.27: Components used in the calculatioth®fSeal Number; the element heighthange in element height
due to load , the component of the stress tensor normal teehésurface projected to the node the seal surface
unit normal vectors , the element seal face lengthsand the seal coordinate The normal strain can be
visualized as

Because it uses an integration scheme, the Seabdlusable to smooth out the noise
often found in contact pressure and normal strata dxtractions and has shown to be a robust
indicator of seal convergence. The Seal Numbenalithe analyst to give credit to the seal
characterization methods of contact pressure, cbataa, contact strain, and contact length
while concisely representing the state of the ws&thl a single energy based value.

None of the above seal metrics can be consideprdgentative without an accompanying
convergence plot. The percent convergence indidade/ close the model is to representing a
value extracted from an infinite-degree-of-freedmmdel under the same loads and boundary
conditions. The percent convergence is calculaseshown in Equation (4.45) and is in essence
the percent error between two meshes.

F>9 — F (4.45)

Where is a result extracted from modeland is the same result extracted from the same
model but containing fewer degrees of freedom.amgle of typical axisymmetric convergence
values is given in Table 4.7. Seal metric convecgds best visualized as a function of the
number of nodes in the seal region with a positimetact pressure as shown in Figure 4.28.
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Figure 4.28: Convergence plots for each seal metric

Particular attention must be given to the sealtlemgetric when examining model
convergence. Typical industry mesh sizing onlyhssn 8-9 seal nodes in contact. As seen
Figure 4.28, this mesh sizing over predicts th¢ Isegth by nearly 45%. A false confidence
will result if such a coarse mesh is used for tregljztion of seal performance. Further
refinement provides a much more accurate repres@miaf the seal state at the expense of a
slight increase in computation time. The sealflervgas converged to 3.7% in a model
containing 125,000 bilinear axisymmetric elemenitécly completed in 25 minutes on 12 cores.

Table 4.7: Typical seal metric convergence levels.

¥ ' /! /

The above seal metrics were evaluated on a coongatovided by a major connection
manufacturer. The connection type, weight, andgraere kept constant. Four geometric
variants were made available for analysis: LL-PSBESPNBN, HL-PSBF, and HH-PFBS.

The above naming convention allows manufacturec®bhzeal design details while still
providing customers with the geometric extreme$iwithe allowable tolerances. The names
are constructed to designate the connection threaderence, seal interference, and taper
mismatch as illustrated in Figure 4.29. The fiester designates the thread interference: Low,
Nominal, or High. Similarly the second letter dpgsites the seal interference. The remaining
four letters after the dash (-) designate the tapematch. The letter following the ‘P’
designates the pin taper: Low, Nominal, or Higlmitrly the letter following the ‘B’
designates the box taper. The ideal connectiarNBI-PNBN. This NN-PNBN geometry was
not analyzed but would provide a good baselineef@uation of the other variants. Often the
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geometries analyzed by well designers are LL-P$FBFPNBN, HL-PSBF, and HH-PFBS
because it is commonly believed that one of thaligmvide the worst case performance under
a given service load [4,9].

Figure 4.29: Diagram of connection naming convettidlustrating the “High Low — Pin Slow Box Fast”
configuration.

Due to limitations in project scope, only the LLBFSmodel was generated in 3D. The
process outlined in Section 4.7.2 was used to géman equivalent LL-PSBF axisymmetric
model with pretension section loading. The sanetemsion settings were then applied to the
remaining axisymmetric geometries. This set of el®grovided a basis for geometric
comparison as well as evaluation of seal metri@abdiies. To preserve the proprietary
information of the connection design, all resulteeg below have been normalized or multiplied
by an arbitrary scaling factor.

- ' 0%

The contact pressure metric was able to providealdé insight into the variation in
sealing capacity present in a given connectioredulom the production line. Table 4.8 shows
the maximum, mean, and median contact pressuleisdal region after make-up. These values
have been normalized to the material’s yield offdetss calculated from uniaxial tensile test
data in Section 4.4.1. HH-PFBS shows stress vdérdseyond the yield offset. It is indeed
feasible that stress values beyond yield can biewaeth because in some areas the seal is nearing
a state of hydrostatic compression. The drastitrast in seal contact pressure between the high
seal interference of HH-PFBS and the low seal iatence of HL-PSBF should also be noted.

In addition, the contact pressure metric can distish between the nominal taper variation of
HL-PNBN and the assumed worst case taper variafiéiL-PSBF.

Table 4.8: Contact Pressure results from the coatiparseal analysis. Results extracted from egental
axisymmetric model configurations developed from 8+«dge models and correlated with DIC data.

Contact Pressure
Model Max Percent Mean Percent Median Percent
(G/C) | Converged | (G /C) | Converged| (C /CG) | Converged
LL-PSBF 1.02 0.9 0.69 5.2 0.79 -2.3
HL-PNBN 0.97 3.4 0.55 5.8 0.52 2.2
HL-PSBF 0.69 1.9 0.27 2.3 0.21 4.8
HH-PFBS 1.29 0.0 0.91 2.5 1.06 1.6
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Statistics on the normal strain values) are given in Table 4.9. The normal strain is the
component of the total strain perpendicular todbetact surface as calculated in Equation
(4.42). The values presented have been normaliztkek offset yield strain . Convergence
of the normal strain values is more difficult théwe contact pressure values because total strain
levels at a point vary greatly with a small incee@s stress beyond .

Table 4.9: Normal Strain results from the compagasieal analysis. Results extracted from equivalrisymmetric
model configurations developed from 3-D wedge medeld correlated with DIC data.

Normal Strain

Model Max Percent Mean Percent Median Percent
(F/F) Converged | (F/F) | Converged | (F /F) Converged
LL-PSBF 0.131 7.6 -0.167 9.1 -0.208 11.3
HL-PNBN 0.126 7.9 -0.116 11.3 -0.120 11.8
HL-PSBF 0.117 5.8 -0.011 38.8 0.010 -19.2
HH-PFBS 0.189 6.9 -0.201 5.0 -0.250 3.2
- I %

The seal length’s for the geometric variants haaentmultiplied by an arbitrary constant
‘X" and are shown in Table 4.10. The negative 9igrthe convergence values indicates that the
metric converges from above. As previously mergem Section 4.8.5 this level of
convergence must be closely monitored if a minins@al length requirement is imposed. By
looking at Table 4.8 and Table 4.10 simultaneoiistgn be seen that HL-PSBF has both the
lowest contact pressure and the greatest seahleitigs this phenomenon that leads many
designers to impose both a seal length requireasentell as a contact pressure requirement. The
converse, where the shortest seal length coinewiteshe highest contact pressure, does not
exist in this data set.

Table 4.10: Seal Length results from the compagagal analysis. Results extracted from equivaeisymmetric
model configurations developed from 3-D wedge medeld correlated with DIC data.
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The seal number from Section 4.8.4 combines aspéth® contact pressure metric, the
strain metric, and the seal length metric intorgle energy based value. The seal number
results for the available geometries have beereddat an arbitrary constant ‘X’ and are given
in Table 4.11. One noticeable aspect of the sed#lienis that it converges much faster than the
contact pressure or seal length. This can béatéd to the use of an integration scheme, shown
in Equation (4.44), which has a smoothing effectrendata.

When comparing the seal number across the avaigdmetries, a maximum is reached
where expected on the high thread and seal ingertes of HH-PFBS. The seal number reaches
only half this value on the low thread and searif@rence configuration of LL-PSBF. As the
seal interference is further reduced in the highat, low seal configuration of HL-PNBN a
slightly lower seal number of 0.42*X is achievefinally, the seal number proves to be
considerably diminished on the traditionally wocatse HL-PSBF geometry with its high thread
interference, low seal interference, and mismatdaper. Here, the seal number shows an
ability to differentiate between nominal and offtsgter angles- a feature that is apparent but not
nearly as noticeable in the contributing seal lepgbrmal strain, and contact pressure metrics.

Table 4.11: Seal Number results from the compagateal analysis. Results extracted from equivarisymmetric
model configurations developed from 3-D wedge medeld correlated with DIC data.
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Chapter 5 Calibration of the Finite Element Model

Several finite element modeling techniques werengtted before the final 3D-wedge
and 3D-inspired axisymmetric pretension techniguere determined. In this model
development process, several error metrics were taskeelp steer the efforts of the study
towards the best available solution based in th@ ddta. These metrics are valuable not only
because they quantitatively determine the errasgarein the models, but are also able to reveal
the nature of the error and the path forward fodehamprovement. The metrics are evaluated
on both the axisymmetric and 3D finite element niede

#

The error metrics operate on two data sets: thedak@ and the finite element model.
The term correlation will refer to the combinedinatof the traditional correlation coefficient,
the sum-squared error (SSE) between the two da&anss, and the sum squared error of the
spatial frequency content (FFT SSE). All correlas discussed will be the finite element data
relative to the experimental DIC strain and disptaent field reference.

# & & "

The traditional correlation coefficient is a measaf linear dependence between
variables [24]. The correlation coefficient is n@alimed to a scale from -1 to 1. High correlation
coefficient magnitudes (positive or negative) cep@nd to a strong relationship between two
variables. Negative correlation coefficients indécan inverse relationship. Correlation
coefficients are not sensitive to the order of nitagie of the data set (scale) or vertical (DC)
offsets. They are a measure of a variables’ tratiter than its numerical value. The final
correlation coefficients of the 3D-wedge model gikeen in Table 5.1, and show that the trends
in the finite element models’ mechanics are repriegive of the DIC displacement and strain
data. By comparison, the axisymmetric displacerfielits were only able to produce levels of
correlation of 0.4.

Table 5.1: Correlation coefficients for the findd-3vedge model

e $ A $
%" %"
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Prior to correlation the axial origin of the FE @aet must be registered with the axial
origin of the DIC data. This is necessary becahed-E model data is not guaranteed to begin at
the same physical location as the DIC data unle=st gare has been taken in the experiment to
orient the DIC images to a stationary, well docutedrcoordinate system. The process of
registering the axial origins of the two data setflustrated by Figure 5.1. The process begins
at the origin of the DIC data set and comparesrtegpolated FE data set to the DIC data set
using the correlation coefficients. The FE datasthen given a phase offsetbounded by
Equation (5.1).
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1313 (5.1)

The maximum phase offs€t, , has been fixed at 50 mm for speed and correlation
accuracy. At each phase offset evaluation thedt& skt has to be interpolated from the nodal
values to maintain a one-to-one spatial relatignshth the DIC data. Al are evaluated
within the limits, and the largest correlation damént is recorded with its associated optimum
phase offsed as shown in Figure 5.1. The axial coordinatéheffinal point in the offset
FE data set is determined, and the DIC data isriechto maintain equivalent spatial length
in both data sets. This is needed because the ¢FBl&@hdata are not guaranteed to cover the
same spatial length.

Figure 5.1: Alignment of data sets. is the phase offset that produces the largestlation coefficient. The
trimmed data sets (illustrated in red) are passeasldrd for error metric evaluation.

In the search for the optimum phase offset, theetation coefficient was calculated
using data over the full connection length. Thesidion produces a data alignment that does not
favor any particular region of the connection, desthe fact that some regions along the axis
contain more dynamic signals than others. An adter formulation for middle shoulder
connections is to only consider the ‘upper’ haltleg connection between the shoulder and the
outer seal for the data alignment. It is in tipper region that the displacement and strain
signals have a higher signal-to-noise ratio as se€igure 3.4 and Figure 3.7. The reason for
the low SNR below the shoulder is the additionalkhess of the box as shown in Figure 4.23.
The added thickness in this section smooth’s afrgguency content of the data on the outer
diameter as the strain energy is dissipated franthhead contact surface.

[ 0/

The modified FE data with the best correlation tioeint and the trimmed DIC data are
then compared using the sum squared error methBdution (5.2). The SSE is the sum of the
pointwise difference between the FE model datathednean zero DIC data. This quantity is
then normalized to the maximum value of the DIGadalhe sum-squared error is necessary to
guantitatively show the spatial relation betweentihio data sets. The sum squared error values
for the final 3D-wedge model are given in Table.5.2
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Table 5.2: Sum Squared error values for the filaMBdge model
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The Fast Fourier Transform provides an orthogoreal/\of the data as shown in Figure
3.9. The FFT allows the DIC and FE data streanieteiewed through a different
characterization, spatial frequencies and amplgude order to be able to perform an FFT on
the two data sets, the data points must be samapkedixed spatial interval and the number of
data points must be a power of 2. To capturedlevant frequency content in the displacement
and strain fields, the FFT should be constructeth $hat it can capture wavelengths as small as
the pitch of the thread form, and as large asdted kength of the connection.

For example if the spatial length of the two ddtaams is 200 mm and the pitch is 5
mm, resampling the data at 512 equally spaced$wiatild produce 512/2.56+1=200 spectral
lines, plus an additional spectral line when the @@ponent is included. The resulting spatial
frequency range would be from 1/200mm = 0.005 c/olen to 0.005cycles/mm*200 spectral
lines = 1 cycle/mm. With these FFT parameters,edengths between 1 and 200 mm could be
captured on the outer diameter of the box. Thsufficient to capture features smaller than the
pitch of 5mm and as large as the entire connettiogth. The final FFT plots of the DIC and
FE data can be found in Figure 5.2.

The spatial frequency content of some componentpiesented better than others by
the finite element model. While the radial andgimferential displacement as well as the
circumferential strain field show remarkable simtlg the axial displacement and axial strain
fields are more difficult to represent.
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Figure 5.2: FFT overlays of the FE and DIC datateN®he vertical scales are not constant in thisgen

Another way to characterize the difference in thatisl frequency content is to use a
sum squared error metric. By summing the diffeedmetween the amplitudes at each spectral
line of the two FFT’s, an FFT sum squared erkdrg( ) was calculated as shown in
Equation (5.3).

LL8 M L NG (5.3)

Where is the number of spectral linds, is the 'th spectral line for the finite element data
set, andNO>is the 'th spectral line for the DIC data set. FFT suraagd errors are given for
the final model in Table 5.3.

Table 5.3: Fast Fourier Transform sum squared &alues for the final 3D-wedge model

)yl % /1

Examining the residuals throughout the model deyralent process provided insight into
model and data acquisition improvement. An ideatled@orrelation would result in a residual
signal randomly distributed about the mean withaximum value significantly less than the
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amplitude of the signal itself. There should bephgsics remaining in the ideal residual signal.
A residual analysis performed on an early modshmwn in Figure 5.3. The radial displacement
residual signal shows a variation in the pointvdgterence between the finite element model
and DIC data with respect to the axial coordindthis type of error is due to the common rigid
body rotation mode of the connection in the tesilifg. Because no fiduciary marks were
available a rotation subtraction operation coultlbeperformed on the DIC data to improve this
type of error.

A mean offset can be seen in the both radial aral displacement signals. This is
indicative of a rigid body translation mode presenthe DIC displacement data and can be
corrected by subtracting the mean of the residadditional justification for this operation
could be provided by observing the translationv@ilable fiduciary marks in the test. The
circumferential and axial strain residuals for ttmedel do show a mean zero error that is more
randomly scattered about the mean. Because opttebkderivative of the strain components,
any rigid body displacements and rotations are x&uo

Figure 5.3: Example plots of the residual analysis.

The FFT of the residual displacement signal shawRigure 5.4 illustrates the spatial
frequency error of the model. The FFT of the dispment residuals also shows a mean offset in
the zero Hertz (DC) component.
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Figure 5.4: FFT of the residuals for the final etated model. The FFT SSE from Equation (5.3) sgaared
summation of the above data.

! " ()

Many of the metrics in Section 5.1 were developét & goal of optimizing the
axisymmetric connection formulations used in indugtday. The metrics have been able to
quantitatively determine the effects of finite elmmodeling decisions using full-field DIC
strain and displacement data as the referencalisgassed in Chapter 4, it was eventually
determined that only a 3D model could provide theassary degrees of freedom to capture the
torque-theta relationship of a connection make-Bpcause of the immense computational cost
of a full 3D representation, a 3D-wedge model waxgetbped and later used to guide the
computationally efficient axisymmetric formulatiohe most representative connection make-
up model found during the course of the study was3D-wedge model that achieved
experimental torque values. The outer diametgiaiement and strain fields for this final 3D-
wedge model are plotted in Figure 5.4 along with¢brresponding DIC data.
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Figure 5.5:Final overlay of 3D-wedge finite element data axttaected DIC data. Displacements (top) and Strains
(bottom) show strong resemblance.

The plotted strain data provides visual confirmaid the model’s ability to capture the
trends in the mechanics of the connection. Thi®rgirmed by the high correlation coefficients
for the strain data shown in Table 5.1. The oVeérahds in the displacement data appear to be
adequately represented by the finite element maslatell. Improvements to the displacement
correlation can be made by establishing the tmid body motion in the experimental data.
This can be done by registering the DIC data withdiary marks as discussed in Section 3.2.1.
The 3D-wedge model does not represent the DICmiafactly, but provides substantial
improvement over axisymmetric pretension sectigmagentations. It is unlikely that much
improvement can be made to the modeling technidtreout applying predefined fields to place
the connection in pure torsion as discussed ini@edt7.1.9 or extending the 3D model to 360
degrees as discussed in Section 4.7.1.10.
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Chapter 6 Summary, Conclusions, and
Recommendations

0 &&

From a review of the literature, Hilbert and Khdldve identified that a need exists for a
general correlation between torque and equivabasymmetric loading for OCTG connection
make-ups. Heijnsbroek adds that axial displacensethie dominant mechanism linked to sealing
capability. The literature also reveals that stigauge methods do not provide enough spatial
resolution to properly capture the complex OCTGeodiameter strain fields. The conclusion
drawn is that confidence in any OCTG modeling téghe can only be as good as the resolution
of the corresponding experimental data.

The use of DIC in connection testing means thatiefielement connection models may
now be held to higher standards. DIC strain asgldcement measurements can provide high-
spatial-density full-field validation data for fiei element models of OCTG premium connection
make-ups. This ability hinges on the requirembat aippropriate correlation techniques are
used. Fiduciary marks are necessary to providmarete reference for mapping the DIC data
back to the geometry and accounting for any rigidyomotion present in the system. Best
practice recommendations are made throughout Ghagit¢hese marks are not available.

Metrics such as Signal to Noise Ratio can be usegiantitatively assess the DIC data
quality as shown in Section 3.4. The calibratjmsint pattern, lighting, and camera orientations
have been shown to drastically influence data guabIC data processing must be done
carefully and with knowledge of the mechanics & sigstem at hand. Data robustness can be
improved by sampling at several circumferentialrdatates and using a median technique to
collapse the data into an axisymmetric equivalenhf The value of extracting both strains and
displacements cannot be overlooked. The strerfgtieaexperimental displacement signals is
the ability to calibrate the model to the scalethefconnection behavior. The strain signals
offer the ability to represent the trends preserthe mechanics of the system. Filtering is
necessary and should be used with caution to axaed processing the data set.

Chapter 4 describes the technique and reasoningd#ite construction of the finite
element make-up model. The truest available figliégnent model of a connection make-up is a
full 360-degree representation of the box and gingi3D continuum elements. This
representation has no associated modeling assumptldnfortunately, this type of model is
often intractable.

When recognized and appropriately exploited, axisgtny can reduce the number of
degrees of freedom in a finite element model wimbgntaining sufficiently accurate solutions.
However, OCTG connections are not axisymmetric beedhe helix angle of the thread form
causes a variation in geometry with respect taciteeimferential coordinate. In addition, the
mechanism of rotating the pin at make-up resules variation of the displacement field with
respect to the circumferential coordinate. Thishna®mism cannot be directly modeled in a
conventional axisymmetric model.

Relying on a turn-pitch calculation to determinetpnsion axial offsets at discrete points
neglects the fact that the connection is a comgisixibuted elastic system. The pretension
section loading method can only be deemed an alaleptepresentation of a connection make-
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up if a concrete, mechanics-based link is made déxtvihe applied torque and the resulting
axisymmetric displacement field. Only a 3D reprgagon can provide this link.

The 3D-wedge model offers the ability to capture tibrque-theta relationship with
considerably fewer degrees of freedom than the3ad-degree representation. Because the
circumferential degree of freedom is activated,3Bewedge model incorporates the torsional
stiffness’s of the box and pin. In addition, aedirkinematic relationship between the pin
rotation and the distributed axial displacementhefsystem is now available.

Several recommendations are made for the congirucfithe 3D-wedge model. A
Ramberg-Osgood deformation plasticity material nhaglound to be a very effective
representation of the stress-strain constitutivebi®r. This form was chosen in Section 4.4
because it allows both the elastic and plastic natieehavior to be represented by a single
smooth curve. The proper definition of a continutrassition between elastic and plastic
behavior is necessary to appropriately capturg@lhstic zones that develop throughout the
geometry.

In Section 4.5, it is demonstrated that great eackeffort must be devoted to the
meshing scheme to achieve a stable mesh that caassiully converge a difficult contact
solution in a reasonable amount of time. Thissizeeially critical in 3D applications where
efficient and effective meshes drive the model'staot performance. The ability of the
connection model to support experimental torqueeslvas limited primarily by its ability to
resolve the contact problem at the threads, saatsshoulder as the pin was driven into the box.
Section 4.6 illustrates that no single contactltggm method will adequately satisfy every
modeling case, and several complimenting methods haen developed for varying levels of
contact severity.

For the wedge model to represent the full 360-elegnake-up, the unmodeled portion of
the connection must be represented using loadba@madary conditions as discussed in Section
4.7. An appropriate set of boundary conditiondatermined by viewing the make-up as a
superposition of the composite cylinders problerh #ue torsion bar problem. The 360 results
of these constituent problems can be reproducddswificient accuracy in 1/10th the time using
a 20-degree wedge section. The challenge reakzibat the boundary conditions for these two
constituent problems are mutually exclusive. A poomise is reached in Section 4.7.1.8 and
the 3D-wedge model is able to couple torque, rotatnd axial displacement at the thread form
to drive contact at the shoulder and seals. Whitefinal model did not achieve the idyllic state
of pure torsion, it is the closest approximationhe connection make-up state available.

The 3D-wedge model can now serve as the link bevilee experimental connection
data and the computationally efficient axisymmetniadel. In Section 4.7.2 the axisymmetric
representation is forced into agreement with theangldge model through an iterative process by
monitoring the axial displacement at the shouldaer seals.

With a representative axisymmetric connection nhodplace, several metrics are
developed in Section 4.8 to characterize the déadteveness. None of the seal metrics may be
considered representative without an accompanyngergence plot. Particular attention must
be given to the seal length metric when determinmoglel convergence. The convergence plots
provided illustrate how a false confidence willuksf an unconverged mesh is used for the
prediction of seal performance. Current industgsimdensity produces seal length values 45%
higher than models with greater mesh refinemethiis fiefinement provides a much more
accurate representation of the seal state at thenee of a slight increase in computation time.
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The contact pressure metric was able to providealdé insight into the potential
variation in sealing capacity present in a givenraxtion pulled from the production line. The
Seal Number shows an ability to differentiate betwvaominal and offset taper angles- a feature
that is apparent but not nearly as noticeableerctintributing seal length, normal strain, and
contact pressure metrics.

In Chapter 5 modeling error metrics are develap®dg the DIC data as the reference.
These metrics are valuable not only because thagtatively determine the error present in the
models, but can also reveal the nature of the amdrthe path forward for model improvement.
The error metrics show good correlation betweerBibevedge model and the DIC data. The
3D-wedge model does not represent the experimdatalperfectly, but provides substantial
improvement over current axisymmetric pretensiarise representations.

+ 3
The make-up event is only the beginning of the eation model evaluation process.
Future efforts should test the above models toraete if an enhanced ability to predict seal

performance has been achieved. Efforts to minimpigesical testing should then be carried out
as highlighted below.

* +% (! 1 I #

The seal(s) of the minimum error make-up modekaitge monitored as service loads are
applied using the seal metrics of Section 4.8. Aimum seal performance envelope can be
developed for the particular connection variafithe envelope is then discretized using a series
of segments as shown in Figure 6.1. The discetitePlane Minimum Seal Performance
Envelope” is a mathematical representation of d& gerformance limits at a given location in
the design space.

Figure 6.1: The In-Plane Minimum Seal Performannedtope can be discretized into several segmenitshwh
allow the envelope to be operated upon.
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Several In-Plane Minimum Seal Performance Enveldyodsfrom geometric connection
variants can be related by applying trajectory fioms as shown in Figure 6.2. These trajectory
functions operate in the space between well-defamuhection variants and can be used to
generate an “Out-of-Plane” projection of untesteal performance. Once the trajectory
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functions are defined, interpolation methods cantilized to study seal performance as a
function of a single design variable.

Figure 6.2: Trajectory functions can be used tcegate Out-of-Plane Minimum Seal Performance enws@nd to
interpolate minimum seal performance limits betwkeown test configurations. Here the trajectodpsrate as a
function of the outer diameter design variable.

* # !

Seal performance can also be studied as a funatiorultiple design variables by
applying response surface methods. The responfeesus a well-defined statistical tool that
typically assumes a polynomial solution to a fumctof interest over a domain, uses sampling
methodology to examine the domain, then definemstisquares-error best-fit solution to model
the function of interest [29]. It is a powerfuttaique because it allows the analyst to explore a
design space while accounting for coupled desigrabies. The basics of the finite-element-
based response surface are provided in Appendixdihe possible applications to OCTG are
discussed below.

1 # 2 #'$ $

Application of response surface techniques in th@yasis of premium connections
allows simultaneous consideration of coupled desayiables. Rather than sampling a well-
known function over an arbitrary domain as Appemndjthe response surface can sample
parametric finite element models operating witlnie teasible design space. Design
optimization methods can then operate upon thetrarisd response surface to identify and
investigate areas of interest [30].

Response surfaces can be applied to calibratéte lement make-up model based on
experimental and/or analytical make-up data. €Rgerimental data should take advantage of
Digital Image Correlation as outlined in ChapteR&commendations for the formulation of the
finite element make-up model are made in ChapteFle functions of interest are the model
error metrics developed in Section 5.1. The dornéihe make-up problem is the design space
defined by an arbitrary number of connection des@mables. These design variables describe
a particular geometric variant and/or modeling agstion of a make-up model. The particular
combination of design variables that produces aehwith minimum error can be identified as

68



illustrated in Figure 6.3. Service load studies tteen be performed on the minimum error
make-up model.

Table 6.1: Table of design variables for make-wjplists

Design Variables
Connection Type
Connection Diameter
Connection Wall Thickness
Material Model
Thread Interference
Seal Interference
Box Taper
Pin Taper
Axial Interference Parameter(s) or Make-up Torque
Friction Coefficient

Figure 6.3: The response surface can operate upareaetric finite element make-up model to idgritie
modeling configuration that produces the minimunmoewith respect to the experimental data.

Application of response surface methodology to puemconnection service load studies
produces a systematic way to explore and charaetedal performance once a minimum error
make-up model has been achieved. The functionst@fest are now the seal metrics developed
in Section 4.8. The sample points are the loadigarations operating on the minimum error
make-up model at feasible locations in the loadspahe domain of the problem is the load
space defined by an arbitrary number of load typleish may include those found in
Table 6.2. Areas of minimum seal performance cardentified in order to eliminate
unnecessary physical testing, and testing effamshe directed towards areas of marginal
performance. These areas of marginal performaaceh=n be investigated analytically as well
as experimentally to further refine the applicatadrihe seal metrics.
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Table 6.2: Table of load variables for service Isadlies

Service Load Variables
Axial Load
Bending Moment
Internal Pressure
External Pressure
Internal Temperature
External Temperature

Figure 6.4: The response surface can operate uparemetric finite element service load model igestigate seal
performance across the load space.

Methods to reduce the dimensionality of the prob&ould be investigated to the
furthest possible extent to reduce the number afghuns required to represent the design and
load space. Some of the best ways to accomplisiatl to combine similar variables, or use
similitude in the system to reduce dimensional®§][ A common reduction is to combine the
nominal wall thickness and outer diameter intoteorfd,9]. Other reductions can be made by
combining box and pin tapers into a taper diffeeesaccombining internal and external load
variables into differential forms. Only timost relevant and essentiariables should be used
in the construction of the response surface, aaddniables believed to meost dominant
should be investigated first.
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Appendix B

Figure B.1: A good DIC experimental setup. Cameushed far apart to maximize the dynamic rangbebut-
of-plane ray tracing measurement. Cameras areoaksoted parallel to the pipe axis to give betesmolution for in-
plane measurements. Used with permission of HegsdCation [18].

Figure B.2: A poor DIC experimental setup. Camexasnot separated by a sufficient angle. Camdsasoaiented
perpendicular to the pipe axis. Used with permissif Hess Corporation [18].
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Appendix C

Used with permission of Hess Corporation [18].
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Appendix D MATLAB Code for Deformation
Plasticity Material Model Optimization

% Ramberg Osgood material constants optimization fi t for Abaqus formulation
clc

clear

StressDATA=[]; % Insert Stress Data Here

StrainDATA=][]; % Insert Corresponding Strain Data Here

%% Abaqus form for the ramberg osgood stress-strain relation

%lInitial Parameters (constant)

EO=; %Young's Modulus

so0=; %VYield offset

eo=; %strain at Yield offset
% Initial variable values
n0=1;

alpha0=((eo*E0)/s00)-1;

x0=[alpha0,n0,s00,EO0];

%FINDS OPTIMIZED RAMBERG-OSGOOD CONSTANTS IN ABAQU®RM
[X]=Isgnonlin(@strainError,x0)

alpha=x(1)

n=x(2)

so=x(3)

E=x(4)

%PIlot initial fit and final fit over experimental d ata
stressfit=linspace(0,1100,1000);

for i=1l:length(stressfit)

strainfitFinal(i)=AbgRO_StrainCalc(alpha,n,so,s tressfit(i),E);
end
plot(StrainDATA,StressDATA, ,StrainfitFinal,stressfit, )
%title('Abaqus form of Ramberg-Osgood stress/strain curve')
xlabel( )
ylabel( )
legend ( , )
grid
%check that the proper relationship is satisfied at yield onset

check=0.0065-so/E*(1+alpha)
function  [strainErr]= strainError(x)
alpha=x(1);
n=x(2);
so=x(3);
E=x(4);
StressDATA=[]; % Insert Stress data here
StrainDATA=]]; % Insert Strain data here
% Abaqus form for the ramberg osgood stress-strain relation
%Parameters (constant)
E=; %Youngs Mod
eo=; %Strain at yield offset
for i=1:length(StressDATA)

strainErr(i)=AbgRO_StrainCalc(alpha,n,so,StressDATA (i),E)...
-StrainDATAC(i);
end
end
function  [AbgRO_Strain]= AbgRO_StrainCalc(alpha,n,so,s,E)
%Abaqus form of the Ramberg Osgood stress strain re lationship
AbqRO _ Strain=s/E+(s*alpha)/E*(abs(s)/s0)(n-1);
end
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Appendix E Finite-Element Based Response Surface
Formulation

The response surface is formulated below with isefielement-based-twist. Rather than
fitting a series of polynomials over the domaire ttomain is discretized into a set of response
surface elements which use Gauss-Legendre sangairegnes to sample the space. Lagrangian
shape functions are used to solve the over-detedrsgstem and find a least-squares-error best-
fit solution to the function of interest over therdain of each response surface element. The
response surface mesh can then be refined to theqgd@onvergence where it represents the
function of interest within an acceptable margin.

Once nodal function valuds are known, the response surface may be queried for
function value anywhere in the element domain using

"H#
1:; D 1 $# (E.1)

Where! is the node number within response surface eleméntare the nodal function values
corresponding td 1: ; # arethe shape functions for elemerdnd is the desired
sample location the within the domain. The bulkhaf effort in response surface modeling is
finding the nodal function valuds . This is accomplished by finding the solutiorthe

function of interest at sample locations as shown in Equation (E.2). The sample
locations. are arbitrary but will be demonstrated with Gausgendre sampling schemes.

¥ : (E.2)
The function of interest,: ;, is rarely a function of a single variable buheata vector
of design parameters denoted a8 ( . The parameters used to create the vector

are at the discretion of the investigator. Gozaie should be used to limit the size of
because the number of samples required to conshriftill response surface grows according to
Equation (E.3).

(E.3)

Where is the number of samples required to fully corwtthe response surfaces the
number of levels at which each variable of will be sampled (proportional to the response
surface mesh density), ands the number of independent variables that tepaese surface is
operating within.

To solve for the best fit response surface, a masst first be generated over the domain.
Once the mesh is in place, sample points are eédiwithin find the nodal function valugs ,

# $ #3& &

To model the single dimension function ; over the domain 0, we
shall first assume a linear form for the responstase. Two elements will be used as shown in
Figure E.5. The Lagrangian shape functions folittear 1D case are given in Equation (E.4)
[26]
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(E.4)

Where is the coordinate of node 1, andis the coordinate of node 2. Two point
Gauss-Legendre sampling is used which resultsmpkss taken for the 1D linear element at the
normalized local coordinatés Q 7!66@! ,"?, [31]. These sample points can be
transformed into the global system by Equation \EB34%].

Figure E.3: The 1D linear response surface elemvéhtnormalized local coordinate

Figure E.4: The 1D response surface mesh in tHeagtmordinate system consisting of two linear 1&vents.

B F -F F F (E.5)

This results in sample points being generatedeatatations shown in Table E.1.

Table E.1: Sampling locations for the 1D examplabpem.

Element Element Sample Normglized Glopal
Number Coordinate Coordinate
1 F TUE vV 16
1 : F TUC V. @°?A
2 F TUE vV M6
2 , F TUG V  B5?A(¢

The element shape functions for the mesh are aartett by applying Equation (E.1) as shown
in Table E.2.
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Table E.2: Shape function contributions for theed@ample problem.

Element Element Shape Function Contribution
1 ¥ E ; #: ;1 #: ;1
1 ¥ E ; # 1 # 1
2 ¥ E: ; #: ;1 #: ;1
2 ¥ E ., #:. .51 #: .1

These equations can be assembled into a globat shapix as shown in Equation (E.5)

¥ #: . # ; Pl
¥ M # ; -
T . =d =
EAN #iop Fieaey (E.6)
r ] # o #40

12C  @F1

Where/ 70 1/ .0; is the vector of function values at the samplimgptions, # is the matrix
of shape funcitons, and is the vector of nodal function values. Equaiigr6) has four
equations and three unknowns and thus is an overmdieed system. The squared error of the
response surface in representing the function eanrliten in Equation (E.7). Application of
Equation (E.7) at the nodes can be found in Eqod&o8).

1 Z; (E.7)
# 1 # . 1 ¥,
# 1 # .1 Y,
(E.8)
# 1 #1 r;

+ H# o 01 #0451 2
The goal is to minimize the sum squared error asvalin Equation (E.9)

+

c x" D Y (E.9)

This minimum can be found by taking the partialieive of the sum squared error
function with respect to each nodal valueand setting it to zero. This is demonstratechfmde
1 in Equation (E.10).
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— 1 3
7X , V X VX % v
V. VX V. VX V'S (E.10)
y V. VX V'S
vV VvV

This process can be continued for each individoden or the vector of nodal valués can be
solved in matrix form by Equation (E.11).

X 1313 13 3% (E.11)

This least-squares error response surface soligtiplotted in Figure E.5.

Figure E.5: The linear response surface solution to using two elements.

The response surface solution is exact only asénepling locations because a linear
form of the solution was assumed for a quadratiction. A single quadratic element as shown
in Figure E.6 could be used to represent the fanatixactly. The shape functions for this
element are given in Equation (E.12) [26].
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Figure E.6: The 1D quadratic response surface eleme

(E.12)

The same process applies in the case of the gjogldratic element, only the shape
functions and the sampling scheme have changelare point Gauss-Legendre sampling
scheme is used which has samples taken at norm@aedinates o Q7666A!?""?, and

P [31]. Because only one quadratic element is e@éd model the system perfectly, only
three samples must be taken over the whole dombasamples are evaluated, and the nodal
function values are computed according to Equdatiohl). The quadratic response surface is
plotted in Figure E.7.

Figure E.7: The single quadratic element respondace solution to
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The same response surface methodology can be extémgroblems of two dimensions
by taking the tensor product of the 1D shape femsti26]. An example mesh consisting of four
bilinear response surface elements is shown inr€igwB. The shape matrdx3 is generated for
the mesh, and the function of interest is evaluatatie sample points. The nodal solution is then
found by Equation (E.11). With mesh refinementht® point of convergence, any function can

be well represented within an acceptable margin.

Figure E.8: An example bilinear mesh in two dimensi Four linear elements are used to represemtdimain
with two point Gauss sampling shown by red ‘x'.

Similarly the response surface can be further elddrio any number of dimensions by
again taking the tensor product of the 1D shapetions. Error estimates of the response
surface can be made by comparing response suidag@as to results extracted from models

constructed at the response surface nodal cooedinat
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Appendix F
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