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Angela Saade 

 

ABSTRACT 

 

The 2010-2011 Canterbury, New Zealand, Earthquake Sequence (CES) resulted in 185 

fatalities and approximately $NZ40 billion in damage, much of which was due to 

liquefaction and related phenomena. As a result, an extensive soil improvement field 

testing program was initiated and Rammed Aggregate Piers™ (RAP) were shown to be a 

feasible method to mitigate the risk from liquefaction during future events. To better design 

and more fully assess the efficacy of reinforcement techniques against liquefaction, pre- 

and post-treatment in-situ test data are compiled, to include results from cone penetration 

tests (CPT), direct-push crosshole tests, and vibroseis (T-Rex) shaking tests. The data are 

used to evaluate the capabilities of numerical tools to predict the liquefaction response of 

unimproved and improved sites. A finite difference (FD) numerical model is developed in 

a FLAC platform and a coupled analysis using the Finn model with Byrne (1991) 

formulation is conducted. The FD model calibrated for top-down shakings similar to the 

vibroseis tests succeeded in qualitatively reproducing the general observed behavior 

without quantitatively matching the in-situ values for shear strains and excess pore pressure 

ratios. The introduction of the RAP elements to the FD model reduced the shear strain, but 

slightly overestimated that reduction. Considering more advanced constitutive models that 

better simulate the complexity of the soil behavior under dynamic loading would likely 

increase the accuracy of the predicted response.    
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GENERAL AUDIENCE ABSTRACT 

 

During earthquakes, a significant loss of strength in soil can occur. This phenomenon, 

known as liquefaction, can have a devastating impact on the area affected. The 2010-2011 

Canterbury, New Zealand, Earthquake Sequence (CES) resulted in 185 fatalities and 

approximately $NZ40 billion in damage, much of which was due to liquefaction and 

related phenomena. Consequently, the New Zealand Earthquake Commission implemented 

a field testing program in order to investigate the efficiency of ground improvement 

techniques in reducing soil liquefaction potential. One of the tested techniques was 

Rammed Aggregate Piers™ (RAP) and was shown to be a feasible method in mitigating 

the risk from liquefaction during future events.  The focus of this study is to develop a 

numerical model capable of predicting the liquefaction response of unimproved and RAP-

improved sites. Pre- and post-treatment test data are therefore compiled and used to 

calibrate the model. The numerical model calibrated for shakings similar to the on-site tests 

succeeded in qualitatively, but not quantitatively, reproducing the behavior observed in the 

field. The introduction of the RAP elements to the model revealed an improvement against 

liquefaction hazard; however, the improvement was overestimated compared to the field 

results. Considering more advanced numerical features that better simulate the complexity 

of the soil behavior under dynamic loading would likely increase the accuracy of the 

predicted response.    
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Chapter 1: Introduction 
 

1.1 Problem Statement  

 

The main objective of this study is to use pre- and post-treatment in-situ data from the 

Christchurch, New Zealand, field testing program to calibrate a finite difference (FD) 

numerical model and assess its capability in predicting the liquefaction response of 

unimproved and improved sites. Among the different ground improvement techniques, 

Rammed Aggregate Pier® (RAP) elements are selected for this study. Earthquake induced 

soil liquefaction can cause major disasters and economic losses and mitigating its risk 

through ground improvement technique is a major focus of geotechnical earthquake 

engineers. This study presents the process involved in developing a numerical model 

capable of validating the effectiveness of such ground improvement techniques.  

 

1.2 Organization 

 

This thesis is organized into three chapters and 6 appendices (A-F). The second chapter is 

a manuscript anticipated to be submitted as conference paper. The third chapter provides a 

summary of the work conducted, the key findings and recommendations for future work. 

The back matter of the thesis contains 6 appendices which provide supplementary details 

on the evaluation of the liquefaction potential at the studied site, the estimation of material 

properties from CPT and DPCH testing, the calibration of the material properties for 

unreinforced FD model, the output results for vertical stress, pore pressure, and volumetric 

strain distributions obtained for the unreinforced FD model, the Vs profile for the 

deconvolution analysis, and the sign conventions and system of units in FLAC v.8. 

 

1.3 Attribution 

 

The manuscript in Chapter 2 entitled: “Numerical Analysis of RAP Elements under 

Dynamic Loading,” authored by A. Saade et al. will be submitted for consideration as a 

conference paper. The following provides a list of the contributing co-authors and their 

primary roles on this paper.  
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2.2 Chapter 2: Numerical Analysis of RAP Elements under Dynamic 

Loading 
 

2.1 Abstract 

 

The 2010-2011 Canterbury, New Zealand, Earthquake Sequence (CES) resulted in 185 

fatalities and approximately $NZ40 billion in damage, much of which was due to 

liquefaction and related phenomena. As a result, an extensive soil improvement field 

testing program was initiated and Rammed Aggregate Piers™ (RAP) were shown to be a 

feasible method to mitigate the risk from liquefaction during future events. To better design 

and more fully assess the efficacy of reinforcement techniques against liquefaction, pre- 

and post-treatment in-situ test data are compiled, to include results from cone penetration 

tests (CPT), direct-push crosshole tests, and vibroseis (T-Rex) shaking tests. The data are 

used to evaluate the capabilities of numerical tools to predict the liquefaction response of 

unimproved and improved sites. A finite difference (FD) numerical model is developed in 

a FLAC platform and a coupled analysis using the Finn model with Byrne (1991) 

formulation is conducted. The FD model calibrated for top-down shakings similar to the 

vibroseis tests succeeded in qualitatively reproducing the general observed behavior 

without quantitatively matching the in-situ values for shear strains and excess pore pressure 

ratios. The introduction of the RAP elements to the FD model reduced the shear strain, but 

slightly overestimated that reduction. Considering more advanced constitutive models that 

better simulate the complexity of the soil behavior under dynamic loading would likely 

increase the accuracy of the predicted response.    

 

2.2 Introduction 

 

Earthquake induced soil liquefaction can have devastating effects on infrastructure and the 

economy of the impacted region. Disasters and economic losses directly associated with 

liquefaction have been observed in almost every major earthquake (Eseller-Bayat et al. 

2009; Woeste et al. 2016). According to Kramer (1996), liquefaction is a complex 

phenomenon that mainly occurs in loose, saturated sandy soils. Under repeated stresses, 

the tendency of the soil skeleton to contract results in the overburden stresses transferring 

from the soil skeleton to the pore fluid, increasing excess pore pressures and reducing 
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effective stress (Woeste et al. 2016). Consequently, liquefaction can result in a significant 

loss in soil strength, large cyclic and shear deformations, and flow failures (Youd et al. 

2001).  

 

Efforts to better understand the phenomenon and its effects, as well as to develop 

techniques to mitigate its risk, are continuously being investigated both in research and in 

practice. Ground improvement techniques are being validated to ensure their effectiveness 

in mitigating the risk due to liquefaction. Comparison of pre- and post-improvement in-

situ testing is one form of validation which ensures that the construction technique achieves 

the required level improvement (Woeste et al. 2016). Observing the performance of 

improved ground during and after earthquakes is another form to validate common ground 

improvement techniques (Mitchell et al. 1995; Mitchell and Martin 2000; Hausler and Sitar 

2001; Wotherspoon et al. 2014; Woeste et al. 2016). However, this approach requires 

continuous collection and analysis of case history data and can be very time-intensive. An 

alternative method of validation is to conduct full scale field testing which can provide 

detailed site-specific information but can also be expensive and unwieldy. However, 

advanced numerical modelling can provide insights into the liquefaction response of 

improved ground that cannot be obtained by more global validation approaches. Towards 

this end, model calibration is key to obtaining reliable results from the numerical analyses 

(Ziotopoulou and Boulanger 2015). 

 

The aim of the work presented herein is to compile a database of pre- and post-treatment 

in-situ test data and use the data to calibrate a finite difference numerical model that can 

be used to predict liquefaction response under a wide range of loading conditions. For this 

purpose, data from the Christchurch, New Zealand, field testing program that was 

performed following the 2010-2011 Canterbury Earthquake Sequence (CES) is used. 

Among the different tested ground improvement techniques, the focus herein is on the 

Rammed Aggregate Pier® (RAP) elements. 
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2.3 Christchurch Soil Improvement Field Testing Program  

 

The Christchurch, New Zealand, testing program that was performed following the 2010-

2011 CES offers a substantial amount of data that can be used to study the effectiveness of 

ground improvement techniques in mitigating the liquefaction hazard. The CES induced 

widespread ground deformation and lateral spreading resulting in 185 fatalities and 51,000 

damaged residential properties, among which 15,000 were damaged beyond economical 

repair (van Ballegooy et al. 2015; Wissmann et al. 2015; Roberts 2017).The analysis of the 

aftermath of the CES highlighted the vulnerability of Christchurch’s built environment. 

However, regional scale geotechnical investigation showed that less structural damage was 

recorded in areas where liquefiable soils were overlain by roughly 3-m of stiff non-

liquefying crust (van Ballegooy et al. 2015, Wentz et al. 2015). This observation is in good 

agreement with an earlier statement from Ishihara (1985): “the conditions for avoiding 

liquefaction-induced damage would be to have a mantle of unliquefiable soils thicker than 

about 3.0 m when the thickness of the underlying liquefiable sand layer is larger than 3.0 

m.” Taking this into account and considering the urgent need to mitigate the risk from 

liquefaction during future events, the New Zealand Earthquake Commission (EQC) 

initiated a testing program where the effectiveness of shallow ground improvement 

methods for creating a non-liquefiable crust were assessed. The trial program was 

conducted in three locations in Christchurch along the Avon River (Sites 3, 4 and 6), where 

severe liquefaction damage was recorded during the CES (Wissmann et al. 2015). The 

actual location of the program sites can be found in Roberts 2017. 

 

The trial program consisted of constructing full-scale test panels of natural and improved 

soils and conducting various in-situ testing. The ground improvement techniques evaluated 

included Rammed Aggregate Pier™ (RAP) reinforcement, Rapid Impact Compaction 

(RIC), Driven Timber Poles (DTP), Low Mobility Grout (LMG), Resin Injection (RES), 

Gravel Rafts (GR), Soil-Cement Rafts (SCR), and Horizontal Soil-Cement Mixed (HSM) 

beams (van Ballegooy et al. 2015; Wissmann et al. 2015; Roberts 2017). The in-situ testing 

phase included excavation trenching, cone penetration testing (CPT), direct-push crosshole 

shear wave velocity testing (DPCH), and vibroseis T-Rex shaking (van Ballegooy et al. 
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2015; Wissmann et al. 2015; Roberts 2017). Figure 1 provides the locations of the test 

panels performed at Site 6. Pre- and post-improvement CPT soundings were performed in 

order to study the change in measured tip resistance (qc). The DPCH testing provides 

measurement of small strain shear and compression wave velocities (Vs and Vp, 

respectively).  

 

 

 

Figure 1: Test panels performed at Site 6 (After Roberts 2017)  

 

The soil profiles observed after trenching graded from sandy silt and silty sand to clean 

sand at deeper locations. Table 1 provides the information obtained from the excavation 

trench conducted in the natural soil test Panel 6-NS-2 at Site 6. 
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Table 1: Information from excavation trench at the 6-NS-2 Test Panel. (After 

Roberts 2017)  

 

Layer 
Depth 

Range 
F.C (%) USCS Description 

1 0 – 0.6 m - SP-SM 
Fine to medium SAND some organics; dark brown; 

loose; moist; rootlets (FILL) 

2 0.6 – 1.0 m 96 ML 
SILT with trace organics; grey and brownish orange; 

homogenous; stiff; non-plastic; dilatent 

3 1.0 – 1.25 m 74 ML 
Sandy SILT; grey; homogenous; stiff; non-plastics; 

dilatent 

4 1.25 -1.9 m 3-25 SM Silty fine SAND; grey; homogenous; loose; wet 

5 1.9 – 3.3 m 3 SW Fine to medium SAND with trace silt 

 

Additionally, the T-Rex shaking test gives good indication of the treated sites liquefaction 

response by relating the cyclic shear strain and the accumulation of excess pore pressures. 

The shaker applies dynamic oscillating shear loads at the ground surface having a specified 

frequency and cycle number. The dynamic loading from the T-Rex equipment was 

horizontally applied at a frequency of 10 Hz for 100 cycles over a 2.3-m square baseplate. 

The load was applied in stages going from 3,000 lbs to 30,000 lbs, corresponding to cyclic 

stresses varying from 2.5 kPa to 25 kPa. Moreover, the T-Rex truck imparts a vertical load 

equal to 245 kN resulting in a static pressure of 46 kPa beneath the baseplate. Figure 2 

illustrates the T-Rex shaking test. Pore pressure and velocity transducers installed directly 

beneath the shaker record the soil response for the specific load magnitude (Figure 3). 

Generated pore pressures and velocity histories are directly measured. Displacements are 

obtained from the velocity histories and cyclic shear strain is calculated by evaluating 

relative displacements between adjacent transducers. The T-Rex testing is capable of 

assessing liquefaction triggering at shallow depths, down to 4 m below the surface, and 

therefore provides important data to examine the efficacy of the ground improvement 

techniques in developing non-liquefying crust (van Ballegooy et al. 2015). 
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2.4 RAP Reinforcement Technique 

 

The results obtained for the different ground improvement panels compared to those from 

the unimproved soils indicated that all the techniques succeeded in stiffening the upper 4 

m of the profiles (Roberts 2017). However, the current work focuses on the improvement 

against liquefaction recorded at the RAP panels. Nine areas were improved using RAP at 

the three different sites in Christchurch (Sites 3, 4, and 6). Hydraulic pressure and vertical 

vibratory hammer energy were used to displace and densify the soil, while crushed 

aggregates were fed and compacted in the cavities, creating 600-mm diameter stiff piers 

that were 4 m in length. The elements were constructed in a triangular pattern (plan view) 

with the center-to-center spacing varying from 1.5 to 3.0 m, and the RAP-reinforced areas 

were tested using the previously described in-situ tests (Figure 2). 

 

 

 

 

Figure 2: (a) CPT and DPCH testing relative to the RAP columns; (b) Schematic top 

view of T-Rex baseplate relative to the RAP columns; and (c) Schematic cross 

section of the T-Rex shaking in the RAP test panel (After van Ballegooy et al. 2015). 
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Figure 3: Cross section of the sensors’ locations beneath the T-Rex baseplate for 

natural soil and RAP test panels at Site 6. (After Stokoe et al. 2013) 

 

The CPT data show that, in general, the RAP elements are effective in increasing qc and, 

consequently, in increasing the ability of the soil to resist liquefaction. However, for layers 

of higher fines content corresponding to a soil behavior type index (Ic) greater than 1.8, 

minimum change in qc was recorded, suggesting less improvement. Unlike the CPT results, 

clear improvement in small strain shear modulus (Gmax) occurred both in clean and silty 

layers, hence reduction in liquefaction potential, even for finer soils, can be expected (van 

Ballegooy et al. 2015). The results of the direct-push crosshole testing indicate that the 

greatest increases in stiffness in the areas improved using RAP occurred across the 

elements. In fact, the presence of the stiff piers induces a major increase in the composite 

Vs values and consequently results in 40 to 130% increase in the composite Gmax values 

(van Ballegooy et al. 2015). The assessment of the cyclic shear strain profiles obtained 

from the T-Rex shaking also indicates that the greatest reduction in cyclic shear strains 

occurred in the RAP reinforced soil. An average decrease of 37% with respect to 

unimproved soil was recorded, suggesting an improvement in the composite stiffness by a 
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factor of 3 to 5 (van Ballegooy et al 2015; Wissmann et al. 2015; Roberts 2017). As the 

composite stiffness increases, the potential for development of excess pore pressure 

declines, and the potential liquefaction hazard under cyclic loading diminishes. 

 

The conclusions obtained from the CPT, direct-push crosshole testing, and T-Rex testing 

are all in good agreement and highlight the improvement created by the inclusion of stiff 

gravel piers, making the RAP technique generally effective to reduce liquefaction 

susceptibility in both clean and silty soils. 

 

2.5 Evaluation of the Liquefaction Potential: Site 6 

 

The Green et al. (2018a) CPT-based simplified liquefaction triggering procedure was used 

to evaluate the liquefaction response of the test sites. Due to space limitations, focus herein 

is only on Site 6, for which data from six CPT sounding are available for unimproved 

conditions (Figure 1). Two earthquakes from the 2010-2011 CES responsible for much of 

the widespread liquefaction-related damage in Christchurch are considered herein: the 4 

September 2010, Mw7.1 Darfield earthquake and the 22 February 2011, Mw6.2 

Christchurch earthquake. The geometric mean of the horizontal peak ground accelerations 

(amax) at the test sites during these two events were estimated using the Bradley (2013) and 

Bradley (2017) ground motion prediction models and the estimated values are provided in 

Appendix A. Given that the amax values predicted by the two models differ, both values 

were used in the analyses. The water table depth at the time of the earthquakes was obtained 

from van Ballegooy et al. (2014), whereas the level of water at the time of testing was 

estimated from the CPT sounding data (Appendix A). The factor of safety (FS) against 

liquefaction is calculated as:  

𝐹𝑆 =  
𝐶𝑅𝑅7.5

𝐶𝑆𝑅∗
 

where CSR* is the Cyclic Stress Ratio normalized for a shaking duration of a Mw7.5 event, 

level ground conditions, and an effective overburden stress of 100 kPa; and CRR7.5 is the 

Cyclic Resistance Ratio normalized for the same conditions as CSR*, where both CSR* 

and CRR7.5 were determined using the procedures detailed in Green et al. (2018a). 

Likewise, Ic was also determined following the procedures detailed in Green et al. (2018a), 
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where soils having an Ic less than 2.6 were assumed to be susceptible to liquefaction and 

soils having an Ic greater than 2.6 were considered “too clayey to liquefy” (Robertson and 

Wride 1998). For non-liquefiable soils an arbitrary high value of FS equal to five was 

adopted in order to visually detect these layers on the graphs. Similarly, soils above the 

water table were assumed to be non-liquefiable and were also assigned an FS value of five. 

Both the Liquefaction Potential Index (LPI) (Iwasaki et al. 1978) and “Ishihara inspired 

LPI” (LPIish) (Maurer et al. 2015) frameworks were used to relate the computed FS with 

depth to the severity of surficial liquefaction manifestations. Inherently, the LPI and LPIish 

frameworks assume that each liquefying soil layer contributes to the severity of 

liquefaction at the ground surface, with the LPIish framework better accounting for the 

influence of the non-liquefied crust on the severity of surficial liquefaction manifestations 

(Maurer et al. 2015; Green et al. 2018b). The shallower and/or thicker the liquefied layers 

in a profile, the greater their potential contribution to severity of surficial liquefaction 

manifestations, relative to deeper soil layers. Using Standard Penetration Test (SPT) data 

from 45 liquefaction sites in Japan, Iwasaki et al. (1978) found that 80% of the sites had 

LPI > 5, while 50% had LPI > 15. Based on this data, it was proposed that severe 

liquefaction damage should be expected for sites where LPI > 15 but should not be 

expected for sites where LPI < 5. This criterion for severity of surficial liquefaction 

manifestation, defined by two threshold values of LPI, is commonly used in practice, and 

is also adopted herein as the criterion for LPIish (Maurer et al. 2015). 

 

For each CPT sounding, Ic, corrected qc (qc1Ncs), FS, LPI, and LPIish are plotted against 

elevation. Representative results for CPT 022 for the 22 February 2011, Mw6.2 

Christchurch earthquake are provided in Figure 4 and Figure 5. The amax value obtained 

from Bradley (2013) is estimated to be equal to 0.523 g, whereas that obtained from 

Bradley (2017) is equal to 0.431 g. The representative results in Figure 4 and Figure 5 

correspond to the higher value of amax equal to 0.523 g. According to Roberts (2017), the 

actual depth to 100% saturation at Site 6 varies between 0.9 m to 1.2 m below the water 

table. Therefore, the zone corresponding to less than 100% saturation were hatched on the 

graphs but no further considerations for unsaturated conditions were made at this time. 
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Water tables corresponding to the level of water at the time of the earthquake and at the 

time of CPT testing are both shown on the graphs. 

 

Most of the Ic values are below 2.6 indicating that the soil is susceptible to liquefaction, 

except for thin layers of clayey soil detected at few locations. Furthermore, the FS graph 

suggests a high liquefaction hazard, especially for the upper layers of the profile. The LPI 

and LPIish values of 27.6 and to 25.7, respectively, are greatly above the threshold of 15 for 

severe surficial liquefaction manifestations. The results for the other CPT soundings across 

Site 6 are consistent with those for CPT 022 (Figure 4 and Figure 5) and suggest the same 

conclusions (Appendix A). The results from the simplified liquefaction procedure and the 

LPI and LPIish indices are clearly in accord with post-earthquake observations. 

 

 

 
 

Figure 4: qc1Ncs, Ic, and FS for CPT 022: Mw6.2 & amax = 0.523 g 
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Figure 5: LPI, and LPIish for CPT 022: Mw6.2 & amax = 0.523 g 

 

2.6 Estimation of Material Properties from CPT and DPCH Testing: Site 6  

 

2.6.1 Estimation of geotechnical material properties from CPT  

 

CPT tests were conducted at Site 6, Christchurch (Figure 1) and qc and sleeve friction (fs) 

from the CPT soundings are downloaded from the New Zealand Geotechnical Database 

(https://www.nzgd.org.nz). The CPT can provide a guide to the normalized soil behavior 

type (SBTn) and the mechanical characteristics of the soil. Semi-empirical correlations 

provided in the 6th Edition of the Guide to Cone Penetration Testing for Geotechnical 

Engineering (Robertson and Cabal 2015) are used to estimate the geotechnical soil 

parameters at the natural soil test panel 6-NS-2 from CPT 022 and CPT 065, and at the 

https://www.nzgd.org.nz/
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improved panel 6-RAP-1 from CPT 060 (Figure 1).The SBTn is estimated from the soil 

behavior index Ic using Table 2. Appendix B provides the correlations used to calculate Ic 

and the equivalent clean sand cone penetration resistance ((Qtn)cs) following Robertson and 

Cabal (2015).  

 

For unimproved conditions, the Ic profiles showing the SBTn zones and (Qtn)cs profiles are 

plotted for CPT 022 and CPT 065 (Figure 6 and Figure 7 respectively). Changes in Ic and 

(Qtn)cs profiles suggest changes in the soil behavior type and allow the determination of the 

different existing soil layers. Eight layers are identified from the 20-meter CPT 022 which 

are reduced to six layers for the 5-meter CPT 065 as shown is Figure 6 and Figure 7. The 

layers identified for the upper 3.3 m of unimproved soils are consistent with the soil profile 

obtained from the test pit log. 

 

Table 2: Normalized CPT soil Behavior Type (SBTn). (After Robertson 2010) 

 

Zone  Soil Behavior Type Ic 

1 Sensitive, fine grained N/A 

2 Organic soils - clay > 3.6 

3 Clays - silty clay to clay 2.95-3.6 

4 Silt mixtures - clayey silt to silty clay 2.60-2.95 

5 Sand mixtures - silty sand to sandy silt 2.05-2.6 

6 Sands - clean sand to silty sand  1.31-2.05 

7 Gravelly sand to dense sand <1.31 

8 Very stiff sand to clayey sand* N/A 

9 Very stiff, fine grained* N/A 

* Heavily overconsolidated or cemented 

 

For each CPT data point, Standard Penetration Test values (N60), corrected N60 value for 

overburden stresses (N1,60), unit weight, relative density, friction angle, and hydraulic 

conductivity values are calculated using the CPT correlations provided in Appendix B. An 

average value for each parameter is calculated over the thickness of the layer and is 

assigned to the entire layer. Table 3 summarizes the unimproved soil properties estimated 

from CPT 022 and CPT 065 soundings and Table 4 provides the post-improvement soil 

properties estimated from CPT 060 sounding.  
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The values obtained for the unit weights are compatible with the values provided by 

Roberts (2017) where the moist unit weight is estimated to be equal to 17 kN/m3 and the 

total unit weight is estimated to be equal to 19.5 kN/m3.  

 

The relative density values predicted by the simplified Kulhawy and Mayne (1990) and the 

Jamiolkowski et al. (2001) correlations are in good agreement, whereas the Baldi et al. 

(1986) correlation tends to estimate higher values of the relative density for some layers 

and lower values for other layers. In fact, for soils with fines, the relative density obtained 

from empirical correlations using CPT may be difficult to ascertain (Roberts 2017).  

 

The values of the friction angle estimated using the Robertson and Campanella (1983) and 

Kulhawy and Mayne (1990) correlations are fairly comparable and lay within typical 

representative ranges of values for the given soil types. However, Robertson and 

Campanella (1983) correlation seems to estimate higher values of the friction angle for 

some layers.  

 

The deeper soil layers for post-improvement conditions show increase in properties. 

However, a drop in N60, relative density, and friction angle is recorded in the upper 1 m of 

the improved soil (Table 4) compared to the unimproved condition (Table 3). This decrease 

in soil properties conforms to the observation made in Roberts (2017) suggesting a softer 

and looser soil for the top 1 m of RAP reinforced profile compared to natural profiles.  

 

 

 



 

 

16 

                  

Figure 6: Ic and (Qtn)cs profiles for CPT022 
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Figure 7: Ic and (Qtn)cs profiles for CPT065 
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Table 3: Estimated unimproved soil properties obtained from CPT 022 and CPT 065 soundings 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

0 - 0.6 7 14 17 68 70 92 46 40 9E-05 6 Sands - Clean sand to silty sand

0.6 -1 5 9 17 38 43 46 42 38 4E-06 5 Sand Mixtures - Silty sand to sandy silt

1 - 1.25 3 5 16 18 31 14 37 34 7E-07 5 Sand Mixtures - Silty sand to sandy silt

1.25 - 1.65 5 7 17 25 34 25 38 35 2E-06

1.65 - 1.9 10 13 17 49 46 62 42 38 3E-05

1.9 - 3.3 13 16 17 52 49 67 42 39 4E-05 5-6 Sands - Sand Mixtures: Silty sand to sandy silt

3.3-6 22 25 18 65 60 87 43 41 9E-05 6 Sands - Clean sand to silty sand

CPT065

Soil Behavior Type 

Soil 

Behavior 

Zone Jamiolkowski 

et al. (2001) 

Baldi et al. 

(1986)

Friction Angle (deg)

Robertson and 

Campanella 

(1983)

Kulhawy and 

Mayne (1990)

Hydraulic 

conductivity 

(m/s)

Depth (m)
 N60       

(blows/30 cm)

 N1,60 

(blows/30 cm)

Unit 

weight 

(kN/m
3
)

Relative density (%)

Sands - Sand Mixtures :Silty sand to sandy silt5 -6

Simplified 

Kulhawy and 

Mayne (1990)

0 - 0.6 10 20 18 78 75 107 51 43 8E-05 6 Sands - Clean sand to silty sand

0.6 -1 10 18 18 62 66 82 47 41 1E-05 5 Sand Mixtures - Silty sand to sandy silt

1 - 1.25 3 5 17 14 34 7 37 35 4E-07 4 Silt Mixtures - Clayey silt to silty clay

1.25 - 1.65 2 4 15 8 28 0 35 33 5E-07

1.65 - 1.9 6 9 16 39 41 46 41 37 4E-06

1.9 - 3.3 6 9 16 31 36 35 38 36 7E-06 5 Sand Mixtures - Silty sand to sandy silt

3.3-16.75 33 32 19 67 63 91 43 41 5E-05 6 Sands - Clean sand to silty sand

16.75-17.25 18 14 19 28 27 29 32 33 5E-07 4 Silt Mixtures - Clayey silt to silty clay

17.25-20 39 31 20 61 53 81 39 39 1E-05 6 Sands - Clean sand to silty sand

Baldi et al. 

(1986)

5 Sand Mixtures - Silty sand to sandy silt

CPT 022

Depth (m)
N60     

(blows/30 cm)

 N1,60 

(blows/30 cm)

Unit 

weight 

(kN/m
3
)

 Relative Density (%)
Hydraulic 

conductivity 

(m/s)

Soil 

Behavior 

Zone 

Friction Angle (deg)

Robertson and 

Campanella 

(1983)

Kulhawy and 

Mayne (1990)

Soil Behavior Type 

Jamiolkowski 

et al. (2001) 

Simplified 

Kulhawy and 

Mayne (1990)
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Table 4: Estimated post-improvement soil properties obtained from CPT 060 sounding 

 

  

0 - 0.6 5 10 17 57 60 74 47 40 6.E-05 5 and 6 Sands - Sand mixtures

0.6 -1 5 5 16 9 30 0 36 34 3.E-07 4 and 5 Sand mixtures - Silt mixtures

1 - 1.25 10 15 18 60 57 79 45 40 5.E-05

1.25 - 1.65 15 25 18 72 68 98 46 42 1.E-04

1.65 - 1.9 20 30 19 77 73 105 47 43 2.E-04

1.9 - 3.3 30 35 19 79 77 109 47 43 2.E-04

3.3-6 30 35 19 76 73 104 45 43 2.E-04

CPT 060

Depth (m)
N60               

(blows/30 cm)

 N1,60         

(blows/30 cm)

Unit 

weight 

(kN/m
3
)

 Relative Density (%) Friction Angle (deg)
Hydraulic 

conductivity 

(m/s)

Soil 

Behavior 

Zone 

6 Sands - Clean sand to silty sand

Soil Behavior Type 

Jamiolkowski 

et al. (2001) 

Simplified 

Kulhawy and 

Mayne (1990)

Baldi et al. 

(1986)

Robertson and 

Campanella 

(1983)

Kulhawy and 

Mayne (1990)
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2.6.2 Estimation of elastic material properties from DPCH 

 

The elastic moduli of the unimproved soil (natural soil) at the test panel 6-NS-2 are 

estimated using the DPCH soundings 35261 and 35269 which are in the proximity to the 

test panel. Soil properties after the reinforcement are estimated from DPCH 35279 at the 

test panel 6-RAP-1 (Figure 1). The correlations used to estimate the shear modulus (G), 

Young’s modulus (E) and Poisson’s ratio (ν) from the Vs values are provided in Appendix 

B. Table 5 and Table 6 provide the unimproved elastic properties estimated from DPCH 

35261 and 35269, respectively, whereas Table 7 provides the post-improvement soil 

properties obtained from DPCH 35279 across the RAP columns as shown in Figure 2a. 

The post-improvement results show a clear increase in the shear modulus with a median 

change of 130 % with respect to unimproved conditions.  

 

Table 5: Estimated unimproved elastic properties from DPCH 35621 

 

DPCH 35261 

Depth (m) 

Average 

p-wave  

velocity 

(m/s) 

Average 

s-wave 

velocity 

(m/s) 

Shear 

Modulus 

(MPa) 

Poisson's 

Ratio 

Young's 

Modulus 

(MPa) 

0 - 0.6 381 102 18 0.46 53 

0.6 -1 730 102 18 0.49 54 

1 - 1.25 1154 98 17 0.5 50 

1.25 - 1.65 1366 105 19 0.5 57 

1.65 - 1.9 1614 119 28 0.5 85 

1.9 - 5.0 1678 153 47 0.5 139 

 

Table 6: Estimated unimproved elastic properties from DPCH 35629 

 

DPCH 35269 

Depth (m) 

Average 

p-wave 

velocity 

(m/s) 

Average 

s-wave 

velocity 

(m/s) 

Shear 

Modulus 

(MPa) 

Poisson's 

Ratio 

Young's 

Modulus 

(MPa) 

0 - 0.6 524 126 28 0.47 81 

0.6 -1 597 139 34 0.47 99 

1 - 1.25 1078 140 34 0.49 102 

1.25 - 1.65 1547 140 34 0.5 101 

1.65 - 1.9 1595 141 40 0.5 119 

1.9 - 5.0 1606 157 49 0.5 146 
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Table 7: Estimated post-improvement elastic properties from DPCH 35279 

 

DPCH 35279 

Depth (m) 

Average 

p-wave 

velocity 

(m/s) 

Average 

s-wave 

velocity 

(m/s) 

Shear 

Modulus  

(MPa) 

Poisson's 

ratio 

Young's 

Modulus  

(MPa) 

0 - 0.6 424 138 39 0.44 113 

0.6 - 1 531 132 36 0.47 104 

1 - 1.25 622 142 41 0.47 121 

1.25 - 1.65 1274 192 75 0.49 223 

1.65 - 1.9 1583 218 112 0.49 333 

1.9 - 5.0  1713 256 153 0.49 457 

 

2.7 Numerical Modeling 

 

2.7.1 Numerical model technique and computer code 

 

Among the various numerical modelling techniques, the explicit finite difference (FD) 

method is a powerful tool that is capable of modeling coupled stress-flow problems under 

static and dynamic loading conditions and can predict dynamic structure-soil interaction 

due to its ability to simulate large deformations and dynamic behavior of soils.  Among 

the different FD computer codes, Fast Lagrangian Analysis of Continua (FLAC) is 

selected for the analysis. FLAC has important features for liquefaction problems such as 

stable large strain formulation and built-in Finn model that allows computation of excess 

pore pressure induced by dynamic shaking (Soroush and Koohi 2004). Considering 

adequate material constitutive models cyclic response of saturated soil and liquefaction 

processes can be modeled. 

 

Nevertheless, to obtain reliable results and accurate predictions of liquefaction triggering 

when performing numerical simulations of realistic seismic shakings, experimental and/or 

field data are required to calibrate and validate the FD model. 

 

2.7.2 Data available for calibration 

 

The Christchurch database discussed above from full-scale tests in natural and reinforced 

soil is essential to calibrate and validate the FD numerical model. The initial estimation of 
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the soil properties is obtained from the CPT and DPCH testing as described in section 2.6 

and the output from the FD model is calibrated against the measured data provided by the 

T-Rex shaking test.  

 

Data from five pore water pressure transducers (4P, 6P, 5P, 9P and 1P) embedded at the 

test panels (Figure 3) are considered for calibration. All points were located below the 

water table which was encountered at an average depth of 0.45 m from the ground surface 

(Figure 3). The pore pressure histories collected from the transducers were used to compute 

excess pore pressure ratio (ru) which is equal to the excess pore water pressure divided by 

the initial vertical effective stresses. According to Roberts (2017), the initial vertical 

effective stress in the soil was evaluated using a total unit weight of 17 kN/m3 for soils 

above water table and 19.5 kN/m3 for soils below water table. An additional 46 kPa vertical 

stress was considered to account for the vertical load imparted by the T-Rex baseplate (van 

Ballegooy et al. 2015). The initial hydrostatic water pressure was determined from 

measurements taken by the pressure transducers immediately before each stage of shake 

testing (Roberts 2017). The variations of ru versus time at the transducers for the highest 

and lowest T-Rex loadings (25 kPa and 2.5 kPa respectively) are provided in Figure 8. 

Note that ru oscillates and at some locations tends to increase during the loading. The 

magnitude of the oscillations generally decreases with depth and lower external loads. 

When the loading is released, ru smoothly decreases to zero, which indicates the dissipation 

of excess pore water pressure. 

 

The shear strain profiles were calculated by evaluating relative displacements derived from 

the velocity histories. The maximum shear strain for each loading was then adjusted to a 

nominal level of applied shear stress at the ground surface (van Ballegooy et al. 2015). 

Figure 9 provides the stiffness profiles for two levels of shear stress 15 and 5 kPa at the 

unimproved and RAP improved test panels at Site 6. Shear strain decreases logarithmically 

with depth in unimproved ground (6-NS-1 and 6-NS-2). For the RAP reinforced test panel 

(6-RAP-1), the curvature in the upper part of the profile suggests a stiffer soil at the surface 

which does not conform to the observation made from the CPT results discussed in 

section 2.6.1. 
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(a) 

 

 
 

(b) 

 

Figure 8:   ru vs. time for the unimproved soil panel at Site 6 

(a) 25 kPa, (b) 2.5 kPa, applied for 100 cycles at 10 Hz.  

(After Stokoe et al. 2013) 
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    (a)      (b) 

 

Figure 9: Stiffness profiles for unimproved and improved test panels at Site 6 for a 

shear stress of (a) 15 kPa; and (b) 5kPa. (After Roberts 2017) 

 

2.7.3 Modeling phases 

 

At the first stage of the analysis, a top-down shaking similar to the in-situ T-REX loading 

is applied. The simulation allows the FD model to be calibrated to the in-situ conditions. 

Unreinforced conditions are first considered then RAP elements are introduced to the 

model to assess the response of reinforced soils under the dynamic top-down shaking. The 

second stage of the analysis consists on applying a bottom-up shaking at the base of the 

unreinforced and reinforced models in a way to simulate a real earthquake shaking.  
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2.8 Unreinforced FD Model: Top-Down Shaking 

 

A FLAC model for unimproved soil conditions at Site 6 is first developed and a loading 

similar to the T-REX in-situ loading is applied.  

 

2.8.1 Model geometry  

 

A 2D plane strain analysis is considered. The model height is equal to 10 m and the width 

is equal to 50 m. Seven horizontal soil layers consistent with field measurements are 

defined as given in Figure 10. 

 

 
 

Figure 10: Geometry of the unreinforced FD model 

  

The FLAC model is divided into 0.25-m square elements. The mesh size is defined in a 

way to ensure precise calculations, provide reasonable runtimes, and minimize numerical 

distortion of the propagating wave. The numerical accuracy of wave transmission is 

dependent on the frequency content and the speed of the input wave. The fundamental 

frequency (f) associated with the natural mode of oscillation of a system is calculated as: 


C

f


   

where C is the velocity of propagation associated with the mode of oscillation, and 𝜆 is 

the longest wavelength associated with the mode of oscillation. According to 

Kuhlemeyer and Lysmer (1973), the spatial element size (Δl ), must be smaller than one-

tenth of the wavelength associated with the highest frequency component (Δ /10l  ). 

Therefore, the frequency can be written as follows: 

10Δ


C
f

l
 

10 
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Based on the DPCH test, the lowest recorded shear wave velocity in the unimproved soils is 

equal to 98 m/s (Table 5). When the largest zone size in the FLAC model is selected to be 

0.25 m, the maximum frequency that can be accurately modeled is approximately equal to 

40 Hz, greater than the frequency content of the input wave, ensuring an accurate wave 

transmission. 

 

2.8.2 Coupled analysis 

 

The groundwater flow configuration is selected in order to have full access to the fluid-

mechanical features in FLAC. The use of this configuration allows the performance of a 

fully coupled hydro-mechanical analysis that allows for the deformation of the solid 

skeleton, and the generation and dissipation of excess pore water pressures. 

 

2.8.3 Mechanical boundary conditions   

 

In dynamic problems, outward propagating waves can reflect at the fix boundaries and go 

back into the model without allowing the necessary energy dissipation. To reduce these 

artificial numerical oscillations, numerical boundaries should be defined reasonably far 

from the studied area. In addition, at the bottom of the model, the “quiet boundary” scheme 

proposed by Lysmer and Kuhlemeyer (1969) and available in FLAC is applied. It involves 

independent dashpots attached to the boundary in the normal and shear directions providing 

viscous normal and shear tractions. Taking advantage of the symmetry of the problem, 

lateral boundaries are considered “attached” boundaries; hence identical conditions are 

ensured in both sides, minimizing the artificial reflections. 

 

2.8.4 Hydraulic boundary conditions 

 

The water table is defined at 0.5 m depth from the surface, compatible with the in-situ 

conditions provided in Figure 3. The saturation level is fixed at that same location 

throughout the calculation. Above that saturation level, pore pressures are fixed equal to 

zero and no generation of pore pressures is allowed. Below the water table, soil layers 

are considered fully saturated. Impermeable hydraulic conditions are imposed at the 

lateral and bottom boundaries preventing any flow in or out of the model. 
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2.8.5 Mechanical constitutive model  

 
In the field, during cyclic loading, grains rearrange and irrecoverable volume contraction 

of loose soil matrix can occur. As a result, pore pressure builds up and liquefaction can be 

triggered. The accumulation of fluid pressure is therefore a secondary effect to the changes 

in pore volume caused by the mechanical behavior of the solid matrix. 

 

Because the standard Mohr-Coulomb failure criterion cannot account for shear and 

volumetric strain coupling, the Finn model is coupled to the Mohr-Coulomb criterion to 

account for the plastic volumetric strains. The original Finn model proposed by Martin et 

al. (1975) provides an empirical correlation between the cyclic shear-strain amplitude and 

the increment of volume decrease as: 

2

3
1 2

4

.( )
.( . )

.
   



c
c c vd

vd vd c

vd

C
C C

C


  

 
 

where vd  is the increment of volume decrease, vd  is the accumulated unrecoverable 

volume strain,   is the cyclic shear strain or “engineering shear strain”, and 
c

1C , 
c

2C , 
c

3C  

and 
c

4C  are constants. 

 

A simpler alternative formula is proposed by Byrne (1991) as: 

1 2exp( ( ))


 c cvd vdC C
 

 
   

 where 
c

1C  and 
c

2C  can be derived from the normalized standard penetration test values 

N1,60 as follows:  

1.25

1 1 608.7( , )cC N  and 2

1

0.4
C

c
C

C
 

The Byrne (1991) is widely used in the field and is considered to be a significantly 

improved and simplified version of Martin et al. (1975) equation. The Finn model with 

Byrne formulation is adopted for the analysis.  
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2.8.6 Loading process 

 

The stresses are initialized subjected to gravity. Afterwards, an external loading equivalent 

to the in-situ loading (applied by the T-Rex equipment) is considered on the ground surface 

centered in the model. A vertical stress of 46 kPa equivalent to a vertical load of 245 kN 

imparted by the T-Rex truck baseplate is applied. Then, a sinusoidal horizontal stress with 

a frequency of 10-Hz is imposed for a period of 10 seconds while maintaining the vertical 

stresses constant. Both the horizontal and vertical stresses are applied over a 2.5-m plate, 

which is simulated by a set of structural beams slaved in the vertical direction. 

 

2.8.7 Control points 

 

Five control points located at the position of the original transducers 4P, 6P, 5P, 9P and 1P 

(Figure 3) are defined as per Figure C. 1 in Appendix C. 

 

2.8.8 Calibration of soil properties 

 

In order to account for site variability, the properties obtained from CPT 022 and CPT 065 

(Table 3) are assessed, and based on engineering judgement representative values are 

selected and adopted in the numerical analysis (Table 8). 

 

In a coupled analysis, the permeability values should be set to realistic values. Given that 

the hydraulic conductivity values obtained from CPT correlations are considered as rough 

estimations, a parametric study is conducted to assess the impact of the hydraulic 

conductivity values on the results. The output of the parametric study is provided in 

Appendix C and the adopted values are given in Table 8. 

 

The G values obtained from DPCH 35261 (Table 5) are lower than the values obtained 

from DPCH 35269 (Table 6). For a better understanding of the impact of the shear modulus 

on the shear strain profiles, three cases are tested: using the lower range of G values from 

DPCH 35261, using the higher range of G values from DPCH 35269, and using average G 

values. The cyclic shear stress of 15 kPa is used for the calibration. The shear strain profiles 

obtained for the three cases are provided in Figure C. 7 of Appendix C. Further calibration 
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is conducted on these cases by considering three values of Poisson’s ratio: 0.48, 0.45 and 

0.40 and the results are given in Figure C. 8 of Appendix C. 

 

The shear strain profile obtained from the case of average G values is in better agreement 

with the in-situ profile compared to the other two cases. This case is considered for further 

analysis. An additional Poisson’s ratio of 0.35 is checked to assess the impact of lower 

Poisson’s ratio values on the results. Moreover, cyclic shear stresses of 5 and 25 kPa are 

tested. The results obtained from this analysis are provided in Figure C. 9 of Appendix C.  

The Poisson’s ratio parametric study mostly affects the results obtained for a 15 kPa load. 

The shear strain profile for a Poisson’s ratio of 0.40 and a calibration load of 15 kPa is 

considered in best agreement with the T-Rex shear strain profiles. Table 8 summarizes the 

properties used in the unreinforced FD model.  
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Table 8: Calibrated properties adopted in the unreinforced FD model 

 

 

 

Depth (m) 
N60       

(blows/30 cm) 

N1, 60 

(blows/30 cm) 

Unit 

weight 

(kN/m3) 

Friction 

Angle 

(deg) 

Hydraulic 

conductivity 

(m/s) 

Shear 

Modulus G 

(MPa) 

Poisson's 

Ratio 

Young's 

Modulus E 

(MPa) 

0 - 0.6 10 15 17 42 9E-05 23 0.4 63 

0.6 -1 5 10 17 40 6E-07 25 0.4 71 

1 - 1.25 5 5 17 35 6E-07 25 0.4 69 

1.25 - 1.65 5 5 17 34 2E-05 26 0.4 73 

1.65 - 1.9 10 10 19 38 2E-05 34 0.4 95 

1.9 - 3.3 10 10 19 37 2E-05 48 0.4 133 

3.3 - 10 20 20 19 41 7E-05 48 0.4 133 



 

 

31 

2.8.9 Results and discussions 

 

The unreinforced FD model developed in this section with the calibrated soil properties 

(Table 8) predicts the in-situ shear strain profile generated during the top-down shaking 

with some underestimation of shear strain values as depth increases (Figure 11). 

 

 

 

Figure 11: Comparison between the predicted shear strain profile for unreinforced 

FD model and the in-situ stiffness profile 

 

The ru histories are plotted at the five control points defined as per section 2.8.7. Figure 12 

and Figure 13 compare the ru histories obtained from the numerical analysis (in red) to the 

in-situ measurements previously presented in section 2.7.2  (in black) for cyclic shear 

stresses of 25 and 2.5 kPa respectively. Positive values of ru represent an increase of the 

pore water pressure with respect to the existing pressure before the cyclic loading, while 

negative values represent a drop in pore pressures. 

 

At the shallowest control point (4P) which is at a depth of 0.75 m, the calculated changes 

in ru are minimal, almost equal to zero, which differ from the field data. Point 4P is highly 

influenced by the prescribed hydraulic boundary condition at the ground water level (fixed 
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at a depth of 0.5 m) above which the pore water pressure is set to zero. Therefore, very 

small increases in pore pressures occur at point 4P and consequently negligible values of 

ru are recorded. 

 

The levels of ru computed at deeper points are generally comparable to those measured in 

the field except at the control points 5P for a load of 25 kPa (Figure 12) and 6P for a load 

of 2.5 kPa (Figure 13) where the numerical values of ru seem to be underestimated. In 

general, the computed ru levels range from 60% to 10% for the case of maximum shear 

loading and from 2% to 1% for the case of minimum shear loading. Moreover, a decrease 

of ru with depth and loading is observed, which is compatible with the field observations. 

Finally, although the amplitude of the oscillations is generally lower than those observed 

in the in-situ profiles, the behavior depicted by the numerical ru histories is fairly 

comparable with the in-situ behavior.  

 

Finally, the vertical stress, pore pressure and volumetric strain distributions generated by 

FLAC v.8 are provided in Appendix D. Three different stages are presented:  

Stage 1: after application of the gravity loading  

Stage 2: after application of the static vertical stress (46 kPa) 

Stage 3: after application of the dynamic shear cyclic load (25 kPa and 2.5 kPa) 

 

 

Figure 12: Numerical (red) vs. in-situ (black) ru histories for a cyclic shear of 25 kPa 
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Figure 13: Numerical (red) vs. in-situ (black) ru histories for a cyclic shear of 2.5kPa 

 

2.9 Reinforced FD Model: Top-Down Shaking 

 

The capability of the model in capturing the improvement in shear strain profiles for 

reinforced conditions is assessed in this section. RAP elements are introduced to the model 

while maintaining all remaining variables unchanged. A top-down shaking as described in 

section 2.8.6 is applied at the surface and the shear strain profiles are plotted and compared 

to the in-situ results (Figure 9) and to the profiles calculated for unreinforced conditions. 

 

2.9.1 Introduction of RAP elements to the FD model 

 

The RAP elements are introduced to the unreinforced FD model as soil columns with a 

diameter of 500 mm and a length of 4 m. Two RAP elements are considered, spaced 2 

meters center-to-center, introduced under the base plate as shown in Figure 14. The 

selected dimensions and spacing are compatible with the configuration of the installed RAP 

columns at the test panel 6-RAP-1 given in Figure 2. 
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Figure 14: Geometry of the reinforced FD model 

 

The RAP elements are expected to cause an overall improvement at the site. However, as 

a first conservative approach, no increase in the properties of the soil surrounding the RAP 

elements is considered and the properties adopted for these soils are as given in 

section 2.8.8 for unreinforced FD model.  

 

The RAP elements are introduced to the FD model as elastic soil columns. The 

corresponding elastic properties are determined from DPCH 35279 testing across the RAP 

gravel piers as given in Table 7. In order to conduct a fully coupled hydro-mechanical 

analysis, the RAP gravel piers are assigned a hydraulic conductivity value equal to 7E-5 

m/s, similar to the value assigned to the sand bottom layer (Table 8). In fact, the RAP 

elements are stiff piers of crushed aggregates fed and compacted in the cavities. Given the 

intense compaction process, the hydraulic conductivity is expected to be lower than typical 

values of gravel material.  

 

2.9.2 Results and discussions 

 

The improvement introduced by the RAP elements is assessed in terms of reduction in 

shear strains. The shear strain profiles between the RAP elements obtained from the 

reinforced FD model are compared to the in-situ profile (6-RAP-1) discussed in 

section 2.7.2 . The results are given in Figure 15a for a cyclic shear load of 15 kPa. The 

general profile of the predicted shear strains is reasonable, showing an expected decrease 

in strains with depth due to the decrease in load. The unexplained curvature in the in-situ 

stiffness profile discussed in section 2.7.2 is not observed in the model output. The in-situ 

10 
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shear strain values range between 0.02 and 0.06 %, whereas the strain values predicted by 

the model range between 0.003 and 0.02 %. The FD model therefore tends to underestimate 

the shear strain values and might be considered to overpredict the improvement associated 

with the RAP reinforcement. Modeling a 3D problem in 2D frame could induce unrealistic 

stiffness, providing one possible explanation for the underprediction in shear strains. 

 

A further comparison between the output from the reinforced and unreinforced models is 

provided in Figure 15b. Given that numerical inputs are identical between the two models, 

the improvement in the predicted shear strains due to the introduction of the RAP columns 

is assessed. Figure 15b shows a clear decrease in the stiffness profile for the reinforced 

model. The median percent change in shear strain with respect to natural conditions is 

however calculated to be around 85 % which is greater than the values provided in literature 

(55% change for test panel 6-RAP-1 (Roberts 2017)).   

   (a)      (b) 

Figure 15: Comparison between the predicted shear strain profile between the RAP 

elements for reinforced FD model and (a) the in-situ measured profile (6-RAP-1); 

(b) the predicted profile for unreinforced FD model 
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2.10 FD models: Bottom-Up Shaking 

 

The FD models are further assessed to preliminary evaluate their capabilities in capturing 

the response of liquefiable soil during earthquake shaking.  The models’ characteristics are 

kept unchanged but the stresses simulating the T-Rex shaking are replaced by a bottom-up 

shaking applied at the base of the model. Unreinforced and reinforced conditions are tested 

and the corresponding ru and shear strain profiles are analyzed.  

 

2.10.1 Selection of shaking motion 

 

The 4 September 2010, Mw7.1 Darfield earthquake is considered for the analysis. Figure 

16 provides the locations of the strong motion station (SMS) sites operated in Christchurch 

area in proximity to Site 6. Different degrees of liquefaction are observed at the SMS sites 

(Wotherspoon et al. 2014, Markham et al. 2015). The North New Brighton School (NNBS) 

site did not show manifestations of liquefaction (Wotherspoon et al. 2014), and is the 

nearest to Site 6 (Figure 16). Therefore, the surface acceleration history recorded at NNBS 

is downloaded from the PEER Ground Motion Database (https://ngawest2.berkeley.edu/) 

and used in the analysis. The recorded peak ground acceleration at NNBS for the 

considered event is equal to 0.21 g. 

 

 

 

Figure 16: SMS sites in Christchurch area in proximity to Site 6 

https://ngawest2.berkeley.edu/


 

 

37 

 

2.10.2 Deconvolution of shaking motion 

 

The shaking input motion needs to be applied at the bottom of the 10-meter height FD 

model. A linear elastic analysis is therefore performed in Strata to calculate the acceleration 

time history at a depth of 10 m below the ground surface.  The Vs profile required for the 

analysis is estimated using the Christchurch specific CPT-Vs correlation (McGann et al. 

2014) and is provided in Appendix E. The surface acceleration time history is applied as 

an outcrop motion at the top of a 1D soil column and the required history at 10-meter depth 

is calculated in Strata (Figure 17). The computed acceleration history shows a slight 

decrease in values compared to the surface acceleration history.  

 

Site 6 is located in the Eastern part of Christchurch where the Riccarton Gravel is deep, 

occurring between 45 and 50 m below ground surface (Wotherspoon et al. 2014). For the 

area under consideration, the available CPT soundings extended around 40 m below the 

ground surface without however encountering the Riccarton Gravel layer. Therefore, in the 

current deconvolution analysis, the Riccarton Gravel layer was not used as the half-space, 

which could be impacting the results. Further investigations might be required to refine the 

deconvolution process and achieve better estimations of the required acceleration time 

history.  

 

(a) (b) 

 

Figure 17: Acceleration time histories (a) at surface; (b) at 10-meters depth 
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2.10.3 Application of shaking load in FLAC 

 

When a dynamic analysis is conducted in a FLAC model with a compliant base, an 

acceleration time history cannot be directly applied at the base because it nullifies the effect 

of the quiet boundary. Instead, it should be transformed into a shear stress history (FLAC 

manual). The process, following the procedure outlined in Mejia and Dawson (2006), 

consists first on calculating the upward propagating acceleration, equal to half the outcrop 

wave obtained from the deconvolution method, then integrating that acceleration to obtain 

the upward propagating velocity (vsu). The shear stress (τs) is then computed as: 

𝜏𝑠 = 2𝜌𝑉𝑠𝑣𝑠𝑢 

where ρ is the density of the base material and Vs is the shear velocity at the boundary.  

 

The upward propagating acceleration and vsu histories are computed following the above 

procedure and are provided in Figure 18. For completion, the displacement histories are 

also included. No permanent drift is recorded for either the velocity or the displacement 

histories. Beyond 40 seconds of shaking, the accelerations and velocities drop to minimal 

values. Therefore, in order to avoid unnecessary computational time, the analysis is only 

run for 40 seconds. 

 

 

 

Figure 18: Computed acceleration, velocity and displacement histories 



 

 

39 

2.10.4 Results and discussion 

 

Figure 19 provides the ru distribution at the end of shaking for the unreinforced model. The 

ru values recorded between the depths of 1 m and 3 m are above 0.5 with a maximum value 

of 0.7 obtained between 1 and 2 m depth. The values then decrease with depth until 

reaching a value of 0.1 at 10 m depth.  

 

The results from the simplified liquefaction procedure and the LPI and LPIish indices 

(which are in accord with post-earthquake observations) suggested that the upper soil 

layers are highly susceptible for liquefaction. Consequently, the predicted ru values from 

the unreinforced FD model were expected to exceed 1 for these layers. Although the ru 

distribution show higher values for the upper layers (above 3 m depth), a unity value is not 

reached, indicating that the soil does not liquefy under the applied shaking. Therefore, the 

FD model seems to underestimate the liquefaction potential and underpredict the impact of 

the shaking.   

 

Figure 20 provides the ru distribution for the reinforced model. It clearly indicates a 

decrease in ru especially between the RAP elements for the upper 3 m, where the values 

drop from 0.5 and 0.7 to around 0.3. The ru distribution reflects the improvement 

introduced by the RAP column. However, given the previously discussed limitations of the 

FD model, quantitative assessment of the improvement is not yet possible.  

 

 
 

Figure 19: Predicted ru distribution for bottom-up shaking - unreinforced FD model 
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Figure 20: Predicted ru distribution under bottom-up shaking -reinforced FD model 

 

The variation of ru with time is plotted at the control points defined as per section 2.8.7 and 

representative results are provided for the control point 6P (Figure 21). The history 

obtained from the reinforced model suggests a decrease in the ru peak value as well as in 

the value recorded at the end of the 40-seconds shaking compared to unreinforced 

conditions. However, the general variations in the ru histories do not show common trends 

and further investigations are required to understand the reasons behind the observed 

behavior.   

 

 

 

Figure 21: Comparison between the predicted ru histories at 6P obtained from 

unreinforced and reinforced models for bottom-up shaking 

 

The improvement introduced by the RAP reinforcement is further assessed in terms of 

reduction in shear strains. The shear strain profiles obtained between the RAP elements as 

well as at the boundary of the RAP column are compared to the profile obtained for 

unreinforced soil (Figure 22).  
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The shear strain profile computed at the boundary of the RAP elements shows a reduction 

in values compared to the unimproved soil especially for the upper 2 m. This reduction is 

not as pronounced for the shear strains recorded between the RAP elements where a 

significant reduction in shear strains only occurs between a depth of 1 m and 2 m.  

 

  

   (a)     (b) 

 

Figure 22: Comparison between the predicted shear strain profile for unreinforced 

FD model and reinforced model (a) at RAP boundary; (b) between the RAP 

elements 

 

2.11 Discussion 

 

Under a top-down shaking identical to the in-situ T-Rex shaking, the shear strain and ru 

results predicted by the FD model for unreinforced and reinforced conditions show 

generally acceptable profiles, fairly comparable to the in-situ measurements. The FD 

models succeed in qualitatively reproducing the overall behavior, indicating an 
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improvement in soil conditions with the introduction of RAP reinforcement. The general 

framework adopted in developing the models is therefore valid and better predictability is 

expected to be achieved with further investigations and refinements. The underestimation 

in the shear strain profiles currently obtained from the FD models causes an under 

prediction of the impact of shaking and should be adjusted for to improve the capability of 

the FD model in predicting liquefaction potential under earthquake motions. Possible 

causes for the discrepancy between the model outputs and the measured profiles could be 

attributed to the selected constitutive material model. Although the Byrne (1991) 

formulation incorporated in the Finn model is widely used in the field, the selection of a 

more advanced model may be more appropriate to simulate the complexity of the 

mechanism. Realistic prediction of soil deformation is highly dependent on the stress-strain 

characteristics of the soil. Soils exhibit a nonlinear and inelastic behavior which makes the 

stress-strain characteristics extremely complex (Duncan et al. 1980). Targeting the 

nonlinear behavior of the soil by using hyperbolic constitutive models would be the next 

step to better understand the mechanics of the problem and increase the predictability level 

of the FD model. 

 

2.12 Conclusion 

 

The effectiveness of ground improvement methods to mitigate earthquake induced 

liquefaction is an important area of study. Validation techniques such as in-situ testing, full 

scale field testing, and field observations offer valuable information. However, advanced 

numerical modelling can provide insights into the liquefaction response of improved 

ground that cannot be obtained by more global validation approaches. Calibrating and 

validating a numerical model that can accurately predict liquefaction hazard requires a 

complete database, such as the one compiled from the Christchurch trial program that 

followed the 2010-2011 Canterbury, New Zealand, Earthquake Sequence (CES). Cone 

penetration testing, direct-push crosshole testing, and T-Rex shaking were conducted both 

at improved and unimproved soil panels. The conclusions obtained from the in-situ testing 

program highlight the improvement introduced by the stiff RAP elements and the 

effectiveness of this technique in reducing liquefaction susceptibility.  
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The focus of this study is on Site 6. The Green et al. (2018a) CPT-based simplified 

liquefaction procedure and the LPI and LPIish frameworks predict the high liquefaction 

potential of the top 4 to 5 meters of this site, unimproved. Model calibration, thoroughly 

relying on the Christchurch testing database, is conducted for developing numerical 

analyses in agreement with in-situ conditions and capable of predicting in-situ behavior. A 

coupled analysis is performed in a finite difference interface for pre- and post-improvement 

site conditions applying a top down shaking identical to the in-situ T-Rex vibration. The 

Byrne (1991) formulation widely used in the field and incorporated in the Finn constitutive 

model is adopted in the analysis. The numerical results show a significant decline in shear 

strains for reinforced conditions emphasizing the improvement introduced by the RAP 

elements.  Although the predicted results show generally acceptable trends, the FD models 

seem to underestimate the shear strain and ru values. Consequently, when a bottom-up 

shaking similar to the one introduced by the 4 September 2010 Darfield earthquake was 

applied, the FD model under predicted the severity level of liquefaction observed at Site 6. 

Further investigations to better account for the problem complexity by incorporating a 

more appropriate constitutive model are expected to achieve better predictability levels. 

After that, the advanced FD modelling will provide insights into the liquefaction response 

of the improved ground to a range of shaking intensities and footing loads. This will 

contribute to a better understanding of the soil behavior when reinforced with RAP 

elements under different layouts, which will be essential to determine the efficiency of this 

soil reinforcement approach in mitigating liquefaction hazard. 
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2.3 Chapter 3: Thesis Conclusions 
 

3.1 Summary  

 

The main objective of this thesis was to compile a database of pre- and post-treatment in-

situ data and use the data to calibrate a finite difference numerical model that can be used 

to predict liquefaction response under a wide range of loading conditions. A description of 

the field testing program performed at Christchurch, New Zealand, following the 2010-

2011 Canterbury Earthquake Sequence with a special emphasis on the RAP-reinforced test 

panel was first provided. The data were then used to evaluate the liquefaction potential at 

Site 6 using Green et al. (2008a) procedures and to estimate the geotechnical and elastic 

properties of soil materials at pre- and post-improvement test panels. Later, the study 

expands on the development and calibration of an unreinforced finite difference model in 

FLAC. The model characteristics including the definition of geometry, boundary 

conditions, mechanical constitutive model and loading stages were thoroughly discussed. 

The results obtained for unimproved conditions were presented, then the RAP elements 

were introduced to the model and the consequent improvement in results was assessed. The 

key findings from this work are provided in the next section.  

 

3.2 Key Findings 

 

Developing a numerical model that can predict the dynamic response of soils and the 

liquefaction triggering under realistic seismic shakings is a complex problem that requires 

thorough and careful examination. The finite difference technique performed in a FLAC 

platform is a powerful tool capable of modeling coupled stress-flow situations and simulate 

large deformation problems. However, before attempting to apply realistic bottom-up 

seismic shaking, an extensive calibration process against experimental and/or field data is 

crucial to achieve reliable results. In an attempt to simplify the problem, the Finn model 

that incorporates the widely used Byrne (1991) formulation is adopted. The FD simulation 

showed lower shear strains for RAP reinforced soil compared to natural soils as observed 

on site, but the predicted improvement was slightly overestimated. Despite the thorough 

calibration efforts, the models only succeed in qualitatively reproducing the general overall 
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behavior without quantitatively matching the in-situ values for shear strains and ru. The 

discrepancy could be attributed to the selected constitutive model. Therefore, in numerical 

modeling, the complexity of a problem should be tackled in stages, and different aspects 

of the problem should be addressed separately. Starting with a simplified approach is 

important to understand the fundamentals of the problem, then building up complexity 

levels should follow to achieve an overall understanding of the mechanism and account for 

the complexity of the site conditions. Further investigations are therefore required to refine 

the model and increase its capacity in predicting the in-situ results for top-down shaking. 

Switching to more complex constitutive models would be the next step before applying 

realistic bottom-up earthquake shakings.  

 

3.3 Recommendations for Future Work 

 

The FD models developed in the current study underestimate the shear strains generated in 

liquefiable soils subjected to top-down shakings and overestimate the improvement in soil 

response due to RAP reinforcement. In an attempt to increase the predictability of the 

models, recommendations for extended research include: 

 Use the hyperbolic constitutive model (Duncan et al. 1980) to account for the non-

linearity of the soil stress-strain characteristics and recalibrate the soil properties. 

 For the reinforced FD analysis, after switching to the hyperbolic constitutive model, 

calibrate the properties of the RAP elements as well as those of the surrounding 

soils. The introduction of the RAP elements is expected to improve the overall 

conditions at the site. However, in the current FD model, the properties of the soil 

surrounding the RAP columns were initially kept equal to the properties adopted in 

the unreinforced model, and given that the predicted shear strains were already 

underestimated, no later improvement to these properties was considered.  

 Investigate the equivalence between 2D and 3D numerical simulations and modify 

the dimension of RAP elements and the hydraulic conductivity values accordingly. 

 Investigate the deconvolution methods to accurately calculate the acceleration time 

histories that should be applied at the bottom boundary of the model for assessing 

the liquefaction potential. 
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2.4 Appendix A: Evaluation of the Liquefaction Potential: Site 6 
 

Appendix A provides the details of the liquefaction analysis conducted at Site 6. The 

analysis is conducted using the Green et al. (2018a) CPT-based simplified liquefaction 

triggering procedure. The CPT data is obtained from the New Zealand Geotechnical 

Database (www.nzgd.org.nz). This appendix provides the estimated median amax values 

and the water table level at the time of earthquake used in the analysis. The determination 

of the water table depth at the time of testing is also provided and the results of the 

liquefaction analysis for the six CPT sounding data for unimproved conditions at Site 6 are 

presented.  

 

1. Estimation of the earthquake median amax  

 

Two earthquakes from the 2010-2011 Canterbury, New Zealand, Earthquake Sequence 

(CES) were responsible for much of the widespread liquefaction-related damage. The two 

earthquakes are: 

 The 4 September 2010 Darfield Earthquake with a moment magnitude of 7.1 

 The 22 February 2011 Christchurch Earthquake with a moment magnitude of 6.2 

The two major earthquakes listed above are considered separately and the factors of safety 

against liquefaction corresponding to each earthquake are calculated independently. 

 

Two ground motion prediction models, Bradley (2013) and Bradley (2017), were used to 

estimate the median amax values for each of the earthquakes.  For the 4 September 2010, 

Mw7.1 Darfield Earthquake, the estimated median amax values were 0.182 g and 0.204 g 

using Bradley (2013) and Bradley (2017) models respectively. For the 22 February 2011, 

Mw6.2 Christchurch earthquake, the median amax value estimated using Bradley (2013) 

varied between 0.521 g and 0.525 g for the different CPT locations, whereas it was 

estimated to be equal to 0.431 g, constant across the entire site, using Bradley (2017) 

model. Given that the amax values predicted by the two models differ, both values were used 

in the analyses. Table A. 1 summarizes the different cases used in the analysis. 

 

 

http://www.nzgd.org.nz/
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2. Estimation of the water table levels 

 

Two ground water tables (GWT) should be considered when conducting a liquefaction 

analysis.  The water table depth at the time of earthquake should be used when calculating 

the CSR* and K  factor, whereas the water table depth measured during the CPT testing 

should be considered when computing the corrected CPT tip resistance defined in Green 

(2008a) as (qc1Ncs).   

 

2.1. Estimation of the water table at the time of earthquake 

 

The ground water table at the time of the earthquakes was obtained from Van Ballegooy et 

al. (2014). For the September 4, Mw7.1 2010 Darfield earthquake, the ground water depth 

varied between 1.351 m and 1.793 m across Site 6, whereas it varied between 1.30 m and 

1.833 m for the February 22 2011 Mw6.2 Christchurch earthquake. Both the upper and 

lower limits of the water table depth were considered in order to account for the variability 

of the site conditions in the liquefaction analysis, especially for the CPT locations where 

no direct data was provided (Table A. 1). 

 

Table A. 1: amax and GWT considered for liquefaction analysis 

 

 

*GWT: The ground water table reported as the depth of water table below the 

ground level for each CPT location at the time of earthquake  

 

 

 

 

 

Bradley 

(2013)

Bradley 

(2017)
Lower limit Higher limit

Bradley 

(2013)

Bradley 

(2017)
Lower limit Higher limit

CPT 022 0.182 0.204 0.523 0.431

CPT 023 0.182 0.204 1.351 1.793 0.525 0.431 1.3 1.833

CPT 024 0.182 0.204 1.351 1.793 0.525 0.431 1.3 1.833

CPT 025 0.182 0.204 0.524 0.431

CPT 065 0.182 0.204 1.351 1.793 0.521 0.431 1.3 1.833

CPT 079 0.182 0.182 1.351 1.793 0.524 0.431 1.3 1.833

22 February 2011,Mw6.2 Christchurch 

Earthquake

amax (g) GWT* (m)

1.379

1.578 1.527

CPT ID Code amax (g)

4 September 2010, Mw7.1 Darfield 

Earthquake

1.394

GWT* (m)
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2.2. Estimation of the water table at the time of CPT testing  

 

The level of water at the time of testing was estimated from the CPT sounding data. Figure 

A. 1 provides sample data downloaded from New Zealand Geotechnical Database 

(www.nzgd.org.nz) for CPT 023 sounding.  

 

 
 

Figure A. 1: GWT at time of CPT testing from the tabulated CPT 023 data (www. 

nzgd.org.nz) 

 

A simple verification of the provided value of GWT for each CPT sounding was conducted 

as follows: 

 Plotting the pore pressure profile from the CPT data 

 Estimating an elevation of the water table 

 Plotting the estimated hydrostatic pore pressure linear variation corresponding to the 

estimated water table elevation. 

 Varying the estimated water table elevation in a way to match the estimated 

hydrostatic pore pressure linear variation with the linear portion of the pore pressure 

profile  

 Verifying that the estimated water table elevation corresponds to the tabulated water 

table depth. 

 

http://www.nzgd.org.nz/
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A sample example of the procedure is provided in Figure A. 2 where the pore pressure 

profile for CPT 023 as well as the estimated hydrostatic pore pressure linear variation and 

the corresponding water table level are plotted.  

 

 
 

Figure A. 2: Verification of GWT at time of CPT testing for CPT 023 
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3. Evaluation of the liquefaction potential 

 

The liquefaction potential at Site 6 was assessed for the six CPT sounding data available 

for unimproved conditions (Figure 1). 

 

For the two acceleration models Bradley (2013) and Bradley (2017) (Table A. 1), only 

slight variations in the factors of safety were recorded and no major drop in the FS values 

was encountered at any CPT location.  Hereafter, the results corresponding to the highest 

amax value for each earthquake are only provided.  

 

Both the upper and lower limits of GWT at the time of earthquake are considered (Table 

A. 1). Representative results of qc1Ncs, Ic, and FS are provided in Figure A. 3 for CPT 065 

for the 22 February 2011, Mw6.2 Christchurch earthquake where the GWT at time of 

earthquake was varied from 1.3 m to 1.833 m. Soils above the water table are considered 

not to liquefy. Therefore, a shallower water table would result in a thinner non-liquefiable 

crust and a higher liquefaction potential.  

 

Figure A. 4 summarizes the FS and Ic graphs obtained for the CPT tests conducted in the 

pre-improved soil at Site 6 for both the 22 February 2011 Christchurch earthquake and the 

4 September 2010 Darfield earthquake, considering the highest amax values and the 

shallower water tables. It is clear that most of the Ic values drop below 2.6 indicating that 

the soil across Site 6 is highly susceptible for liquefaction, except for thin layers of clayey 

soil detected at few locations. Similarly, with an adopted threshold of 1, the FS graphs 

reflect a high potential of liquefaction, especially for the upper layers of soils and the 

liquefaction hazard is more aggravated for the 22 February 2011 Christchurch earthquake 

because of the higher induced ground accelerations.  
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Figure A. 3: qc1Ncs, Ic, and FS for CPT 065 – Mw6.2 & amax = 0.521 g - GWT at time of Earthquake equal to 1.3 m & 1.833 m 
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Figure A. 4: FS and Ic profiles for CPT sounding data available for unimproved conditions at Site 6- Mw6.2 and Mw7.1 
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2.5 Appendix B: Estimation of Material Properties from CPT and 

DPCH Testing 
 

The soil geotechnical parameters are estimated based on CPT soundings. The Guide to 

Cone Penetration Testing for Geotechnical Engineering (Robertson and Cabal 2015) is 

used as a main reference and the CPT correlations of main interest are summarized in this 

Appendix. The correlations between the Vs values obtained from the DPCH testing and the 

elastic properties of the soil are also provided.  

 

1. Estimation of soil properties from semi-empirical CPT correlations 

 

Robertson and Cabal (2015) suggest several correlations to estimate N60, N1,60, unit weight, 

relative density, friction angle, and hydraulic conductivity values of soils from CPT. The 

layers’ identification as well as some of the correlations are related to the soil behavior 

index Ic and the equivalent clean sand cone penetration resistance defined by Robertson 

and Cabal 2015 as (Qtn)cs. Since these correlations are empirical, the parameters used in the 

equations should be calculated exactly the way defined by the developers of the 

correlations.  Therefore, for consistency, although the Ic and (Qtn)cs (defined in Green et al. 

(2018) as qc1Ncs) were previously determined following Green et al. (2018a) procedures, 

these values were recalculated using the procedure provided by Robertson and Cabal 

(2015). 

 

1.1 Soil Behavior Type Index Ic 

The Soil Behavior Type Index Ic is estimated using Equation (1.1) 

  

 
2 2 0.5((3.47 log Q ) (log F 1.22) )tn rIc       (1.1) 

where: 

tnQ = normalized cone penetration resistance calculated using a stress exponent n that 

varies with soil type via Ic (dimensionless) 
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tnQ = 
0

'

0

n

t v a

a v

q P

P





  
  
  

  

rF   normalized friction ratio (in %) 

     = ( / ( )) 100%s t vof q     

tq   corrected tip resistance for pore pressures acting on the cone geometry   

In sandy soils, c tq q    

0v   total vertical stress 

'

0v  = effective vertical stress 

aP   = reference pressure (same units as tq , 0v  and
'

0v )  

 

The determination of Ic depends on the stress exponent n and therefore involves an 

iterative process as shown in Figure B. 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure B. 1: Iterative process for determining Ic from CPT (after Robertson, 2009) 
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1.2 Equivalent clean sand cone penetration resistance ( )
tn cs

Q  

For a better identification of the soil layers, in addition to the Ic profiles, the equivalent 

clean sand cone penetration resistance tn cs(Q )  profiles are determined.  

Robertson and Cabal (2015) provide Equation (1.2) for calculating tn cs(Q )  

 ( )tn cs c tnQ K Q   (1.2) 

where cK  is a correction factor function of behavior characteristics of soil calculated as: 

 1.0cK  , if 1.64Ic       

 
3 4 25.581 0.403 21.63 33.75 17.88cK Ic Ic Ic Ic     , if 1.64cI     

 

A comparison between the Ic and corrected CPT profiles obtained from Green et al. 

(2008a) and Robertson and Cabal (2015) procedures is provided in  

Figure B. 2 for CPT 022. The Ic profiles are almost identical and the corrected CPT profiles 

are very comparable except for the upper 1 meter of the profile where the values calculated 

from Robertson and Cabal (2015) are higher than those obtained from Green et al. (2008a). 

However, the layers identified from both profiles are the same.  

 

1.3 Equivalent SPT N60 

In the absence of SPT test results, CPT/SPT correlations are used to estimate the N60 values 

from CPT tests. Jefferies and Davies (1993) suggested a correlation between Ic and 

CPT/SPT ratios which was later improved by Robertson (2012). Equation (1.3) provides 

the Robertson (2012) correlation used to calculate N60 values:   

 (1.1268 0.2817 )

60

/
10 cIt aq P

N

 
 

 

  (1.3) 

The N60 values obtained using Robertson (2012) correlation are corrected for overburden 

stresses using Peck et al. (1974) correlation:  

1,60 60 '

20
0.77 log( )

v

N N


   where 𝜎𝑣
′  is given in tsf or kg/cm2 
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Figure B. 2: Comparison between Ic and corrected CPT profiles for Green et al.  

(2008a) and Robertson and Cabal (2015) procedures 
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1.4 Unit weight    

The unit weight   is estimated from the CPT data using Equation(1.4):  

  / 0.27 [log ] 0.36 log (q / ) 1.236w f t aR P       (1.4) 

where: 

fR   friction ratio 

 = ( / ) 100%s tf q    

w   unit weight of water (same units as   ) 

 

1.5 Relative Density Dr 

Numerous correlations between CPT resistance and relative density have been developed. 

The following three correlations were selected to have a general estimation of the relative 

density of the soils at Site 6 in Christchurch: Baldi et al. (1986), the simplified Kulhawy 

and Mayre (1990) and Jamiolkowski et al. (2001)  

 

 The correlation provided by Baldi et al. (1986) is given in Equation (1.5):   

 
2 0

1
ln cnQ

Dr
C C

  
   
   

  (1.5) 

where: 

cnQ  = normalized CPT resistance, corrected for overburden  

= 
' 0.5( / ) / ( / )c a vo aq P P   

oC  and 2C  soil constants equal to 15.7 and 2.41 respectively for moderately compressible, 

normally consolidated, unaged and uncemented, predominantly quartz sands. 

 

 The simplified Kulhawy and Mayne (1990) correlation for medium, uncemented, 

unaged quartz sand is provided in Equation (1.6): 

 
2 / 350tnDr Q   (1.6) 
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 Jamiolkowski et al. (2001) proposed Equation (1.7) for estimating relative 

densities of sand: 

  1100 . 0.268 . ln( )t xDr q b    (1.7) 

where: 

 
1 ' 0.5

0

/

( / )

t a

t

v a

q P
q

P
   

0.675xb    

 

1.6 Friction angle ф 

Robertson and Campanella (1983) and Kulhawy and Mayne (1990) correlations are used 

to estimate the friction angle of the soil. 

 

 Robertson and Campanella (1983) correlation given by Equation (1.8) estimates the 

friction angle from CPT for uncemented, unaged, moderately compressible, 

predominately quartz sands: 

 
'

'

0

1
tan log 0.29

2.68

c

v

q




  
   

  
  (1.8) 

 Equation (1.9) is provided by Kulhawy and Mayne (1990) for rounded quartz sands:  

 
' 17.6 11log( )tnQ     (1.9) 

1.7 Hydraulic conductivity k 

The hydraulic conductivity (in m/s) can be estimated based on the normalized soil behavior 

index Ic using Equations (1.10) and (1.11):  

 (0.952 3.04 )10 Ick  , for 1.0 3.27Ic  , (1.10) 

 ( 4.52 1.37 )10 Ick   , for 3.27 4.0Ic  . (1.11) 

The above equations should only be used as a guide for rough approximations of soil 

permeability.  
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2. Estimation of elastic soil properties from DPCH 

 

The G value of each layer can be estimated from the soil densities (𝜌) and Vs values using 

Equation (1.12), and the Young’s Modulus can be estimated based on G values and 

Poisson’s ratio using Equation (1.13) (Kramer,1996). 

 
2

sG V      (1.12) 

 2 (1 )E G       (1.13) 

The Poisson’s ratio can be roughly estimated from the ratio of s-wave velocity to p-wave 

velocity (Kramer, 1996) as given in Equation (1.14) 

 

 

2

2

1 2( )

2 (1 )

s p

s p

V V

V V





  

  (1.14) 
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2.6 Appendix C: Calibration of Material Properties for Unreinforced FD 

Model 
 

Five control points are defined in the FD model as given in Figure C. 1 

 

 
 

Figure C. 1: Control points defined in the FD model 

 

1. Parametric study for the hydraulic conductivity parameter 

 

Three different cases (Table C. 1) are considered in order to assess the extent to which the 

hydraulic conductivity values affect the results. In case 1, a distinction between the 

permeability of sand and that of the silty upper layers is made. In case 2, each layer is 

assigned an average value of hydraulic conductivity obtained from CPT 022 and CPT 065 

(Table 3 and Table 4). Case 3 consists on refining the values adopted in case 2. The three 

different cases of this parametric study are conducted for a shear stress of 25 kPa. 

 

For the five control points (Figure C. 1), the results corresponding to each case are provided 

in Figure C. 2, Figure C. 3, Figure C. 4, Figure C. 5 and Figure C. 6 using the same color 
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scheme as in Table C. 1 (case 1 in blue, case 2 in red, case 3 in brown). The different 

permeability cases do not introduce dramatic changes in the ru values. However, case 3 

seems to produce more stable results where numerical instabilities are avoided.  

 

Table C. 1: Cases for hydraulic conductivity parametric study 

 

 Case 1 Case 2 Case 3 

Depth (m) 

Hydraulic 

conductivity 

(m/s) 

Hydraulic 

conductivity 

(m/s) 

Hydraulic 

conductivity 

(m/s) 

0 - 0.6 5E-08 9E-05 9E-05 

0.6 -1 5E-08 7E-06 6E-07 

1 - 1.25 5E-08 6E-07 6E-07 

1.25 - 1.65 5E-08 1E-06 2E-05 

1.65 - 1.9 5E-08 2E-05 2E-05 

1.9 - 3.3 5E-05 2E-05 2E-05 

3.3 - 10 5E-05 7E-05 7E-05 

 

 

 

 

 

 

 

 

 

 

Figure C. 2: Evolution of ru at control point 4P for different hydraulic conductivities 
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Figure C. 3: Evolution of ru at control point 6P for different hydraulic conductivities 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure C. 4: Evolution of ru at control point 5P for different hydraulic conductivities 
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Figure C. 5: Evolution of ru at control point 9P for different hydraulic conductivities 

 

 

 

 

 

 

 

 

 

 

 

 

Figure C. 6: Evolution of ru at control point 1P for different hydraulic conductivities 
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2. Parametric study for the shear modulus 

 

As explained in section 2.8.8, three cases of shear modulus are considered: lower range of 

G from DPCH 35261, higher range of G from DPCH 35269 and average values of G. The 

results obtained for a cyclic shear stress of 15 kPa and a Poisson’s ratio of 0.45 are provided 

in Figure C. 7 and they are compared to the unimproved in-situ profile (6-NS-2).  

 

 

 

Figure C. 7: Shear modulus calibration for a Poisson’s ratio = 0.45 and cyclic shear 

stress of 15 kPa  

 

Three cases of Poisson’s ratio values are then considered: 0.48, 0.45, and 0.40 and the 

results are shown in Figure C. 8. 

 

The case of average G values is adopted and the shear strain profiles obtained for 5, 15 and 

25 kPa for different Poisson’s ratio values are provided in Figure C. 9. The in-situ strain 

profile is not available for a load of 25 kPa and is therefore missing from Figure C. 9. 
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Figure C. 8: Poisson's ratio calibration for a cyclic shear stress of 15 kPa, using G values from DPCH 35261 (left), DPCH 

35269 (right), and averaged values (middle) 
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Figure C. 9: Poisson’s Ratio calibration for average G values and cyclic shear stresses of 5, 15 and 25 kPa, using average G 

values from DPCH 35261 and DPCH 35269.
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2.7 Appendix D: Vertical Stress, Pore Pressure, and Volumetric Strain 

Distributions for the Unreinforced FD Model 
 

1. Numerical results after the gravity loading (Stage 1) 

 

The total and effective vertical stress, and pore pressure distributions after the application 

of the gravity loading are provided in Figure D. 1, Figure D. 2, and Figure D. 3 respectively. 

Note that a description of the sign conventions in FLAC v.8 relevant to the output results 

is provided in Appendix F. 

 

 
 

Figure D. 1: Total vertical stress distribution after gravity loading  

 

 

 
 

Figure D. 2: Effective vertical stress distribution after gravity loading  

 

 



 

 

74 

 
 

Figure D. 3: Pore pressure distribution after gravity loading 

 

2. Numerical results after the application of vertical loading (Stage 2) 

 

The total and effective vertical stress, pore pressure, and volumetric strain distributions 

after the application of the vertical loading (46 kPa) are provided in Figure D. 4, Figure D. 

5, Figure D. 6, and Figure D. 7 respectively. Vertical stresses increase as a result of the 

vertical loading. The pore water pressure distribution presents a hydrostatic profile and is 

identical to the one presented in Figure D. 3 since the excess of pore water pressure 

generated by the external load is fully dissipated. Negative volumetric strains decreasing 

with depth are generated under the baseplate as a result of the consolidation process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure D. 4: Total Vertical stress distribution after the application of vertical 

loading 
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Figure D. 5: Effective vertical stress distribution after the application of vertical 

loading 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure D. 6: Pore pressure distribution after the application of vertical loading 

 

 
 

Figure D. 7: Volumetric strain distribution after the application of vertical loading 
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3. Numerical results after the application of the cyclic shear load (Stage 3) 

 

The total and effective vertical stress and pore pressure after the application of the cyclic 

horizontal loading are provided in Figure D. 8, Figure D. 9, and Figure D. 10 respectively, 

for cyclic shear stresses of 25 kPa and 2.5 kPa. Generation of pore pressure takes place 

especially under the baseplate causing a decrease in the effective stresses in this area. 

 

    (a)      (b) 

Figure D. 8: Total vertical stress distribution after a cyclic shear stress of (a) 25 kPa; 

and (b) 2.5 kPa 

 

  (a)      (b) 
 

Figure D. 9: Effective vertical stress distribution after a cyclic shear stress of (a) 25 

kPa; and (b) 2.5 kPa 
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   (a)      (b) 

 

Figure D. 10: Pore pressure distribution after a cyclic shear stress of (a) 25 kPa; and 

(b) 2.5 kPa 
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2.8 Appendix E: Shear Velocity Profile for Deconvolution Analysis 
 

The shear velocity profile is estimated using the Christchurch specific CPT-Vs correlation 

provided by McGann et al. (2014): 

0.144 0.0832 0.27818.4s c sV q f z  

CPT-Bex-14 with a maximum depth of 39.2 m is the deepest CPT sounding available in 

the vicinity of Site 6. qc and fs are therefore obtained from CPT-Bex-14 and Vs are 

calculated and plotted against the elevation. The Vs profile as well as the digitized profile 

used in Strata for the deconvolution analysis are provided in Figure E. 1. The maximum Vs 

value estimated at an elevation of 38 m is around 332 m/s.  

 

 

 

Figure E. 1: Vs profile estimated for the deconvolution analysis 
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2.9 Appendix F: Sign Conventions and System of Units in FLAC v.8 
 

A description of the sign conventions in FLAC v.8 relevant to the output results is provided 

in Table F. 1 and Figure F. 1. 

 

Table F. 1: Sign conventions for direct stress and strain and pore pressure in FLAC 

v.8 

 

Parameter Positive Sign Negative Sign 

Direct Stress Tension Compression 

Direct Strain Extension Compression 

Pore pressure Compression Tension 

 

Sign conventions for shear strains follow the convention of shear stresses, which are 

positive when they act as shown in Figure F. 1. The distortion associated with shear strains 

are also presented in Figure F. 1. 

 
 

Figure F. 1: Sign convention for positive shear stress and distortion associated with 

positive shear strain (After FLAC Manual v.8). 

 

Table F. 2 summarizes the set of system units for input and output parameters in the FLAC 

analysis.  

 

Table F. 2: System units in the FLAC analysis 

 

Parameter Unit 

Length m 

Density kg/m3 

Stress Pa 

Gravity m/sec2 

Water Bulk Modulus Pa 

 


