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On Improving the Security of Virtualized Systems through Uniker-
nelized Driver Domain and Virtual Machine Monitor Compartmen-
talization and Specialization

A K M Fazla Mehrab

(ABSTRACT)

Virtualization is the backbone of cloud infrastructures. Its core subsystems include hyper-

visors and virtual machine monitors (VMMs). They ensure the isolation and security of

co-existent virtual machines (VMs) running on the same physical machine. Traditionally,

driver domains – isolated VMs in a hypervisor such as Xen that run device drivers – use

general-purpose full-featured OSs (e.g., Linux), which has a large attack surface, evident by

the increasing number of their common vulnerabilities and exposures (CVEs). We argue

for using the unikernel operating system (OS) model for driver domains. In this model, a

single application is statically compiled together with the minimum necessary kernel code

and libraries to produce a single address-space image, reducing code size by as much as one

order of magnitude, which yields security benefits.

We develop a driver domain OS, called Kite, using NetBSD OS’s rumprun unikernel. Since

rumprun is directly based on NetBSD’s code, it allows us to leverage NetBSD’s large collec-

tion of device drivers, including highly specialized ones such as Amazon ENA. Kite’s design

overcomes several significant challenges including Xen’s limited para-virtualization (PV) I/O

support in rumprun, lack of Xen backend drivers which prevents rumprun from being used

as a driver domain OS, and NetBSD’s lack of support for running driver domains in Xen. We

instantiate Kite for the two most widely used I/O devices, storage and network, by designing



and implementing the storage backend and network backend drivers. Our evaluations re-

veal that Kite achieves competitive performance to a Linux-based driver domain while using

10x fewer system calls, mitigates a set of CVEs, and retains all the benefits of unikernels

including a reduced number of return-oriented programming (ROP) gadgets and advanced

gadget-related metrics.

General-purpose VMMs include a large number of components that may not be used in

many VM configurations, resulting in a large attack surface. In addition, they lack intra-

VMM isolation, which degrades security: vulnerabilities in one VMM component can be

exploited to compromise other components or that of the host OS and other VMs (by privi-

lege escalation). To mitigate these security challenges, we develop principles for VMM com-

partmentalization and specialization. We construct a prototype, called Redwood, embodying

those principles. Redwood is built by extending Cloud Hypervisor and compartmentalizes

thirteen critical components (i.e., virtual I/O devices) using Intel MPK, a hardware primi-

tive available in Intel CPUs. Redwood has fifteen fine-grained modules, each representing a

single feature, which increases its configurability and flexibility. Our evaluations reveal that

Redwood is as performant as the baseline Cloud Hypervisor, has a 50% smaller VMM image

size and 50% fewer ROP gadgets, and is resilient to an array of CVEs.

I/O acceleration architectures, such as Data Plane Development Kit (DPDK) enhance VM

performance by moving the data plane from the VMM to a separate userspace application.

Since the VMM must share its VMs’ sensitive information with accelerated applications,

it can potentially degrade security. The dissertation’s final contribution is the compart-

mentalization of a VM’s sensitive data within an accelerated application using the Intel

MPK hardware primitive. Our evaluations reveal that the technique does not cause any

degradation in I/O performance and mitigates potential attacks and a class of CVEs.



On Improving the Security of Virtualized Systems through Uniker-
nelized Driver Domain and Virtual Machine Monitor Compartmen-
talization and Specialization

A K M Fazla Mehrab

(GENERAL AUDIENCE ABSTRACT)

Instead of using software on a local device like a laptop or a mobile phone, consumers can

access the same services from a remote high-end computer through high-speed Internet. This

paradigm shift in computing is enabled by a remote computing infrastructure known as the

“cloud,” wherein networked server computers are deployed to execute third-party applica-

tions, often untrusted. Multiple applications are consolidated on the same server to save

computer resources, but this can compromise security: a malicious application can steal co-

existent applications’ sensitive data. To enable resource consolidation and mitigate security

attacks, applications are executed using a virtual machine (VM) – an abstract machine that

runs its own operating system (OS). Multiple VMs run on a single physical machine using

two software systems: hypervisor and virtual machine monitor (VMM). They ensure that

VMs are spatially isolated from each other, localizing security attacks. This dissertation

focuses on enhancing the security of hypervisors and VMMs.

The hypervisor and VMM have multiple responsibilities toward supporting the OS run-

ning on the physical computer and VMs. The OS runs software called device drivers, which

communicate with input-output (I/O) hardware such as network and storage devices. Device

drivers, usually written by third-party and I/O device manufacturers, are highly vulnerable

to security attacks. To mitigate such attacks, device drivers are often run inside special VMs,



called driver domains. State-of-the-art driver domains use a general-purpose full-featured

OS such as Linux, which has a large code base (in the tens of millions of lines of code) and

thus, a large attack surface. To address this security challenge, the dissertation proposes

using lightweight, single-purpose VMs called unikernels, as driver domain OSs. Their code

size is smaller than that of full-featured OSs by as much as one order of magnitude, which

yields security benefits.

We design and develop a unikernel-based driver domain, called Kite, for network and storage

I/O devices. Kite uses NetBSD OS’s rumprun unikernel for creating a driver domain OS.

Using rumprun unikernel as a driver domain OS requires overcoming many technical chal-

lenges including a lack of support in a popular hypervisor such as Xen for performing I/O

operations and communicating with rumprun, among others. Kite’s design overcomes these

challenges. Our empirical studies reveal that Kite is ten times less likely to be affected by

future attacks and ten times faster to start than existing solutions for driver domains. At

the same time, Kite domains match the performance of state-of-the-art driver domain OSs

such as Linux.

The hypervisor and VMM are responsible for creating VMs and providing resources such

as memory, processing power, and hardware device access. Existing VMMs are designed to

be versatile. Thus, they include a large number of components that may not be used in

many VM configurations, resulting in a large attack surface. In addition, VMM components

are not well spatially separated from each other. Thus, vulnerabilities in one component

can be exploited to compromise other components. To address these security challenges,

the dissertation proposes a set of principles for i) customizing a VMM for each VM’s needs,

instead of using one VMM for all VMs, and ii) strongly isolating VMM components from

each other. We realize these principles in a prototype implementation called Redwood. Red-



wood is highly configurable and separates critical I/O components from each other using a

hardware primitive. Our evaluations reveal that Redwood significantly reduces the VMM’s

size and VMM’s vulnerabilities while maintaining performance.

To enhance VM performance, I/O acceleration software is often used that eliminates commu-

nication overheads in the VMM. To do so, the VMM must share VMs’ sensitive information

with accelerated applications, which can potentially degrade security. The dissertation’s

final contribution is a technique that strongly isolates and limits access to sensitive informa-

tion in the application using a hardware primitive. Our evaluations reveal that the technique

improves security by localizing attacks without sacrificing performance.
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Chapter 1

Introduction

Cloud infrastructures run thousands of server machines, each of which facilitates a multi-

tenant environment so that different applications with varying resource requirements can

execute seamlessly and transparently. Such an environment should isolate tenants from one

another in order to ensure data and execution integrity. A separate virtual machine (VM),

equipped with the necessary resources and capable of running the preferred operating system

(OS), is often allocated per tenant so that each tenant’s workload can be executed securely

and (usually) with no modifications. The ability to execute many VMs simultaneously on

the same server, with strong isolation between them and the relative ease of managing their

resources has made virtualization technology the backbone of modern cloud infrastructures.

Hypervisors and virtual machine monitors (VMMs) are essential components that enable

virtualization. They are often described interchangeably due to their overlapping and in-

terdependent responsibilities. In this dissertation, we use the term hypervisor to refer to

software that performs core operations such as scheduling and resource allocation while run-

ning on bare metal (e.g., XEN [49], VMware ESX [104]) or that utilizes a host OS (e.g.,

KVM [76], VirtualBox [135]) for virtualization. We use the term VMM to refer to soft-

ware that performs other essential virtualization operations with the help of a hypervisor.

Examples include QEMU [66], Firecracker [118], and Cloud Hypervisor [45].

The role of VMMs varies depending on the hypervisor being used, due to differences in

architecture among hypervisors. For example, QEMU with KVM can create a VM, allocate

1
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Figure 1.1: CVEs for drivers during 2001–2019 [41].

memory and virtual CPUs (vCPUs), help boot a guest OS, emulate virtual I/O devices,

migrate VMs between servers, and stop VMs. Therefore, VMMs have a significant role in

ensuring functionality, flexibility, performance, security, and reliability in any virtualization

environment. In contrast, QEMU is only required for device emulation when using Xen in

the hardware virtual machine (HVM) mode. Although hypervisors and VMMs are critical

for VM-level isolation, they contribute to the size of the trusted computing base (TCB).

Virtualization ecosystems must provide efficient and secure access to network and storage

I/O devices. To that end, hypervisors such as Xen [49], which is used by Amazon EC2 [39]

and Rackspace cloud servers [43], have developed a number of solutions over the years. First,

network and storage I/O are exposed to guest OSs via efficient para-virtualized (PV) drivers

which communicate with the corresponding physical device drivers. Second, a physical device

driver (e.g., a network or storage driver) can be executed in a separate driver domain [140]

for more effective load balancing and enhanced security. Isolating drivers in separate VMs

is especially important as the number of common vulnerabilities and exposures (CVEs) for

drivers continue to surge across different OSs (see Figure 1.1).
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Driver domains are special guest OSs, which run inside isolated VMs. They are often ad-

vocated for enhanced isolation and security [114]: they can be used to house certain classes

of device drivers. Thus, instead of running device drivers in privileged service VMs such

as Xen’s administrative OS, called Dom0 [6], where a potential driver vulnerability can be

catastrophic for the entire system, they are isolated in driver domains. By removing the

drivers from Dom0, Dom0’s attack surface is also reduced, further increasing security.

A downside of service VMs is that they are relatively heavy-weight as they usually run a

general-purpose, full-featured OS such as Linux. Such VMs are cumbersome for deployment

and upgrades. Linux is designed to support many subsystems (e.g., audio, video, USB) as

well as user-space libraries, tools, daemons, and configuration scripts that are irrelevant to

network or storage drivers alone, and yet, they all need to be properly maintained when

Linux runs as a driver domain. Case in point: Ubuntu Server 18.04’s image is ≈1GB; the

kernel alone, without any modules, is ≈50MB [11].

General-purpose OSs are also not ideal for security as they expose a potentially large attack

surface, which is undesirable for systems with a greater degree of resource sharing such as

Amazon EC2. Even special stripped-down distributions, though rarely used in practice, still

have large memory footprints, which add up in enterprise-scale bare-metal cloud systems

that handle many I/O devices. Moreover, it is simply impossible to reduce the number of

system calls since many of them (e.g., clone, exec, file I/O, etc) are essential for running a

Linux-based OS. In Chapter 10, we show that the number of required Linux system calls for

running a driver domain is as high as 171.

On the other hand, VMM instances contribute to the TCB size as they run as userspace

processes in the host/administrative OS. VMM bugs are a significant concern due to their

potential to compromise the main security benefit of virtualization. Many vulnerabilities

related to VMMs are reported year-round, with QEMU being a particularly high-profile
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example. In fact, we analyzed and categorized 443 QEMU CVEs reported from 2007 to

2022; Figure 1.2a shows the results. These vulnerabilities, which include denial of service

(DoS), memory overflow, and arbitrary code execution attacks represent a variety of security

flaws that require different security measures for mitigation.

Many of these bugs arise from improper memory handlings, such as null pointer derefer-

encing, use-after-free, and out-of-bound access, which are common in software written in C,

a language that lacks many safety features. Rust, a language that features type systems

and supports ownership models can help prevent many of these vulnerabilities. However,

no language can guarantee complete safety because human error can occur during software

development. For example, hundreds of CVEs have been reported for Rust, despite it being

a relatively newer language. Furthermore, memory safety techniques are often not sufficient

to mitigate all vulnerabilities. For instance, an incomplete validation in the Rust-based

Firecracker VMM led to CVE-2019-18960 [12], which could potentially allow attackers to

perform memory manipulation or remote code execution exploits.
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Figure 1.2b categorizes 61 high-impact QEMU CVEs with a minimum score1 of 6.5. Only

18% of these CVEs can be mitigated using memory safety techniques that prevent memory

overflow. However, memory safety techniques alone cannot mitigate the rest of the CVEs, as

21% of them involve arbitrary code execution, and 61% involve both arbitrary code execution

and memory overflow vulnerabilities. Therefore, enhanced security primitives are required

to prevent a significant number of severe vulnerabilities.

1.1 The Unikernel Operating System Model

Unikernels [57, 82, 84, 86, 87, 95, 98, 99, 110, 144] are lightweight OSs designed specifically

for cloud systems and run atop a hypervisor in separate VMs. They are, by design, capable

of running only a single application. In contrast to general-purpose full-featured OSs, in

unikernels, a single application is statically compiled together with the minimum necessary

kernel code and libraries to produce a single address-space image – a form of library OS [48].

In contrast, the traditional VM model includes a full-featured guest OS, which includes

a large number of subsystems that may not be used by guest applications. Figure 1.3

illustrates this contrast. Examples of unikernels include HermitCore [87], MirageOS [95, 96],

rumprun [82], HermiTux [105], Lupine Linux [86], and IncludeOS [57], among others.

The unikernel model has several advantages. Since only select OS components are included

with the application, their code size and memory footprints are significantly smaller, which

also reduces their boot times. (This is potentially important if fast failure recovery through

VM restarts is desired.) Figure 1.4 compares the image size, boot times, and system calls of

the Kite [100], an unikernelized driver domain proposed in this dissertation, against Ubuntu

Linux. In this figure, Kite encapsulates a rumprun-based [82] network driver domain that
1The Common Vulnerability Scoring System (CVSS) is a method for describing the severity of a vulner-

ability using a single numerical score [40]. Higher the number, the greater the severity.
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Figure 1.3: Traditional VM model versus the unikernel VM model.

we designed (Chapter 6) and implemented (Chapter 7), and Ubuntu Linux does not run any

application. This figure reveals rumprun’s significant savings on memory image size and

boot times – by one order of magnitude.
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Figure 1.4: Kite and Ubuntu network domain: image size, boot time, and syscall comparison.

Unikernels also have a performance advantage. Since OS components are compiled together

with the application in a single address space, system calls are converted to common function

calls, a feature that can reduce system call latency by up to one order of magnitude [105],

leading to performance improvement of up to 33% for OS-intensive applications [86].

Unfortunately, unikernels are designed only for user-space applications and are unsuitable

for driver domains. In this dissertation, we explore the use of unikernels for driver domains.
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We use the rumprun unikernel [82] for this purpose. The key feature of rumprun is that it

is directly based on NetBSD OS’s code [28], which makes it possible to leverage NetBSD’s

large collection of device drivers, including highly specialized ones such as Amazon ENA [9].

In fact, NetBSD device drivers can run inside a rumprun unikernel instance out-of-the-box.

Compared to Linux, a rumprun unikernel image is minimalistic: it can be as small as 22MB.

This small code size yields an important security advantage: potentially fewer security vul-

nerabilities. Figure 1.5 compares the number of ROP gadgets [119], measured using the

Ropper tool [24], for rumprun, vanilla Linux kernel with the default configuration, CentOS

8, Fedora Rawhide (05/2020), Ubuntu 18.04, and Debian 10.4 kernel images with their as-

sociated kernel modules. The number of ROP gadgets is one quantitative metric that is

often used to evaluate security vulnerability [70]: smaller the number of gadgets, the greater

is the difficulty for an attacker, broadly described, to find appropriate gadgets to launch

an exploit2. Figure 1.5 demonstrates that rumprun has a substantially smaller number of

gadgets than any of the Linux configurations. Assuming that NetBSD’s code quality is on

par with that of Linux, this figure also indicates the potential for improved security more

generally, as rumprun’s attack surface is also proportionally reduced compared to that of

full-featured OSs.

Recent versions of rumprun [103] were extended to support multi-core systems and hardware-

assisted virtualization in Xen, which makes it even more attractive as a driver domain

OS. However, using rumprun as a driver domain OS requires overcoming several significant

challenges. Xen’s PV I/O support is very minimalistic in rumprun. Rumprun lacks Xen

backend drivers. Thus, rumprun can be used only as a regular unikernel, but not as a driver

domain. Moreover, NetBSD cannot run driver domains in Xen.

2We only use the number of ROP gadgets as a simple indicator of the likelihood of security vulnerabilities.
Recent works [58] have demonstrated that other metrics (related to ROP gadgets) are more robust indicators.
We defer such metrics to Chapter 10 and 14.
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Figure 1.5: ROP gadget comparison. For a detailed gadget breakdown of rumprun/Kite and
advanced gadget metrics, see Chapters 10 and 14.

We overcome these challenges developing a rumprun-based, driver-domain OS called Kite [100].

We instantiate Kite for the two most used devices, storage and network, by designing and

implementing the storage backend (blkback) and network backend (netback) drivers, re-

spectively. To understand the effectiveness of our implementations, we conduct extensive

experimental studies using well-known benchmarks and applications. Our results reveal

that our rumprun driver domains provide competitive performance to that of a Linux-based

driver domain, while retaining all the benefits of unikernels such as reduced number of ROP

gadgets, smaller image and code sizes, and faster boot time.

1.2 VMM’s Security Threats in Clouds

Modern cloud applications have a range of safety and performance requirements. However, a

rigid VMM design and configuration for every VM may not provide effective safety in many

scenarios. For example, the QEMU emulator provides a floppy drive controller (FDC), even

though most workloads do not use floppy devices nowadays. The VENOM vulnerability [7],

which is present in the FDC may allow a guest user to crash the VM or execute arbitrary
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code on the host with the privileges of the QEMU process, regardless of a VM’s need for

this device. This means that a faulty implementation can pose a significant security risk to

the entire virtualization ecosystem.

Therefore, it is crucial to have a flexible per-VM specialization for the VMM in order to

minimize the attack surface. Although various VMMs exist with a variety of features, they

lack the ability to be easily customized. This causes VMs to use generic VMMs with many

irrelevant default features, resulting in a larger attack surface. To overcome this problem,

it is essential to design and develop a modular and configurable VMM that minimizes the

TCB in cloud infrastructures. Creating such a VMM from scratch is challenging because it

requires substantial expertise and engineering effort. On the other hand, the rigid design of

generic VMMs makes it difficult to achieve a customized, minimal VMM for specific VMs.

Even if unwanted features are removed by specializing a VMM, it does not ensure that

the VMM is safe from attacks because of existing bugs in its remaining implementation.

The lack of security primitives in current VMMs to enforce separation between components

makes them susceptible to exploitation. Therefore, an attacker can manipulate one part

of the VMM by exploiting a vulnerability in another part. Moreover, since VMMs run as

userspace processes on the host, attackers can exploit bugs in a VMM to gain the VMM

process’s privilege to harm the host OS and other VMs.

By using isolation mechanisms to compartmentalize unrelated modules, it is possible to pre-

vent unauthorized access and restrict the damage caused by a security breach. Implementing

this type of compartmentalization in a VMM requires careful design and implementation.

Determining when to grant and restrict access to compartments requires a thorough evalu-

ation of the interactions between different parts of the VMM.

CPU manufacturers and researchers are introducing new isolation mechanisms to improve
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or replace traditional ones [35, 67, 69, 90, 124, 129]. Some of these techniques prioritize

security at the expense of performance [77, 85, 117, 131], while others focus on boosting

performance over security. Furthermore, not all isolation techniques are appropriate for use

within a VMM. The challenge lies in finding an isolation technique that can achieve the

necessary level of compartmentalization within a VMM without sacrificing the performance

of VMs.

To overcome these security concerns and mitigation challenges, we have developed methods

for compartmentalizing and specializing VMMs in order to improve cloud security. Our

prototype, called Redwood, extends Cloud Hypervisor [45], an open-source VMM written in

Rust, for running modern cloud workloads. We have identified thirteen crucial components

of Cloud Hypervisor, such as virtual devices, and compartmentalized them in Redwood

using Intel memory protection keys (MPKs) [67] on x86 servers. This isolation helps prevent

unauthorized access to virtual devices or limits attackers’ ability to exploit vulnerabilities

to compromise other devices or execute arbitrary code. Redwood has fifteen fine-grained

modules, each representing a single feature, making it highly configurable and flexible. As

a result, a VMM image size can be significantly reduced at build time by including features

that are necessary only for running a particular VM. Furthermore, we extend Redwood’s

support for running unikernels.

1.3 I/O Acceleration for VMs

I/O acceleration architectures, such as Data Plane Development Kit (DPDK) [128] and

Storage Performance Development Kit (SPDK) [123], can enhance the performance of VMs

with high throughput when used with VMMs. These architectures involve moving the data

plane from the VMM to a separate userspace DPDK or SPDK application on the host. This
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technique allows for increased I/O performance but poses a security risk, as the VMM must

share sensitive information about its VMs with the accelerated DPDK or SPDK application.

Thus, the accelerated application can become an appealing hotspot for attackers, as it may

contain information of multiple VMs. To mitigate this risk, we propose implementing a

solution that isolates each VM’s information within the accelerated application. This way,

even if an attacker were to compromise the accelerated application, the information for each

VM would remain protected.

1.4 Summary of Research Contributions

The dissertation’s first contribution is a unikernelized driver domain OS called Kite, which

is instantiated for the two most basic and necessary devices: storage and network. The

dissertation’s second contribution includes new VMM design principles for improving cloud

security, and specialization and compartmentalization techniques that realize these princi-

ples. These principles are demonstrated by constructing a prototype called Redwood. The

dissertation’s third and final contribution includes isolation techniques for mitigating exploits

that leverage vulnerabilities in I/O acceleration architectures used for VMs.

We now summarize these contributions.

1.4.1 Kite: Unikernelized Storage Domain

Most guest VMs need storage device drivers. PV storage drivers are one of the most common

drivers used by guest VMs because of faster I/O processing than emulation. We present the

Kite storage domain, an effort to design an unikernelized storage driver domain, aiming for

security advantages while preserving performance benefits.
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Kite uses the rumprun unikernel, which allows leveraging physical storage drivers from the

NetBSD OS. However, a PV storage device needs a blkback driver in the driver domain to

communicate and transfer data between the physical storage and the guest VM through its

storage frontend (blkfront). We design and implement the blkback driver. Our experi-

mental evaluations reveal that the Kite storage domain is as performant as Linux, one of the

most widely used commodity OS for servers and desktops. Importantly, the Kite storage

domain’s exposed attack surface is only a fraction of a counterpart Linux domain.

1.4.2 Kite: Unikernelized Network Domain

Networking is one of the widely used functionalities for guest VMs. PV networking is the

most efficient method for multiplexing one network device between several guests. We design

and implement a rumprun-based Kite network driver domain, which works as a backend for

PV networking and routes networking traffic from guest machines to the physical network

interface card (NIC). We leverage the NIC drivers from NetBSD but implement a netback

driver, which rumprun lacks.

The netback and netfront (network frontend) communicate using two shared memory ring

buffers for receiving and transmitting network packets. Since rumprun lacks rich work queues

and interrupts, we develop a multi-threaded model that helps efficiently handle network

packets with no performance penalty. We also design and implement network bridging

support for netback, which is necessary for forwarding packets from multiple guest OSs

to the physical network adapter. Our evaluations show that the Kite network domain is

as performant as Linux while exposing only a fraction of a corresponding Linux domain’s

attack surface.



1.4. SUMMARY OF RESEARCH CONTRIBUTIONS 13

1.4.3 Redwood: Flexible Secure VMM

VMMs play a crucial role in deploying and managing VMs, providing isolation and security

for VMs running on the same physical machine. However, some parts of the standard

VMM architecture and implementation are prone to vulnerabilities. We present Redwood,

a method for customizing and compartmentalizing VMMs for localizing exploits that may

leverage such vulnerabilities. We have developed Redwood’s prototype based on the open-

source VMM called Cloud Hypervisor. It converts the Cloud Hypervisor into a flexible

VMM and uses the Intel MPK, a hardware feature, to compartmentalize virtual I/O device

instances within the VMM.

Our security analysis includes a CVE analysis and attack surface analysis of the VMM,

showing that Redwood can mitigate various existing CVEs. Additionally, Redwood’s basic

configuration exhibits a 50% smaller VMM image size, a significant reduction in quality and

quantity of gadgets (measured with ropper [24, 25] and GSA-based [37, 58] metrics) compared

to Cloud Hypervisor. The other three Redwood configurations are also significantly compact.

Our evaluations reveal that Redwood is as performant as the original Cloud Hypervisor in

most scenarios.

1.4.4 Vhost User Compartmentalization in DPDK

The DPDK library is employed in conjunction with the OVS application, known as OVS-

DPDK, to enhance the networking capabilities of VMs through the vhost user interface.

This architecture significantly improves the performance of paravirtual network connections.

However, as OVS-DPDK can access the memory of multiple VMs, it can be exploited, causing

leakage of VM data. We develop a compartmentalization technique that isolates sensitive VM

information within the OVS-DPDK application. We develop a prototype implementation of
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the technique utilizing the Intel MPK hardware primitive to protect VMs’ memory.

Our security analysis including CVE analysis demonstrates that the compartmentalization

technique can mitigate potential attacks on the OVS-DPDK application. Our performance

evaluation reveals that the technique does not cause any noticeable performance degradation.

1.5 Dissertation Organization

The rest of the dissertation is organized as follows.

Chapter 2 discusses the relevant background information that is necessary to understand

the dissertation’s research contributions. These include hypervisors, their PV I/O driver

models for network and storage devices, VMMs, the vhost user interface in OVS-DPDK,

rump kernels, the rumprun unikernel, and memory-based isolation techniques.

Chapter 3 summarizes related work on hypervisor and VMM disaggregation techniques,

unikernels, driver domains, and protection key-based memory isolation techniques, and com-

pares and contrasts them with the dissertation’s contributions.

Chapter 4 discusses the challenges associated with unikernelizing the storage driver domain

and the design of the Kite storage domain. Chapter 5 describes the Kite storage domain’s

implementation.

Chapter 6 discusses the challenges of unikernelizing the network driver domain and presents

the design of the Kite network domain. Chapter 7 discusses its implementation.

Chapters 8 and 9 evaluate the Kite storage domain’s and network domain’s performance,

respectively. Chapter 10 evaluates the storage and network domains’ security benefits.

Chapter 11 describes Redwood’s design principles for improving cloud security in VMMs.
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This chapter also discusses the necessary changes to implement these principles through per-

VM specialization and intra-VMM compartmentalization. Chapter 12 presents Redwood’s

prototype, including its implementation for a highly flexible and Intel MPK-based compart-

mentalized VMM, and compartmentalization in OVS-DPDK. Chapters 13 and 14 evaluates

the performance and security of Redwood and the compartmentalized OVS-DPDK.

Finally, Chapter 15 concludes the dissertation and identifies future work in each problem

space of the dissertation’s contributions.



Chapter 2

Background

This chapter discusses concepts relevant to the design and implementation of Kite and Red-

wood. It touches upon hypervisors, such as Xen and KVM, their virtualization approaches,

and the role of VMMs. This chapter also discusses unikernels, rumprun architecture, I/O

accelerators, and memory-based isolation techniques.

Sections 2.1 and 2.2 discuss two popular hypervisors, Xen and KVM, architectures. Xen’s

I/O device model, including the network and storage drivers, are discussed in Sections 2.3,

2.4, 2.5 followed by a discussion on Xen driver domain in Section 2.6. Section 2.7 discusses

the concept and different roles of VMMs. Section 2.8 discusses virtio device models, often

facilitated by VMMs in conjunction with hypervisors like KVM. The relationship between

vhost user devices and DPDK is sketched in Section 2.9. We then discuss the concept

of unikernels, followed by a discussion of using unikernels for the driver domain and the

rationale for choosing the rumprun unikernel in Sections 2.10 and 2.11. Finally, Section 2.12

discusses different techniques of memory-based isolations.

2.1 Xen

Xen is a popular open-source hypervisor [83], which pioneered a concept of “paravirtualiza-

tion’’ by leveraging protection rings of x86-32. These CPUs historically lacked virtualiza-

tion capabilities [112], and Xen’s approach was to modify the target OS kernel so that it

16
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runs on top of a hypervisor. Later, CPUs enabled hardware-assisted virtualization support

through VT-x and AMD-V (or other extensions by non-x86 vendors). Hardware Virtual-

ization Mode (HVM) was proposed and widely adopted by Xen since then. HVM is also

preferable nowadays since it is not affected by recently discovered security vulnerabilities,

such as Meltdown [91]. Figure 2.1a depicts Xen’s architecture. Xen has implementations

for VM creation, memory management, scheduling, etc. The VM that runs administrative

OS is known as Dom0, used for running Xen utilities, such as xl and Xenstore, and device

drivers. The guest VMs in Xen are called DomU.

2.2 KVM

KVM (Kernel-based Virtual Machine) [76] is another open-source hypervisor that uses Linux-

based OSs. KVM is built as a kernel module for Linux, which makes it highly efficient and

secure. The Linux kernel that runs on bare-metal and loads the KVM module is known

as host OS. The virtualization is achieved through hardware virtualization support (such as

Intel VT or AMD-V) on the host system. To provide a complete virtualization solution KVM

relies on the host Linux’s device drivers, memory management, and process management for

resource distributions. KVM also needs help from VMM, which runs as userspace process,

for managing guest VMs.

2.3 Xen I/O Drivers

Traditional I/O device emulation is inefficient due to substantial performance overheads [59].

Xen’s original paravirtualization method proposed to handle I/O through special PV drivers.

PV drivers are also used in the HVM mode as long as the corresponding guest OS is enlight-
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Figure 2.1: Xen hypervisor runs on bare metal hardware, and guest VMs run directly on
the hypervisor layer, where the administrative OS also runs inside a guest VM. Xen has its
implementation for resource distribution and VM management. KVM module converts a
Linux (Host) into a hypervisor, where guest VMs are managed with the help of VMM inside
the host OS that distributes resources between VMs.

ened about Xen’s presence. Other hypervisors, e.g., VMware, Hyper-V, and KVM, similarly

implement faster I/O drivers.

PV drivers in Xen are typically divided into two parts: frontend and backend. The frontend

driver runs in the guest OS, denoted as DomU. The backend driver runs either in Dom0, the

very first (privileged) guest, or in a dedicated driver domain (see Section 2.6).

2.4 Xen Blkfront and Blkback

The PV storage frontend (blkfront) provides an interface to abstract secondary storage.

Therefore, the other part of the OS and applications can use this interface to issue regular

block device operations such as read, write, etc. On the other hand, the PV storage backend

(blkback) is responsible for performing these operations on the real device using the physical

storage device driver. A storage domain should be able to support multiple blkfront from

the same or different guest machines as shown in 2.2.
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Both ends of the PV driver get to know each other’s configurations using the Xenstore

database. The communication between the blkfront and blkback is maintained using Xen’s

shared memory and ring buffer mechanism. The blkfront allocates the shared memory and a

ring buffer, which are used by both ends to transfer data. Using the ring buffer, the blkfront

sends requests with information, like sector number, size, etc., to the blkback for performing

specific kinds of operation on the storage device. On the other hand, the blkback sends

responses upon performing such operations. The storage data is transferred between these

ends using direct memory access (DMA) transfers, known as the grant table mechanism.

2.5 Xen Netfront and Netback

In the case of network interface card (NIC), the frontend (netfront) exposes a virtual network

interface to the network stack of DomU, whereas the backend (netback) talks to the actual

physical NIC. The netfront and netback drivers establish a connection between each other

using Xen-specific mechanisms such as Xenstore and Xenbus. Netfront and netback transfer

data between each other using shared memory ring buffers. As a result, DomU can send

packets to the physical NIC through netfront.

For each netfront, there should be one corresponding netback as shown in Figure 2.2. The

netback and netfront drivers use two shared ring buffers for data exchange, which are allo-

cated by netfront. One ring buffer, Tx, is used for sending packets from netfront to netback.

Another ring buffer, Rx, is used for sending packets from netback to netfront.

As shown in Figure 6.1, there are multiple netbacks with multiple DomUs. One way to

share the same physical NIC is to use bridging by connecting all netbacks to a bridge. The

network bridge, which is connected to the physical NIC, routes packets between netbacks

and the physical NIC as well as across different netbacks. Each netback is assigned its own
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Figure 2.2: Xen’s PV I/O device driver model.

IP address on the network.

2.6 Xen Driver Domain

Xen’s privileged Dom0 domain runs device drivers and performs many critical system tasks.

To offload Dom0, driver domains, special unprivileged guest OSs which run device drivers,

are often used. Driver domains also increase isolation and overall system security since

potentially vulnerable drivers are isolated from Dom0. Driver domains have direct access to

the underlying hardware by using PCI passthrough capabilities of the hypervisor. They are

more typical for networking, where the netback driver runs inside a separate VM rather than

Dom0. Although storage also has corresponding blkfront-blkback I/O drivers, they seem to

be deployed in Dom0 for typical setups.
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The use of driver domains is exemplified by Qubes OS [114], an OS which runs individual

Linux instances for each group of applications in VMs atop of Xen to provide very strong

security. Qubes OS uses network driver domains to strongly isolate network device drivers

from the system. For stronger isolation, Qubes OS also takes advantage of I/O memory

management unit (IOMMU) [47, 79], which we also support in our design. Full-fledged

IOMMU support needs HVM; it safely remaps interrupts and memory addresses to protect

against both malicious (or faulty) devices and vulnerable (or buggy) device drivers.

By moving device drivers to a separate domain, Dom0’s attack surface reduces. As a result,

any error or exploit in the corresponding code will not affect Dom0, and the Xen admin-

istrative interface to other guest OSs remains uninterrupted. Though other open-source

virtualization technologies such as KVM support faster I/O, they do not yet implement

driver domains, unlike Xen.

In this dissertation, we propose to use a unikernel for Xen driver domains. By using a

light-weight unikernel, we are able to reduce memory footprints as well as reduce the attack

surface of driver domains.

2.7 Virtual Machine Monitor

A VMM is a software run in host OS which plays vital roles in virtualization technology.

There are many well-know VMMs such as QEMU, Firecracker, Cloud Hypervisor, kvmtool,

etc., that work with KVM. The main roles of a VMM include:

• Resource abstraction: A VMM helps provide virtual resources to guest VMs. It

abstracts the physical resources of a host machine, such as CPU, memory, and I/O

devices, with the help of a hypervisor and hardware virtualization support.
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• Resource allocation: A VMM dynamically allocates physical resources to guest OSs

to serve the needs of each VM. With the help of a hypervisor and host, a VMM manages

the use of resources across multiple VMs and ensures that each VM gets the resources

it needs to run efficiently.

• Isolation: It is an essential feature to run multiple VMs on the same physical machine

without risking one VM affecting the others. VMMs share responsibility for providing

isolation between VMs so that each VM runs in an isolated environment.

• Security: Similarly, VMMs should enforce access controls and security policies so that

it is possible to provide security to run sensitive applications in VMs, without risking

security breaches or data theft.

• Performance: VMMs use hardware and software acceleration and other performance

optimization techniques to enable high performance virtualization. They reduces the

virtualization overhead to run VMs with near-native performance.

• I/O virtualization: VMMs offer emulated and PV I/O devices to the guest VMs,

making it possible to share I/O resources between multiple VMs and improve VMs’

I/O performance. There are multiple I/O schemes. Some of them are discussed in 2.8.

• VM Migration: This is necessary for high availability, disaster recovery, and load

balancing. Some VMMs support migration, which allows VMs to be moved from one

physical host to another without downtime.

• Snapshots: It allows users to save the state of a VM at runtime and restore it later

if needed to resume the VM from that state. Snapshotting can be helpful for testing,

development, and bug detection when testing new software or configurations.
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2.8 Virtio PV Devices

A major role of a VMM is managing I/O for VMs. Emulating traditional I/O devices can

be inefficient due to significant performance penalty [59]. To improve performance, VMMs

offer special PV I/O devices. Virtio [113, 130] is a specification for PV devices that provides

an interface for software to manage and exchange information. PV devices can be exposed

to the emulated environment through PCI, memory mapping I/O, and S/390 channel I/O.

Some communication tasks, such as device discovery, are delegated to these methods.
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Figure 2.3: Different modes of virtio devices.

A virtio device runs on the host and translates signals between the virtio driver and the

virtio data plane. It can handle both physical devices (like a NIC) and virtual devices (like

a virtual NIC). The virtio driver in the VM communicates with the virtio device according

to the virtio specification. It performs tasks such as detecting a device, allocating shared

memory for communication, starting the device using the virtio protocol, and maintaining

communication with the virtio device. The virtio-device and virtio-driver concept is inspired

by Xen’s PV backend and frontend, respectively.
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The device and driver communicate using virtqueues and notifications. Virtqueues are

queues of guest buffers that the host reads from or writes to, then returns to the guest.

The memory of these queues is arranged in a circular ring known as a virtring or vring.

Driver notifications from the guest VM are transported to KVM interruptions via methods

such as PCI, halting the guest’s processor and transferring control to the host. The device

notifications, on the other hand, are a type of IOCTL that the host sends to the KVM

device. Information about virtqueues can be obtained by QEMU through shared memory.

There are several ways virtio devices can operate, depending on where the device’s data plane

is located. When the VMM handles both the data plane and control plane operations, it is

referred to as a virtio device, such as virtio-net for networking. If the VMM delegates the

data plane to the kernel, the device is called a vhost device, such as vhost-net for networking.

When the VMM offloads the data plane to a separate user-space process on the host, it is

called a vhost-user device, such as vhost-user-net for networking. Figure 2.3 depicts these

variations. Each has its benefits and drawbacks in terms of security and performance, but

these discussions are beyond the scope of this dissertation. A modern VMM should support

all variations so that workloads can choose the one that best meets their needs.

2.9 OVS-DPDK Vhost User

Open virtual switch (OVS) is an open-source software switch designed for virtualized envi-

ronments. To eliminate the context switching between kernel and userspace while exchanging

packets between two userspace entities connected through the switch, OVS can run its for-

warding table in userspace.

DPDK is a library that helps speed up packet processing in data plane applications. It

works by allocating resources to dedicated logical processing cores before the data plane
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Figure 2.4: OVS-DPDK architecture.

application is called. In contrast to a Linux kernel, which uses a scheduler and interrupts to

switch between processes, DPDK accesses devices through constant polling. This avoids the

overhead of context switching and interrupt processing. DPDK’s poll mode drivers (PMD)

allow packets to be transferred directly between user space and physical interfaces, bypassing

the kernel network stack entirely. This bypassing of the kernel stack and elimination of

interrupt handling can provide a significant performance boost.

It is possible to link an OVS application with DPDK, which offers vhost-user APIs. There-

fore, a VM can connect to an OVS-DPDK application, running in userspace on the same host,

through the vhost-user interface. For each guest VM created on the host, the OVS-DPDK

application can instantiate another vhost-user backend to communicate with the guest’s

virtio driver. As a result, OVS can forward packets between VMs on the same machine

without the overhead of context switching. Furthermore, OVS-DPDK can be configured to

use PMD on the host, and similarly, applications in guests can use DPDK PMD with their

virtio driver to boost performance. Figure 2.4 shows the OVS-DPDK architecture, where

OVS-DPDK runs as a userspace process, serving vhost-user-devices to multiple guest VMs.
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2.10 Unikernel

Unikernels [57, 82, 84, 86, 87, 95, 98, 99] are a type of lightweight OS that is optimized for

use in cloud systems and runs on top of a hypervisor in a separate VM. They are designed

to run a single application and are created by statically compiling the application with the

minimum necessary kernel code and libraries into a single-address-space image. This reduces

the code and memory footprint, making the attack surface smaller, and eliminates the need

for context switching, allowing system calls to be made as ordinary function calls, which can

improve performance. Despite their minimalistic nature, unikernels are run by full-fledged

VMMs like QEMU. To embrace minimalism, our prototype minimal VMM includes support

for unikernels.

2.11 Rump Kernels and Rumprun

For the network and storage driver domains, we need a unikernel capable of running many

device drivers. A fair number of non-compatible network (such as Ethernet [88], Wireless

LAN [44], etc) and storage (such as PATA, SATA, SCSI, and NVMe) controllers must be

supported. Because porting incurs non-trivial engineering effort, we need a unikernel that

can reuse existing drivers.

NetBSD [28], a well-known general-purpose OS, has a unique property in that all its core

kernel components are refactored into anykernel components. The anykernel concept implies

that these components can be used in any context, e.g., a device driver can be executed in a

user thread. A special rump kernel glue layer enables the reuse of the anykernel components

outside of the NetBSD kernel.
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Rumprun is a unikernel that leverages rump kernels such that it can potentially reuse any

NetBSD device driver. Figure 2.5 shows the rumprun software stack, which consists of the

platform-specific layer (Xen) and bare metal kernel (BMK) layer, which implements thread

management, scheduling, interrupts, and memory management. A special rumpuser layer

implements an interface (known as “hypercalls”, which are not to be confused with Xen’s

hypercalls) for the rump kernel components to communicate with the BMK layer. This

dissertation reuses other NetBSD components, such as the TCP stack and vnode block

device interface that are denoted as ‘Faction.’

The layers above the rump kernel consist of relevant libraries and their interface to the rump

kernel. A unikernel application runs on top of the stack. NetBSD system calls from LibC

are replaced with ordinary function calls. Since drivers need semantically similar support

routines they use in NetBSD, the rump kernel contains ‘Base’ which provides support for

memory allocation, thread handling, and locking.
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Although a number of embedded Linux systems exist, we are not aware of a comparable

minimal system that can readily be used for driver domains. Linux-based unikernels [86, 111]

currently lack maturity and flexibility. In contrast, rumprun is stable, and rump kernels are

upstreamed to NetBSD.

2.12 Memory-based Isolation

Memory-based isolation techniques aim to improve software security by isolating different

parts of a program’s memory, preventing them from interfering with each other and reducing

the attack surface. Therefore, these techniques can help prevent data breaches and minimize

the impact of security vulnerabilities [64]. Some of them are discussed below.

• Memory segmentation: Isolated memory in segments. Each segment is given specific

permissions and access controls to prevent unauthorized access and data leakage.

• Virtual memory: Widely used technique in OSs - provides an abstraction on the physi-

cal memory by creating multiple virtual memory spaces for different parts of a program.

Each part is allowed to access only its own allocated memory space. Hardware and

software supports are leveraged for physical to virtual memory mapping.

• Containerization and sandboxing: These techniques use virtual environments to isolate

applications and their dependencies. A separate environment for each application

reduces the risk of data leakage or interference.

• Process isolation: Each program runs as a separate process, with its own memory

space, to prevent one program from interfering with another. Often one program is

divided into multiple processes to enhance isolation, where processes use inter-process

communication or remote procedure calls to synchronize between different parts.
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Each technique has associated advantages and disadvantages. We explore memory-based

techniques for inter-process isolation as this dissertation compartmentalizes VMM compo-

nents. The software fault isolation (SFI) [133] technique uses memory-bound checks to

prevent one component from indirectly accessing the memory of another. It requires code

instrumentation at compile time or binary rewriting. The execution overhead of SFI tech-

niques is up to 42% [85, 117].

Some approaches use hardware page protection for memory isolation [50, 54, 63, 89, 92, 93].

As part of the address translation, hardware checks the access permission, which incurs

no additional overhead on execution. However, changing control between two components

involves a base change in the extended page table (EPT) that requires expensive context

switching. Though light-weight context switching approaches [54, 63, 78, 92, 93] reduces

overhead, the toll is still significant, where the upper limit varies from 10% to 65% [92, 131],

depending on the application and approach.
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Related Work

Several state-of-the-art works share motivations with our work in some aspects. Moreover,

different existing approaches previously attempted to secure virtualization platforms in dif-

ferent ways. On the other hand, unikernels are being used on different hypervisors and

proposed to solve various interesting problems. Similarly, various compartmentalization

techniques are being exercised to improve security in various platforms. In this chapter, we

discuss some existing relevant works on hypervisor and VMM security and unikernel usages.

The discussion of various existing disaggregation techniques for enhancing the security of

virtualization environments is presented in Section 3.1. In Section 3.2, the benefits of using

unikernels in improving cloud infrastructure are discussed. Prior approaches to enhance

driver domains are examined in Section 3.3. Finally, Section 3.4 explores works that leverage

protection keys to benefit from memory-based isolation. Tables 3.1and 3.2 summarize works

related to approaches proposed by Kite [100] and Redwood, respectively.

3.1 Hypervisor Disaggregation Approaches

Hypervisors, which make it possible to run multiple VMs on the same physical machine,

are counted towards a TCB for cloud infrastructures. The Xen hypervisor uses Dom0 as a

control VM. Dom0 is a fully-fledged OS that runs on top of Xen. Unexpected behavior from

Dom0 or Xen can immediately and adversely affect any (DomU) guest OS. Therefore, there

30
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Table 3.1: Prior arts related to Kite’s approach.

Approach Isolation type Disaggregate Driver Domain OS type

Xoar [65] VM 3 3 Full-fledged
QubesOS [114] VM 3 3 Full-fledged
Nexen [120] Memory 3 8 Full-fledged
Murray et al. [102] VM 3 8 Lightweight
LibrettOS [103] VM 8 8 Lightweight
Docker [101] Process 8 8 Lightweight
Kite VM 3 3 Lightweight

have been several efforts [65, 102, 120] for splitting Xen responsibilities, so that an exploited

or failed component does not affect other components.

Xoar [65] disaggregates Dom0 functionality into nine types of service VMs, each having

different responsibilities. Two of them, PCI backend and bootstrapper, run on top of nanOS,

a lightweight OS, destroyed after initialization. Among other service VMs are network driver

domain and block driver domain. Driver domains execute corresponding backend drivers.

Xoar allocates one backend driver for each frontend driver so that one frontend does not

adversely affect another frontend. Every driver domain runs a fully-fledged OS such as

Linux, which still has a potentially large attack surface.

Qubes OS [114] implements a protected Xen-based user environment using four types of

VMs: apps VMs, network VM, storage VM, and administrative/graphical user interface

(GUI) VM. The apps VMs are domains for running corresponding types of applications.

The network VM runs netback and serves as a network driver domain for the apps VMs.

The storage VM provides access to the disk for the apps VMs. The administrative/GUI VM

provides GUI to users. For all types of VMs, Qubes OS runs Linux. Since Qubes OS uses

standard Xen driver domains, our Kite driver domains can also be integrated into Qubes

OS easily for reducing attack surface and memory footprint of driver domains. Reducing
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memory overheads is crucial for desktop environments that Qubes OS primarily targets.

The NeXen [120] architecture decomposes hypervisor into three parts using paged-based iso-

lation mechanisms: security monitor, shared service domain, and Xen slices. The security

monitor provides isolation between internal domains and manages privileges by controlling

all updates to the memory management unit (MMU). Xen slices are composed of highly

vulnerable hypervisor functionalities and data needed by the DomU. Each slice serves only

one DomU. The shared service domain provides the functionalities that could not be decom-

posed into slices. One limitation of this work is that NeXen does not manage I/O devices.

Therefore, NeXen relies on the native Linux PV (e.g., network and disk) device drivers and

cannot prevent abuses on the drivers.

Murray et al. [102] disaggregate the hypervisor by extracting the domain building process,

called domain builder, from Dom0 and porting it to a light-weight OS such that the TCB

attack surface remains small. However, for I/O calls, the domain builder relies on Dom0

which runs a backend driver as well as a physical driver. Therefore, this disaggregation does

not secure the I/O path. SSC [61] describes a modified Xen architecture for reducing TCB

by distributing DomU responsibilities to multiple user-level service domains called UDom0.

Each DomU belongs to one UDom0, which enforces isolation. Apart from UDom0, this design

has a system-wide administrative domain, called SDom0, and a domain builder. SDom0

has multiple responsibilities, including scheduling and I/O device virtualization. Therefore,

SDom0 has a relatively larger attack surface and errors can affect core functionalities.

These approaches incur a performance penalty and were specifically designed for the Xen

bare-metal hypervisor, where all the VMs, including Dom0, run on top of Xen. Because of

architectural differences, these approaches do not apply to other hypervisors. For example,

KVM cannot run on bare metal and instead it converts a Linux OS into the hypervisor,

known as the host OS. As a result, Linux’s functionality, such as the memory management
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and scheduler, becomes the functionality of the hypervisor. Unlike Xen, KVM cannot run

PV backends inside a separate VM. KVM runs on hardware that provides virtualization

support, such as Intel VT-x, so that VMs can benefit from hardware-assisted isolation.

KVM, Hyper-V, and several other hypervisors rely on VMMs, such as QEMU [66] and

Firecracker [118], for VM creation and management, I/O device emulation, and other re-

sponsibilities. It is possible to run each VM on a separate VMM process, providing process-

level isolation between VMM instances. This dissertation addresses the risks associated with

VMMs for VMs. While the current design does not allow for the disaggregation of the VMM,

we propose intra-VMM isolation to improve security without sacrificing performance.

3.2 Unikernels for Cloud Infrastructures

Every workload in the cloud runs inside VMs. Unikernels are light-weight OSs that claimed

to have various desirable properties by the researchers, which make them a good fit for the

cloud infrastructure over the existing setup. In terms of boot time, some works [97, 137, 139]

show that deployment of scaled cloud workload in remote data centers is faster and smoother

compared to Linux. Moreover, memcached was shown to have a throughput that is twice as

faster using a unikernel [116] compared to Linux.

On the other hand, because of the portability and consistency, application containerization

became very popular for deployment in clouds. However, containers provide process-level

isolation where unikernels themselves are VMs, often supported by hardware-assisted vir-

tualization, which offers better isolation. To provide better isolation, containers often run

inside VMs that use fully-fledged OSs [68, 72]. These OSs have a bigger attack surface

than unikernels. Moreover, Goethals [74] et al. show that for microservice applications, the

OSv [84] unikernel performs up to 38% faster than Docker [101]. LibrettOS [103] shows that



34 CHAPTER 3. RELATED WORK

rumprun-based unikernels can be used as servers in a single OS. LibrettOS’s NFS server is

9% faster than that of either Linux or NetBSD, and Ngnix HTTP server is up to 66% and

27% faster than NetBSD and Linux, respectively. We use and extend LibrettOS’s multi-core

and Xen HVM support in our work.

HEXO [106] takes advantage of the low resource requirement nature of a unikernel, named

HermitCore [87]. Authors were able to offload server workloads to light-weight, low-cost

embedded computer boards such as Raspberry Pi [10]. This way, they were able to improve

the throughputs for compute-intensive workloads in servers up to 67%, costing negligible

amount of money for infrastructure and energy.

The faster boot time, lower resource requirement, and better performance of unikernels are

inspiring the researcher in the academia and industry [8, 111] to adapt unikernel architecture

for improving the cloud infrastructure. However, none of these prior works attempted to

improve the hypervisor itself. In this dissertation, we show how adapting the unikernel

concept can benefit hypervisors and make them more secure and performant, while reducing

resource consumption.

3.3 Driver Domain and Backend Improvement

Several approaches were proposed by the researchers previously to improve the Xen PV

device drivers and driver domains. Sushrut Shirole came up with the idea to replace the

interrupt-based event handler with a polling-based request and response handler for both

front and backends [121] to improve driver domain performance. This approach requires

modification to Linux frontend and backend drivers for compatibility, where our work results

in a lightweight driver domain without losing any compatibility with the existing frontends.
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XCollOpts [142] focuses on the existing VM scheduling scheme that supposedly favors CPU-

intensive workloads over the latency-sensitive I/O workloads running in a VM. In contrast,

the authors proposes premature preemption prevention techniques for driver domains and

CPU load balancing-based optimizations for credit schedulers to benefit I/O virtualization.

Moreover, XCollOpts suggests multiple Tx and Rx buffer pairs in the network driver domain

to leverage multicore systems along with methods to reduce grant page accesses for the

small-sized packets.

Bourguiba et. el [55, 56] proposes a I/O virtualization model based on packet aggregation

to transfer packets between the driver domain and the VMs. Their work shows network

throughput improvement at the cost of latency. To mitigate latency degradation, the pro-

poses a dimensioning tool that helps to dynamically balance between throughput and latency

in different situations.

All of the above-mentioned prior works regarding I/O virtualization and driver domain

focuses particularly on performance (especially for network) rather than other important

aspects such as security and resource utilization. Moreover, it seems they consider Linux

as the base OS for the driver domain. One exception would be the LibrettOS’s Network

Server [103] that implements a network server in a unikernel. This network server runs as a

network backend where the communication with the frontend is done using improvised ring

buffers, which are only compatible with network clients with such ring support. Therefore,

unlike our proposal, this model is not compatible with the frontends from existing commodity

OSs such as Linux, NetBSD, and Windows.
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3.4 Protection Key-based Memory Isolation

Intel MPK is a feature in Intel CPUs that enables memory protection using protection

keys. Various memory-based isolation schemes [73, 80, 81, 90, 115, 124] leverage MPK

to separate trusted and untrusted components. These schemes create separate memory

protection domains by assigning different pkeys to memory pages containing different codes

and data. The access of one domain to another domain’s code or data depends on the

protocol devised by a particular approach.

In addition to its use in memory isolation, MPK has also been employed to harden JavaScript

engines [108], reinforce other exploit mitigations [60, 62, 75, 85], and provide software ab-

stractions for isolation and sandboxing [77, 107, 131, 132]. It can also be used to implement

eXecute-Only Memory (XOM), a defense against code-reuse attacks that rely on reading

code [53, 109]. The XOM-Switch tool [143] patches the dynamic linker and libc to mark all

pages containing executable code as execute-only using the PKU system call.

LibhermitMPK [124] introduced the concept of intra-unikernel isolation using Intel MPK,

dividing the unikernel into three domains for safe kernel code, unsafe kernel code, and user

code. However, MPK cannot protect the codes. Therefore, LibhermitMPK designs isolation

between domains by manipulating access permission to their memory. When a domain with

safe code calls a function in another domain with unsafe code, access to the current domain’s

memory is disabled and re-enabled upon return from that function. This way, any attempt

from the unsafe domain to access the safe domain’s memory will cause a segmentation fault,

ensuring protection against potential harm from unsafe code.

Later, Hodor [77] advanced the concept of domain isolation to the idea of protected libraries

in an application running on general-purpose OSs. Each library is kept in a separate domain

of executable code, with access to certain parts of the address space granted to each domain
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while access to others is restricted. Erim [131] proposed a similar concept by dividing

the application’s code into trusted and untrusted domains. Trusted domains can access

untrusted domains’ memory, but untrusted domains cannot access trusted domains’ memory.

The transition between domains requires a change in permissions for the corresponding

memory, using keys associated with these domains. The main difference between Hodor and

Erim lies in the mechanisms used to ensure that transitions cannot be hijacked, preventing

attackers from arbitrarily changing permissions on the keys to execute code or memory from

trusted/protected domains.

Recently, FlexOS [90] extended the idea of libhermitMPK, Hodor, and ERIM to compart-

mentalize unikernels into further granularity. There can be multiple compartments, each

having one or more libraries where the compartments are mutually untrusting. Therefore,

any transition from one compartment to another requires disabling the current compartment

so that the destination compartment cannot access other compartments’ memory. FlexOS’s

prototype has an MPK-based implementation. However, none of these approaches or tech-

niques have previously been used for VMM compartmentalization. Moreover, one cannot

directly apply these protection key-based techniques because of the difference in VMM’s

architecture to the unikernel or regular application, which does not compartmentalize im-

plementations like I/O devices.

3.5 Virtual Machine Monitors

There are a several VMMs and approaches for increasing isolation between VMs. Table 3.2

shows a summary of these approaches. QEMU [66] is a heavily-used full-featured VMM,

which is written in C. It is designed to be generic for supporting a wide range of VMs. It

is possible to launch separate QEMU instances for each VM so that each can benefit from
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Table 3.2: Prior arts related to Redwood’s approach.

Approach Isolation type Per-VM flexibility General OS support Language

QEMU [66] Process 8 3 C
Firecracker [118] Process 8 8 Rust
Cloud Hypervisor [45] Process 8 3 Rust
kvmtool [38] Process 8 3 C
uKVM [138] Process 3 8 C
Turtles [51] Nested VM 8 3 C
No Turtles [34] cgroups 8 3 C
Redwood Intra-process 3 3 Rust

process-level isolation. The monolithic design of QEMU does not allow isolation inside the

QEMU instance.

Firecracker [118] and Cloud Hypervisor [45] are two comparatively newer VMMs. Both are

written in Rust, enabling them to enjoy security from the robust memory model enforced by

this language. Firecracker is designed to run lightweight Linux VMs, called microVM, and

offers a small set of virtio device implementations. Cloud Hypervisor is developed targeting

cloud OSs, such as Ubuntu Cloud, to run modern cloud workloads. This VMM offers more

devices than Firecracker and has some additional features like VM migration, VFIO [5], and

vDPA [4]. However, both VMMs provide only process-level isolation.

The kvmtool [38] VMM is written from scratch and can boot Linux VMs. It implements

several virtio devices but is not known for feature-completeness like QEMU and lacks fine-

grained modularity. In contrast, uKVM [138] provides per-VM specialization but can only

run unikernels. Both VMMs are written in C, are very lightweight, and offer only process-

level isolation.

The turtles project [51] offers nested virtualization for KVM, enabling VM-level isolation be-

tween multiple hypervisor instances running on the same physical host. While this approach
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increases isolation, multiple hypervisors increase the attack surface and exhibit poor I/O

performance. Therefore, a very recent approach [34] proposes using cgroups [36], instead of

nested virtualization, to run a group of VMs sharing common resources. While cgroups offer

isolation between VMs, they cannot provide fine-grained intra-process isolation.



Chapter 4

Kite: Unikernelized Storage Domain

Unikernelizing a storage domain is a non-trivial problem because of several aspects related

to unikernel and Xen’s storage domain architecture. A careful design can provide a more

compact storage domain than the state-of-the-art without losing any performance benefit.

In this chapter, we discuss our design choices to achieve such qualities.

In Section 4.1, we discuss the challenges associated with unikernelizing a Xen storage domain.

In Section 4.3, we discuss the adaptation of rumprun’s physical storage driver from NetBSD

so that the unikernelized storage domain can perform operations on the physical storage

device. In Sections 4.4 and 4.5, we discuss Kite’s design for the unikernelized storage domain

on top of rumprun, considering the discussed challenges.

4.1 Challenges

Xen PV storage frontend and backend drivers are available in different commodity OSs, such

as Linux and NetBSD. Therefore, it is easier to take one of these OSs as they are and deploy

it as a storage driver domain. In contrast, no existing Xen-based unikernel has both ends

of the PV storage driver implemented. To be specific, rumprun leverages Mini-OS for Xen

interfaces, such as Xenbus, and has the frontend driver implementation of Xen PV storage

driver. Neither rumprun nor Mini-OS has blkback implemented, and it cannot be leveraged

from NetBSD because the backend is associated with platform-specific implementation. This

40
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situation poses the challenge of the design and implementation of blkback in the unikernel

context, which is fundamental for getting a unikernelized storage domain.

Now, a rumprun blkback needs some specific attention, unlike the commodity OSs, because

of its any kernel philosophy, which allows us to use physical storage drivers from NetBSD. To

access the physical device driver from NetBSD from rumprun, we need to access the storage

device interfaces provided by NetBSD. At the same time, since our goal is to leverage the

unikernel concept, we cannot use core kernel functionalities from NetBSD, such as memory

management and scheduling. For these functionalities, we depend on the rump kernel.

Therefore, it requires a careful separation and interaction between what we can leverage

from NetBSD and what we cannot.

Xen provides some device-specific scripts for commodity OSs. The execution of these scripts

helps the backend domain (Dom0 or driver domain) to accomplish specific operations nec-

essary for paravirtualization. Xen invokes these scripts in Dom0 or the driver domain upon

the corresponding front-end device driver’s request for a backend device driver. For instance,

the block script retrieves requested storage device-specific information and writes them to

the Xenbus database. Rumprun is a single address space OS, which lacks the luxury of

running scripts. Therefore, accomplishing these block script-specific tasks for the rumprun

driver domain is another challenge.

4.2 Threat Model

Storage driver domains are potentially vulnerable to attacks from malicious actors who want

to gain unauthorized access to the system’s data or resources. The Kite storage driver domain

shares the same threat model as that of any driver domain and any VM such as [65, 102, 120].
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Figure 4.1: Xen’s PV storage driver model.

We consider the Xen hypervisor to be the trusted component of the system that provides

virtualization capabilities. The compiler is another trusted component of the system that is

used to translate source code into machine code. Domain-0 is also considered trusted as it

is the administrative domain on the Xen hypervisor.

Both physical and PV drivers are components of the driver domain that manage the com-

munication between the hardware and the virtualized environment. They are potentially

vulnerable to attacks from malicious actors who want to gain unauthorized access to the

system’s resources or data. A guest VM user is an actor who has access to the virtualized

environment and can potentially manipulate the system to launch an attack. Therefore, no

component in the driver domain or other guest VMs is considered to be trusted. This means

that any potential vulnerabilities in those components are assumed to exist, and appropriate

security measures should be put in place to mitigate them. To mitigate threats associated

with untrusted components, Kite aims to limit the attacker’s flexibility by reducing the

attack surface of driver domains (in Xen’s driver domain model).
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Figure 4.2: Rumprun storage domain.

4.3 Storage Device Driver

A driver domain requires full access to the underlying device that the PV backend driver

will use to serve I/O requests from guest VMs. Specifically, a storage driver domain can use

a physical storage device, such as a hard disk drive (HDD) or solid-state drive (SSD). The

device can be assigned to the driver domain from the Dom0 using Xen’s PCI passthrough

mechanism, which we particularly use for assigning a storage device to a rumprun unikernel.

Once the device is assigned, a corresponding storage device driver is necessary. Therefore, the

next step is to get a suitable storage driver that is compatible with the rumprun unikernel.

From the discussion in Chapter 2, we know that this driver belongs to the rump Kernel layer

in the rumprun stack, as shown in Figure 4.1. Inspired by the rump kernel’s philosophy, we

aim to import the storage device driver from another OS (i.e., NetBSD) and use it unmodi-
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fied. Therefore, it benefits us by saving development and maintenance efforts. However, to

realize this vision and ensure that the driver works on the underlying platform and exports

its functionalities, we will need to provide the glue code. It belongs to the rump Kernel layer

to bridge the unikernel with the driver obtained from another OS.

Although the storage driver is imported from another OS, it relies on the underlying kernel

support from the target OS. The rump kernel provides an unmodified system call (syscall)

interface, which allows the imported driver to utilize rump Kernel functionality without any

modification. Additionally, to interact with the device driver for storage operations, such

as reading or writing on the disk, block device interfaces are needed. Like syscalls, these

interfaces are part of the rump kernel layer and can be obtained from other OSs. In the

rump kernel layer, both syscalls and device driver interfaces are referred to as factions (as

shown in Figure 4.2).

4.4 Storage Backend Driver

In a virtualization setup, multiple guest VMs should be able to use the same or different

storage devices. The storage backend driver is the most crucial part of a storage driver

domain because it multiplexes the physical storage access between guest VMs and makes fast

storage virtualization possible. Each guest machine using PV storage device/s is responsible

for providing a blkfront per device. On the other hand, the storage domain is responsible

for offering a blkback against each of these blkfronts, as shown in Figure 4.1.
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Figure 4.3: Blkfront and blkback communication. For read operations, blkfront places a
request in the ring and notifies blkback. Upon receiving the notification, blkback reads data
from the storage device, places it in the shared memory buffer, and sends a notification to
blkfront so that it can read from the buffer. For write operations, blkfront places the data in
the shared memory, places a write request in the ring, and sends a notification to blkback.
Upon receiving the notification, blkback writes the data in the storage device and sends a
notification to blkfront upon completion.

Our storage domain monitors all guest VMs and their properties all the time to realize when

to populate a blkback instance. If any guest VM seeks PV storage, the storage domain ne-

gotiates with that VM and creates a blkback instance. Blkback and blkfront communicate

and transfer data between each other using Xen’s shared memory and event channel mecha-

nisms. Figure 4.3 shows and describes the general flow of communication when a guest VM

performs a PV storage device operation. Since blkback driver is very hypervisor-specific, it

belongs to rumprun’s platform layer, as shown in Figure 4.2.

We divide blkback into platform-dependent and platform-independent layers (upper and

bottom) according to the rumprun’s philosophy. The bottom layer handles requests for

block data from blkfront and sends responses using Xen shared ring buffer. Depending on

the type of request (read, write, etc.), the bottom layer communicates with the upper layer.

The upper layer performs the read and write operations on the storage device using the block

device interface. The upper layer is also responsible for forwarding the feedback from the

device driver to the bottom layer.
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Each request is consists of multiple block segment information to perform a particular op-

eration, such as read, write, etc., on those segments of the block device. A write-request

requires reading block data from the shared memory and writing them to the storage device.

In contrast, a read-request requires reading from the storage device and writing them to

the shared memory. In Xen, the shared memory access is performed using the grant table

operations, which requires hypercall execution, and they are time-consuming.

Blkfront notifies blkback of requests via a Xen event channel. To receive these notifications,

blkback has a designated notification handler. To prevent the accumulation of requests and

improve request handling, we have implemented a dedicated thread for reading all pending

requests, performing the necessary operations on the storage device, and then going to sleep.

The notification handler only wakes up this thread when a notification is received. This

allows the notification handler to respond promptly when additional requests are received.

Blkback sends a response to blkfront when requested operations are completed on the stor-

age device. However, performing block operations on the storage device can also be time-

consuming. If a request is only handled once the response for the previous request is sent

to blkfront, it is likely that the number of pending requests will accumulate, causing the

ring to become full of requests. This results in high response times, low throughput and

high latency, which is not desirable. To address this, the response is sent to blkfront as

soon as the corresponding requested operation is completed by the device driver. Instead of

waiting for the operation to be completed and then sending the response and handling the

next request, we send responses asynchronously. This means we continue handling requests

and submitting the requested operations, and only send responses when the storage device

has completed those operations. This way, subsequent requests do not have to wait for the

response to be sent for the current request.

There are few other optimization techniques we have used in out blkback driver. They are
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Figure 4.4: Batching multiple segments improves storage domain performance. However,
there is no guarantee that segments in a disk (A) will be accessed consecutively. Typically,
it would take 6 separate read/write operations to access the segments marked with blue
boxes (B). However, using batching, we can perform one operation for segments 2, 3, and 4
combined and another for segments 5 and 6 combined, resulting in a total of 3 operations
instead of 6, as shown with the green boxes (C). In this scenario, batching saves half the
time required to perform all operations separately.

discussed below.

• Batching: A request may contain multiple segments of information to perform oper-

ations. It is possible that one segment is consecutive to the next segment. Similarly,

multiple requests may have consecutive segments where the first segment of a request

starts from the last segment of the previous request. In such cases, if the same opera-

tion is to be performed on these segments, we combine these operations into a single

operation and perform it on the storage device. Figure 4.4 describes how batching can

accelerate storage operations with an example.

• Persistent reference: A request may contain multiple grant references, each of which

points to a shared memory location. The corresponding segment data is read from or

written to these locations by blkfront and blkback. However, the shared memories

are allocated by blkfront. Therefore, blkback must map the grant references to access

these memories, and unmap them after accessing them. This grant reference mapping

and unmapping incurs significant time due to context switching for hypercall. To

reduce this cost, we take advantage of Xen’s persistent grant referencing feature, which
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(b) Indirect referencing.

Figure 4.5: Both direct (a) and indirect (b) requests can point to one 4K page per reference,
with a maximum of 11 and 8 references per request, respectively. A page referenced by a
direct request contains segment data. In contrast, a page referenced by an indirect request
can contain up to 512 other references, each pointing to a 4K page containing segment data.

allows blkfront and blkback to reuse already mapped references. This means a grant

reference does not need to be unmapped as it can be used again. Later, if any of these

references are used for transferring segment data, the corresponding memory can be

accessed using previously mapped pages, which significantly reduces processing time.

• Indirect segments: One request can contain up to 11 grant references, each of

which points to one 4K page of shared memory. Therefore, one request can transfer

a maximum of 44K data between blkfront and blkback. This limitation can act as a

bottleneck for paravirtualizing high-throughput storage devices, such as NVMe SSDs.

Xen supports a feature called indirect referencing to overcome this limitation. Instead

of holding block data, indirect grant references point to pages that contain segment

information, such as sector numbers and grant references to the corresponding shared

memories. This way, each page can hold up to 512 segments of data. Each request can
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contain a maximum of 8 indirect segments, making a total of 4096 segment information

that each request can transfer. As each of these segments can point to one 4K page of

data, each request can transfer up to 16MB of data between blkfront and blkback. In

our blkback design, we leverage this feature to improve storage throughput. Figure 4.5

depicts the difference between direct and indirect referencing.

4.5 Storage Domain Application

Xen provides block device scripts for NetBSD and Linux, where these scripts retrieve some

storage device information and write them to the Xen store database. This information

includes a device’s status, grant references for shared buffer rings, event channel number,

etc. The storage backend scans through the database to learn about the device. Since

we cannot run shell scripts in rumprun, we design an application to retrieve device-specific

information and pass them to the backend. Since rumprun is a single address space OS,

we schedule context switching, between the backend and this application, in a time-sharing

manner.



Chapter 5

Kite’s Storage Domain Prototype

The existing rumprun unikernel is not designed for storage domains and lacks backend im-

plementation for I/O devices. Therefore, along with the core PV storage backend driver,

the unikernelized storage domain requires other implementations, such as physical device

interface, backend invocation, and storage domain application. In this chapter, we present

the Kite storage domain, a prototype for the unikernelized driver domain for storage based

on rumprun, and the design choices as described in Chapter 4.

In Section 5.1, we discuss how Kite’s blkback driver accesses the physical storage driver.

In Sections 5.2 and 5.3, we discuss Kite’s backend driver invocation, initialization, and its

connection setup with the frontend driver. Sections 5.4, 5.5, 5.6, and 5.7 contain blkback

implementation detail. Table 5.1 summarizes some new and existing functions that are

crucial parts of these implementations. Finally, Section 5.8 describes the storage domain

application implementation for complementing Xen’s missing storage scripts for unikernels.

5.1 Block Device Interface

In NetBSD, there are several block device interfaces/functions that the storage domain needs

to use for performing operations on storage devices. The upper layer of the system is re-

sponsible for invoking these functions.
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Table 5.1: Key functions in Kite storage domain.

Function Description
devsw_blk2name Get block device name
bdevsw_lookup Get block device structure
xbdw_thread_func Watch for changes in Xenstore
xbdback_instance_search Searches for blkback for blkfront
probe_xbdback_device Probes a blkfront that does not have a blkback
xbdback_xenbus_create Creates a blkback instance
xbdback_connect Establish blkback’s connection with blkfront
xbdback_frontend_changed Invoked upon blkfront’s status change
xbdback_backend_changed Invoked upon blkback’s status change
xbdback_function Handles I/O between blkback and blkfront
bdev_strategy Submit I/O request to physical device driver
xbdback_iodone Callback function invoked upon I/O completion

Before performing any operation on a device, the first step is to check the device’s availability

and status. The physical device driver assigns a name to each device. Therefore, as a part of

the sanity check, we first check if a device has a name using the devsw_blk2name() function.

If it returns no name, then the device is assumed to be non-existent.

For each block device, there is a constant data structure called the Block Device Switch

(bdevsw), in NetBSD. This data structure is defined in the physical driver and includes

mandatory entry points such as open, close, strategy, dump, size, flags, ioctl, etc. To

perform any operation on the device, we heavily depend on the interfaces that allow us to

use these entry points. Therefore, the next step is to search for the device’s bdevsw structure

using the bdevsw_lookup() function.

In UNIX-based operating systems, a device is treated as a file. Therefore, we create a virtual
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node (vnode) for the storage device, which represents an inode of a storage device file. As

a result, we can perform open, close, read, and write operations on it just like files.

In NetBSD, we can obtain a vnode for a block device using the bdevvp() function. The

next step is to perform the open operation on the device, followed by any necessary read,

write, ioctl, and close operations, which are done using VOP_OPEN, bdev_strategy(),

VOP_IOCTL, and vn_close, respectively.

Reading and writing on a block device is done by first constructing buffers and then submit-

ting these buffers using the bdev_strategy function. The buffer serves as a data placeholder

and holds various information such as the source address, operation type, and a callback

function. Before constructing the buffer, we initialize it with the necessary information and

destroy it after we are done using it. We use the device driver interface to initialize and

destroy the buffers. The device driver reads data from the buffer and writes it to the stor-

age device for write operations. For read operations, the device driver reads data from the

storage device and writes it to the buffer. After a completed operation, the device driver

invokes the aforementioned callback function.

The usage of the above-discussed block device interfaces from the upper layer is mostly

triggered by the lower layer, except for the callback function. However, the lower layer

is the Xen-specific layer executed in the rump kernel context, while the upper layer uses

the device interface executed in NetBSD codes. Since rumprun is a single process ker-

nel, we need to switch between the rump kernel and NetBSD code context. Therefore,

when we switch from the lower layer to the upper layer, we use cooperative scheduling

by exiting from the rump kernel code using the rumpuser__hyp.hyp_schedule() function.

Later, after upper layer execution, we switch back to the rump kernel context using the

rumpuser__hyp.hyp_unschedule() function.
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/local/domain/2/backend = “”
/local/domain/2/backend/vbd = “”
/local/domain/2/backend/vbd/4 = “”
/local/domain/2/backend/vbd/4/51712 = “”
/local/domain/2/backend/vbd/4/51712/mode = “w”
/local/domain/2/backend/vbd/4/51712/state = “4”
/local/domain/2/backend/vbd/4/51712/dev = “xvda”
/local/domain/2/backend/vbd/4/51712/type = “phy”
/local/domain/2/backend/vbd/4/51712/online = “1”
/local/domain/2/backend/vbd/4/51712/bootable = “1”
/local/domain/2/backend/vbd/4/51712/removable = “0”
/local/domain/2/backend/vbd/4/51712/frontend-id = “4”
/local/domain/2/backend/vbd/4/51712/device-type = “disk”
/local/domain/2/backend/vbd/4/51712/discard-enable = “1”
/local/domain/2/backend/vbd/4/51712/params = “/dev/vg/logical_volume”

Figure 5.1: Xenstore is a key-value store database that maintains a directory-like structure
for keys, each representing a path. This listing is a partial snapshot of Xenstsore database
generated using the xenstore-ls command. It shows some key-value pairs for the storage
driver domain (ID 2), which is connected to a blkfront from guest domain (ID 4).

5.2 Blkback Instantiation

The creation of a guest VM, i.e. DomU, is a discrete event. As a result, a blkfront instan-

tiation can occur at any time, requiring a blkback to be instantiated on the driver domain

side to pair and enable PV I/O. To detect blkfront creations, the Kite storage domain cre-

ates a dedicated thread to monitor changes to the Xenstore database regarding the storage

domain. If a new VM wants to use this storage domain, Xenstore adds a new set of blkfront

information to the storage domain’s backend path. Figure 5.1 shows a few backend paths in

a Xenstore database.

The Kite storage domain maintains a list of important Xenstore paths and sets a callback

function for each of them. A dedicated thread runs the xbdw_thread_func(), which continu-

ously monitors for changes in the Xenstore database. If there is a change for a path on the list,

the corresponding callback function is invoked. Kite uses the xbdback_instance_search()

function as the callback for any changes in the storage domain’s backend path. This func-

tion investigates the changes in the path by traversing all blkfront subdirectories. The
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Table 5.2: Important storage device information available in Xenstore.

Key Description
frontend Frontend’s path
frontend-id Frontend’s ID
state Connection state
dev Device’s name
mode I/O permission
device-type I/O type
sectors Number of sectors
sector-size Each sector size
params Storage file/disk’s path
type Device type (physical or virtual)
feature-flush-cache Support for cache flush
physical-sector-size Sector size for physical device
feature-persistent Support for persistent referencing
feature-max-indirect-segments Maximum indirect segments allowed

probe_xbdback_device() function detects blkfronts with a XenbusStateInitialising sta-

tus, indicating the creation of a new blkfront instance that is waiting for a blkback to pair.

The xbdback_xenbus_create() function first ensures that no blkback instance has been

created previously for this blkfront by checking the list of blkback instances. It then

creates an instance of blkback for this blkfront. A blkfront instance is an object of the

xbdback_instance structure, which contains various information about the requested stor-

age device, such as the detail for blkfront, blkback, shared ring, etc. Kite adds the blkfront’s

and blkback’s absolute paths to the watchlist, so that the xbdback_frontend_changed()

and xbdback_backend_changed() methods are invoked, respectively, for any changes in

those ends. Lastly, this function reads the device’s major-minor (physical-device) number

and adds it to blkback path on the Xenstore database.
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5.3 Blkback Initialization and Connection

The xbdback_backend_changed() function first performs a sanity check on the requested

storage device, as described in Section 5.1, requested by the corresponding blkfront. It then

adds blkback properties to the Xenstore database, including sector count, sector size, read-

/write mode, and information regarding supported features such cache flushing, persistent

grant reference, and indirect segments. Finally, it changes blkback connection status to con-

nected (XenbusStateConnected). Table 5.2 shows some of the storage device information

that is stored in Xenstore.

Upon reading these properties from Xenstore, the blkfront also changes its connection status

to XenbusStateConnected, which triggers the xbdback_frontend_changed() function to

be invoked. This causes the xbdback_connect() routine to finish the remaining steps to

complete the connection between the blkfront and blkback.

In Xen, communication between the frontend and backend parts is achieved through special

I/O ring buffers, which are built on top of a shared memory mechanism called the grant

table [141]. The ring reference is a reference to the location of the shared memory buffer.

The xbdback_connect() function reads the blkfront properties from Xenstore, which include

the ring reference, event channel number, support for persistent grant reference, and the

I/O protocol. Then, it maps the ring to a page so that blkback can access it, and an event

handler is set to handle notifications from the blkfront using the event channel.

5.4 Event Handler and Request Handler Thread

As discussed in Section 4.4, to keep the event handler available for request notifications, a

request handler thread (xbdback_thread) is created in the xbdback_connect() function.
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The event handler routine wakes up the xbdback_thread if it is not already awake upon

receiving a new notification.

The xbdback_function() handles the I/O processing using a call graph adapted from

NetBSD’s blkback implementation. The xbdback_co_main_loop() function copies the re-

quest into blkback object, and the xbdback_co_io_loop keep reading segment information

from the copied requests. The xbdback_co_io_gotfrag2() function constructs a batch

of buffers, which are initialized by xbdback_co_io_gotio(), with the segment information.

The xbdback_co_map_io() function maps the grant references to the pages, from the storage

domain’s address space, which is used as the block data place holder in the buffer.

The xbdback_co_do_io() function invokes the device driver interface using the upper layer

to perform I/O operations on the disk. VOP_IOCTL interface and bdev_strategy() function

performs cache flush operations and submits read/write operations, respectively.

5.5 Handling Device Driver Responses

As requests are received from the blkfront, they are processed, and the requested operations

are submitted to the physical device driver. However, no response to the requests is sent to

the blkfront until the lower layer receives a response from the device driver regarding the

submitted operations. The NetBSD buffer structure allows Kite to set a callback function,

which is invoked by the device driver when it finishes performing the submitted operations.

Kite storage domain sets a common callback function in the upper layer for all buffers. This

function ultimately invokes a function in the lower layer, which can unmap grant references

(unless they are persistent), send responses to the blkfront, and destroy used buffers. The

xbdback_iodone() function sends responses to the blkfront by placing them in the ring,



5.6. PERSISTENT REFERENCE 57

based on the success or failure of the operations submitted to the device driver. Blkback

sends notifications using the event channel to inform the blkfront of the placed responses.

Once all responses to batched operations are prepared and sent to the blkfront, it is impor-

tant to release all used data structures to efficiently reuse the memory. Therefore, blkback

destroys used buffers by invoking the device driver interface and return other used data

structures to the pools.

5.6 Persistent Reference

For all segments in one request, it is possible to batch the grant mapping, so that blkback

can map the references on consecutive pages. The benefit of doing this is that blkback can

use only one buffer to perform operations on the device for all segments in one request. For

persistent referencing, Kite does not unmap grant references and tries to reuse previously

mapped pages if the corresponding grant references appear in a new request. Otherwise, a

grant reference is mapped to a newly allocated page, if not mapped before. However, with

persistent referencing, there is no guarantee that the same set of grant references will appear

in another request. As a result, blkback cannot reuse the consecutive pages from the batched

mapping of those references. Therefore, Kite discretely maps pages for grant references. One

mapped page acts as a placeholder for data in a buffer. Consequently, Kite ultimately uses

one buffer for each segment. Additionally, Kite batches the buffers to submit all segment

operations in one request

To maintain a list of mapped pages, Kite implements a simple array of mapped page ad-

dresses. The indices of this array represent the grant references. When a buffer is constructed

for a segment, Kite first checks if the corresponding grant reference already has a mapped

page in the array. If a mapped page is found, Kite reuses it. Otherwise, it maps the grant
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reference to a newly allocated page. On the other hand, before destroying the buffers, Kite

returns the pages to the array instead of unmapping them.

5.7 Indirect Segments

The implementation of indirect segments requires extra parsing of requests if it indicates

the operation type is indirect. This parsing is done in the xbdback_co_main_loop(). First,

Kite maps the grant references to pages. Then it parses these pages, each of which may

contain up to 512 indirect segments. However, by default Linux supports a maximum of 32

indirect segments. Therefore, we also limit the maximum number of indirect segments to 32.

We store the parsed indirect segments in the bdi_indirect_segments in blkback object, so

we can read their information in the xbdback_co_io_loop() where segments are prepared

for I/O operations.

5.8 Application

Each device has a unique major-minor number pair, which is used for identifying devices

separately. The Xen block scripts in NetBSD and Linux read this number for the requested

devices and add them to the Xenstore database. Since Kite does not have this script, it reads

the major-minor number pair for all available devices using a C application. This application

constructs a list of devices with their major-minor numbers and availability, indicating if the

device is already being used by a guest VM. The list is shared between the PV storage driver

and the application.

If the application terminates, the unikernel will halt. Therefore, Kite needs to run the appli-

cation as long as we want to run the storage domain. To achieve this, once the application
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finishes constructing the list, it unschedules itself by yielding periodically, so that the other

parts of the unikernel can get CPU context to execute codes.

5.9 Implementation Effort

Table 5.3 shows the gist of Kite’s storage domain implementation effort. Most changes

pertain to extending HVM support for rumprun and implementing the blkback driver. The

application for configuring and retrieving storage information involves very few lines.

Table 5.3: Lines of code (LOC) changed or added for Kite storage domain.

Component Description LOC

Blkback Xen’s storage backend driver 1904

HVM extension xenbus and xenstore support 1100

Configuration storage applications 58

Total: 3062



Chapter 6

Kite: Unikernelized Network Domain

Network devices are considered essential for guest machines, alongside storage devices. PV

network devices utilize shared memory and ring buffers for communication between the

backend and frontend. However, networking requires two rings instead of one, as depicted

in Figure 6.1. This presents unique challenges that require new design considerations when

unikernelizing a network domain. This chapter will cover these challenges, our proposed

solutions, and a general overview of our approach.

Section 6.1 examines the design challenges in creating a Kite network driver domain. The

association between the physical network driver and PV network backend, as well as the

required design changes in the rumprun architecture, are explored in Sections 6.3 and 6.4.

The process of linking the physical NIC and PV backends, enabling communication between

the guest and the rest of the network, is discussed in Section 6.5.

6.1 Challenges

As discussed in Section 4.1, rumprun lacks I/O backend drivers; specifically, there is no

netback implemented, which is an integral part of a network driver domain. Therefore, the

biggest obstacle for a unikernelized network domain is to design and implement a netback

modifying rumpurn that is compatible with other guest OSs with the network frontend.

Additionally, similar to the storage domain in commodity OSs, netback heavily relies on
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Figure 6.1: Xen’s PV network driver model.

various configuration scripts (e.g. network bridging across different backend instances) which

cannot be used in rumprun-based environments.

Unikernelizing the network driver domain requires more than porting an existing netback

driver from a commodity operating system like NetBSD or Linux. On the one hand, uniker-

nels are single-purpose and single address-space operating systems. Furthermore, a netback

driver must consistently manage the data flow for both receive and transmit rings, which

take place asynchronously. To ensure smooth receive and transmit operations, netback must

communicate with the TCP/IP stack in rumprun and also with the frontend. Therefore, we

redesigned netback driver as a single-process unikernel that is capable of seamless duplex

communication without sacrificing performance or existing frontend compatibility.

Depending on the number of netfronts in DomUs, there can be several netback instances in

the driver domain. Typically, to link these netbacks to a physical NIC, different techniques

are used such as bridging, switching, routing, network address translation, and virtual local

area networks. These techniques are independent of netback and run as a separate process
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that is triggered when necessary. Since rumprun is a single-process application, we cannot

run the linking mechanism as a separate process, unlike Linux or NetBSD. Instead, Kite

runs a special program in a dedicated thread, so that netback, integrated with the unikernel,

links to a physical NIC with minimal performance penalty.

6.2 Threat Model

Although the design and implementation of the Kite network driver domain have additional

challenges than that of the unikernelized storage domain, it shares the same threat model as

that of the Kite storage domain (discussed in Section 4.2). The trusted components include

the Xen hypervisor, Domain-0, and the compiler. Each component in the network domain

and guest VMs is untrusted. Therefore, it is crucial to minimize the network driver domain’s
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attack surface as much as possible.

6.3 Network Device Driver and Interface

Similar to the storage domain, we aim to import physical NIC drivers from an existing

OS and use it unmodified to save on development and maintenance efforts for the network

domain. And likewise, Kite needs glue code to make it happen and leverage the drivers’

functionalities for the underlying netback driver in the rump kernel layer.

To ensure efficient communication between netback and the NIC for exchanging network

packets with the outside world, the rump kernel requires several components besides the

NIC driver. One of these components is a network interface, which enables the network

packet transfer between the two. To facilitate this communication, we use a TCP/IP stack

that provides a standardized network interface. The TCP/IP stack, NIC driver, and glue

code are considered factions in the rump kernel layer, alongside other essential elements such

as syscalls, as shown in Figure 6.2.

6.4 Netback Driver

Netback driver plays a crucial role in a network driver domain. For each netfront at each

guest VM, the network driver domain should create one corresponding netback instance, as

a single VM may require multiple PV network devices and thus multiple netfronts. Netback

and netfront communicate and transfer data between each other using the Xen hypervisor’s

shared memory and event channel mechanisms. To ensure compatibility with the hypervisor,

certain parts of netback driver are hypervisor-specific and are thus integrated as part of the

host platform, as illustrated in Figure 6.2.



64 CHAPTER 6. KITE: UNIKERNELIZED NETWORK DOMAIN

Netfront Netback

Tx
Ring

Shared memory

Read response

Copy request

Send response & notify

Write

Read

Rx
Ring

Read response

Copy request

Send response & notify

Send request & notify

Send request & notify

vifvif

Figure 6.3: Netfront and netback communication. To send packets from DomU, netfront
places packets in the shared memory, a transmit request in the Tx ring, and notifies netback.
Being notified, netback copies those packets, forwards them to the NIC through netback’s
vif, and notifies netfront upon completing forwarding. A similar sequence of operations is
performed using the Rx ring for forwarding network packets from a vif to DomU.

Netfront and netback exchange requests and responses using two rings, Tx and Rx, for

network packet transmission and reception, respectively. They also use shared memory

space for transferring network packets between them. Netfront forwards the guest VM’s

outgoing network traffic to netback, which eventually forwards it to the physical NIC through

netback’s virtual network interface (vif ). On the other hand, netback forwards the incoming

traffic at vif to the guest VM through netfront. Figure 6.3 depicts the communication

between netback and netfront.

The Interface to Xen layer hosts netback driver along with other Xen-related implementa-

tions such as the xenbus and grand table interfaces. Despite being designed specifically for

Xen, we separate netback driver into platform-dependent and platform-independent layers

to adhere to the design principles and linking restrictions of rumprun. The upper layer of

netback communicates with the NIC driver through rumprun’s network stack and linking

mechanism, such as a network bridge. For any incoming packet (from the network stack)
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destined for a DomU, this layer places the packets into a memory buffer and forwards them to

the bottom layer. The bottom layer then places these memory buffers into the corresponding

Xen I/O ring buffer and sends a notification to netfront on the other side.

Similarly, for a stream of network packets originating from a DomU, the bottom layer re-

ceives them in memory buffers through the ring buffer and forwards them to the upper

layer. Subsequently, the upper layer pushes these memory buffers onto the network stack.

Aside from ring buffer operations, other hypervisor-specific operations between netback and

netfront such as interrupts through Xen’s event channel are done at the bottom layer.

The discussed duplex communication occurs as asynchronous events. Netback is expected

to complete the interactions as soon as there is any data available from netfront. However,

rumprun lacks rich OS support for interrupts and work queues. In our design, Kite exploits

multi-threading so that netback can process data fast avoiding any delay due to hypervisor-

based event mechanisms.

Our design includes an event handler that is invoked when there is a notification from net-

front for a data request or response. Often, these notifications require operations involving

hypercalls, which are time-expensive. Spending significant time in the handler may create

a bottleneck, blocking other incoming notifications. We introduce a dedicated thread, acti-

vated by the handler, to take over and perform necessary actions in response to notifications.

Similar to netfront notifications, netback needs to respond to the network stack operations.

For example, any data received from the stack should be forwarded to netfront. Thus,

netback uses network stack callback routines to respond to the network stack operations.

Spending too much time in these routines may delay subsequent operations because a re-

sponse may require hypercall execution, which is expensive. To minimize this response time

and prevent the stack operations from blocking, we introduce another thread that is activated
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Figure 6.4: Linking netbacks can help multiplex a single NIC between multiple guest VMs.
Linking methods, like network bridges, can be utilized reduce the need for multiple NICs.

by the routines. This thread performs the processing and execution of the corresponding

operations so that the network stack routines can respond to operations without blocking.

6.5 Linking Netback With a Physical Device

To forward network traffic between the outside world and netfront, each netback instance

in a network driver domain must be connected to a NIC. However, assigning one NIC per

netback, as illustrated in Figure 6.4a, is not a practical solution as a machine can have

multiple netback instances. To address this, multiple vifs from netbacks are connected to a

single NIC.

There are various methods to connect netback vifs to a physical NIC. One widely used

approach is bridging, which is commonly employed in Xen PV networking. As depicted in

Figure 6.4b, a bridge interface can link the NIC interface with multiple vifs. How and when

bridging should take place is decided by a given driver domain OS. For example, Linux runs a

driver domain daemon that starts services required in the corresponding Xen driver domain.

Among other responsibilities, this service runs networking scripts to establish a bridge.

A single-process unikernel is unable to run multiple services or scripts, thus a unified appli-

cation is introduced. This application creates a network bridge, connects the NIC interface,
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and vifs. It periodically checks for new vifs and adds them to the bridge. This application

runs in a dedicated thread, so that it does not interfere with the netback driver. However, if

the application runs continuously, it may lead to the netback driver being starved of CPU

time. To prevent this from happening, a time-sharing and context switching approach is

employed between the netback driver and the bridging application.



Chapter 7

Kite’s Network Domain Prototype

The details for Kite’s PV network driver domain implementation are discussed in this chap-

ter. A netback instance is needed for each netfront that uses this driver domain for its PV

network devices. Netback driver implementation provides virtual network interfaces. The

bridge implementation connects these interfaces with the physical network device.

Section 7.1 discusses about the interface between netback and NIC driver. Kite’s process of

netback creation and its pairing with netfront is discussed in Section 7.2. Sections 7.3, 7.4,

and 7.5 talk about the communication between the NIC, netback, and netfront. How Kite

use an unmodified NIC device driver from NetBSD [28] for rumprun-based network domain

is discussed in Section 7.6. The bridge implementation for connecting NIC and netbacks’

vifs is discussed in Section 7.7. Finally, Section 7.8 summarizes the implementation effort

for prototyping Kite’s network driver domain.

7.1 Virtual Network Interface

Each netback instance in Kite network domain creates a vif to use as a gateway to com-

municate with the outside world through the NIC. To do that, Kite leverages the TCP/IP

stack from NetBSD, which offers a set of functionalities to talk to the device.

Kite’s netback creates the vif and sets different callback functions associated with it using the

rump_xennetback_create() function. The interface is initialized and marked as running
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Table 7.1: Important network device information available in Xenstore.

Key Description
backend Backend’s path
backend-id Backend’s ID
frontend Frontend path
frontend-id Frontend’s ID
handle Handle ID
state Connection status
mac MAC address
bridge Connecting network bridge
feature-sg Scatter-gather support
feature-rx-copy Grant copy support on Rx ring
tx-ring-ref Tx ring’s grant reference
rx-ring-ref Rx ring’s grant reference
event-channel-tx Tx event channel’s grant reference
event-channel-rx Rx event channel’s grant reference
feature-ipv6-csum-offload Checksum offloading support
feature-split-event-channels Different event channel for Rx and Tx

by the if_init() function. Kite also utilizes the if_ioctl() function for any network

device-specific IOCTL operations. When a packet from the outside world reaches the netback

through the interface, the if_start() function is invoked. Kite’s netback enqueues the

outgoing packets to the network stack using the if_percpuq_enqueue() function.

7.2 Netback Instantiation and Connection

Xenstore holds information regarding the network devices in guest and driver domains. Ta-

ble 7.1 lists some PV network device-related crucial keys available in the Xenstore. By
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reading these keys, the netback driver can obtain detailed information about the netfront

and subsequently publish its own supported features to the Xenstore.

According to the Xen PV driver model, a separate netback instance must be created for every

netfront instance in a DomU. Similar to the blkback invocation described in Section 5.2, a

netback instance per netfront is created by the network domain. The backend path of the

network domain is added to a watchlist for monitoring new netfront instances. A change

in that path triggers a corresponding callback function, which investigates the change and

instantiates a new netback instance for any new netfront instances.

Section 6.4 states that both netfront and netback drivers utilize two ring buffers, specifically

Tx and Rx. Netfront is responsible for initializing the rings and allocating the necessary

shared memories. It shares the grant references for these rings and other information, such

as event channel references and supported features, with the Xenstore. The netback driver

then reads the Tx and Rx ring’s grant references and maps them to its own memory address

space. Both netfront and netback work together in a producer-consumer fashion to exchange

requests and responses using the ring buffers.

The communication between netback and netfront happens asynchronously. Therefore, event

channels (virtual interrupts) are used for asynchronous notifications to communicate between

front- and back- ends effectively in Xen. Netback binds the event channel to the event handler

so that relevant notifications can be handled. For both transmit and receive, a network PV

driver can use the same event channel. However, Xen supports separate event channels for

transmit and receive as well. Our netback implementation supports both types.

Since hypervisor has all machine memory mapped for all domains, it is faster to copy data

from one domain to another using hypervisor. To provide faster data transfer between

netfront and netback, Xen supports hypervisor-based data copy, and nowadays, most of the
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netfronts from OSs such as Linux and NetBSD utilize this advantage. Therefore, in our Kite

network driver domain, we implement this feature.

To distinguish one netback vif from another in the network driver domain, each vif is assigned

a unique name. The first step for initializing a netback instance is to update the Xenstore

database so that this netback’s properties, such as vif name, event channel type, support for

data copy, etc., are advertised to other domains.

7.3 Transmit

In a DomU, any data pushed to a corresponding interface is received by the netfront. Netfront

transmits the network data to the netback using the Tx ring buffer. Netback forwards the

received data through its vif. The ring buffer consists of multiple slots that can be used

for requests as well as responses. A Tx request means a request to transmit data from

the netfront through netback. Each request consists of the address of the page containing

data, corresponding offset, relevant flags, size of data, and ID of the request. As shown in

Figure 7.1, after inserting request(s) in the ring buffer (T3), netfront sends a notification

via an event channel. The notification handler in netback copies the unhandled request(s)

(T4) and maps the pages in memory using the grant table mechanism (T5). The memory

contents are then delivered to the vif s (T6).

Finally, netback sends responses to netfront on the accomplished Tx operations by utilizing

the slots from already served requests. Once these slots are filled with responses, netback

pushes them to the Tx ring buffer (T7) and updates netfront by sending an event notification

if required. During the request serving process, netback updates its Tx request’s consumer

and response producer indices.
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Figure 7.1: Data exchange between netback and netfront.

7.4 Receive

Upon receiving network data from netback, netfront delivers them to its associated vif. The

role of netback is to receive the data from its attached vif and push it using the Rx ring

buffer. Like Tx, the Rx ring buffer consists of multiple slots that can be used for requests and

responses. However, the front and back end interaction through the Rx ring is not inverse

of the Tx ring but similar in some aspects.

Upon receiving network data, netback delivers it to the associated vif. The role of netback

is to receive data from the vif and push it using the Rx ring buffer. The Rx ring buffer,

like the Tx ring buffer, consists of multiple slots for requests and responses. However, the

interaction between the front- and back- end through the Rx ring is not the inverse of the

Tx ring, but it is similar in some aspects.

When netfront sends an Rx request (R2), netback copies the request (R3) but waits until it

receives data from its associated vif ). A function in netback is invoked when its vif receives

network data (R1), indicating that there are pending incoming data. Netback then copies
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Figure 7.2: Threaded implementation of netback for efficient interaction with netfront.

the data (R4) into the pages associated with the copied Rx requests using the grant table

mechanism. To inform netfront of the copy operation’s outcome, netback reuses the served

request slots for responses. After pushing the responses to the Rx ring (R5), netback notifies

netfront if necessary. Like the transmit operation, netback updates all indices of requests

and responses for the Rx ring (R6).

7.5 Threaded Implementation

Rumprun is a single-process unikernel and lacks any rich support for work queues. Since

network packet reception and transmission are independent of each other, Kite uses multi-

threading to improve the speed of Tx and Rx operations.

Netback’s event handler is invoked when it receives a notification. Netback must not block

the handler for a long so that a notification can be received and handled as soon as possible.

However, notification handling requires the manipulation of shared pages. It involves Xen

hypercalls, which are expensive and thus inappropriate for latency-sensitive contexts. There-
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fore, Kite uses a separate thread called pusher, dedicated to push data to the corresponding

netfront instance using hypercalls.

As shown in Figure 7.2a, the handler copies pending Rx requests from netfront to a list.

Next, it reads Tx requests and copies the corresponding data to a buffer. Unless the pusher

thread is already awake, the handler then wakes up the pusher thread so that the thread

can push the buffer contents to the vif. Therefore, the handler does not have to wait for the

hypervisor to finish copying data to complete its routine. The pusher thread goes to sleep if

there is no pending data on the buffer.

On the other hand, when any data is available at the vif, a callback function called start

is invoked. Here, netback’s responsibility is to send this data to netfront using Xen’s grant

table copy mechanism if there is any pending Rx request, which is time-consuming. Thus, if

the start function does the copy operation, consecutive incoming data at vif may have to wait

until the copying is done. Moreover, netback may have to perform multiple copy operations,

which could be accomplished with one copy. Therefore, Kite introduces another thread called

soft_start, which performs copy operations in a batch using only one hypercall. As shown

in Figure 7.2b, the start function’s only responsibility is to wake up the soft_start thread.

This thread reads the Rx request from the list, performs the copy operation, and goes to

sleep if the list is empty. As a result, received data at the vif is forwarded as soon as possible.

Table 7.2 lists some crucial functions and their role in Kite’s network domain.

7.6 Physical Network Device Driver

The design of rump kernels allows us to utilize existing NetBSD network drivers without

modification. By using the PCI passthrough mechanism (with IOMMU for added protection

and security), Xen assigns the corresponding PCI device (NIC) to the Kite network driver
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Table 7.2: Key functions in Kite network domain.

Function Description
xennetback_entry Entry point for network backend driver
xennetback_probe_device Probes a netfront that does not have a netback
xennetback_xenbus_create Creates netback instance with vif
xennetback_connect Establishes connection with frontend
xennetback_init_watches Sets callback functions on Xenstore path changes
xennetback_frontend_changed Invoked for changes in frontend path
xennetback_ifstart Invoked on data at vif. Wakes up soft_start thread
soft_start_thread_func Gets data from vif
xennetback_copy Pushes data to netfront
xennetback_evthandler Wakes up the handler thread
xennetback_network_tx Gets data from netfront
if_percpuq_enqueue Pushes data to vif

domain. We leverage the 1Gbit and 10Gbit ethernet drivers from NetBSD for the Kite

network domain. In addition to the NIC driver itself, Kite uses the TCP/IP stack and other

network stack components sourced from the rump kernels in NetBSD.

7.7 Bridging Application

Using a network bridge, Kite connects the vif interfaces from netbacks to the physical NIC.

To that end, we developed a bridging application in our Kite network driver domain. When

this application is launched, it creates a bridge interface. Next, the application assigns an

IP address to the physical interface, which works as a gateway for incoming and outgoing

packets across all vif s. Then, the application keeps scanning for new network interface

creations. When a new vif appears, the application adds the new interface to the bridge.
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We ported the ifconfig utility from NetBSD to initialize bridge interfaces and assign IP

addresses. Along with that, we also ported the brconfig utility from NetBSD, which is used

for adding interfaces to a bridge. In order to give CPU context to the other factions such

as netback driver, physical driver, and network stack, the bridging application yields its

schedule in a time-shared manner.

7.8 Implementation Effort

Table 7.3 summarizes Kite’s network domain implementation effort. Most changes belong

to rumprun’s extended HVM support and the netback driver implementation. In contrast,

bridge-related changes are relatively small, making it easier to adapt our driver domain for

other network configurations. We also source ifconfig and brconfig utilities from NetBSD.

Table 7.3: LOC changed or added for Kite network domain.

Component Description LOC

Netback Xen’s network backend driver 2687

HVM extension Xenbus and xenstore support 1100

Configuration unified (bridging) application 369

Utilities ifconfig/brconfig changes 222

Total 4378
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Kite’s Storage Domain Evaluation

For the storage domain performance evaluation, we have built Kite exclusively for storage

domain. This chapter discusses the evaluation results, which help to determine if the storage

domain implementation incurs any performance overhead compared to existing counterpart

solutions. Since all existing driver domains use Linux and there are no existing NetBSD-

based driver domains, we only compare against a Linux-based storage driver domain.

Section 8.1 explains our experimental setup for the Kite storage domain’s performance eval-

uation. Section 8.2 examines the read and write performance of a guest VM that uses Kite

and Linux domains for PV storage devices. Sections 8.3 and 8.4 discusses similar guest VM’s

performance for real-life application such as database server, file server, and web server that

involves storage operations.

8.1 Experimental Setup

This evaluation uses both micro- and macro-benchmarks. We do microbenchmarking using

dd [15] to measure overall storage device throughput. We use macrobenchmarking tools such

as Sysbench [125] and Filebench [126] to measure the performance of real-life applications

like MySQL [20] and MongoDB [19] database server, file server, web server, etc. We install

the Ext4 filesystem on the virtual storage device in DomU to run macrobenchmarks. For

each run, we flush the read buffer and use a total I/O size larger than the main memory,

77
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Table 8.2: Configuration of Xen domains on the server side.

Dom0 DomU Linux Blkdom Kite Blkdom

OS Ubuntu 18.04.3 LTS Ubuntu 18.04.3 LTS Ubuntu 18.04.3 LTS Rumprun-SMP [82, 103]
Kernel 5.3.0-40-generic 4.15.0-88-generic 5.0.0-23-generic Based on NetBSD 8.0
Memory 8 GB 5 GB 2 GB 1 GB
vCPUs 1 4 1 1

letting us exercise storage domains more aggressively.

Table 8.1: Hardware configuration.

CPU 1 x Intel(R) Xeon(R) CPU E5-2695, 2.20GHz

Cores 24 per CPU (HT)

L1/L2 cache 32 KB / 256 KB per core

L3 cache 30720 KB

Main Memory 64 GB

Storage Samsung 970 EVO Plus 500GB NVMe SSD

Table 8.1 shows the hardware configuration for the machine that we use for setting up Xen

4.9 and running the Dom0, storage driver domains, and the guest domain (DomU). The

configurations for these domains are shown in table 8.2. The NVMe SSD is assigned to the

storage driver domain using the PCI passthrough. The mentioned applications run on the

DomU and access the NVMe SSD using the Linux storage frontend. VM configurations are

kept similar to get a fair performance comparison.

For most of the cases, Kite’s storage domain performs as good as Linux. Certain Kite’s

storage performance gains can be attributed to NetBSD itself. Other gains are due to the

elimination of kernel layers and user space.
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Figure 8.1: Throughput measurements using dd.

8.2 dd

dd is a command line tool in Linux, which lets us to perform read and write operations

directly on the storage device. Therefore, we use this tool in DomU to measure and compare

read-write performances on the PV storage device while using Linux and Kite for storage

domain. To keep the reading overhead minimal during write performance measurement for

the disk, we use /dev/zero as the source device for write content. On the other hand, to

keep the writing overhead minimal while measuring read performance, we use the /dev/null

as the destination disk. Each experiments are run three times and each time 10GB of data

is read-write from/to the device.

The experimental results are depicted in Figure 8.1, showing the storage device access

throughput in MB per second. As one can see, for both read and write operations, Linux and

Kite storage domain exhibits similar performance, meaning our unikernelization techniques

do not incur any overhead. The relative standard deviation (RSD) for these experiments are

0.062% and 0.038% for Linux and Kite storage domains, respectively.



80 CHAPTER 8. KITE’S STORAGE DOMAIN EVALUATION

8.3 SysBench

SysBench [125] is a popular system component benchmarking tool, which is capable of run-

ning requests in threads so that multiple requests can run in parallel. For storage evaluation,

we leverage SysBench (v1.1.0) for getting ideas on real-life application performance, running

them on DomU that is using Linux and Kite storage domain.

8.3.1 SysBench File I/O

We measure the file I/O performance using the SysBench benchmark. For this experiment,

SysBench uses 192 files totaling 15GB and performs random operations on these files with

a read-write ratio of 3:2 since read operations are performed more than write, in general.

We run the same experiment for a different number of threads, ranging from 1 to 100, and

block sizes, ranging from 16KB to 128MB. Each experiment is run for 5 minutes, and we

make sure to clear the read buffer cache between each run so that we can get actual storage

throughput, not primary memory throughput.
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Figure 8.2: File I/O Throughput measurements using sysbench.

Figure 8.2a shows throughputs for runs with a different number of threads performing I/O

operations with each block of size 256KB. On the other hand, Figure 8.2b shows throughputs
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for a fixed number of threads (20) but runs with a varying number of block sizes. As evident

from the figures, the throughput for Kite storage domain is very comparable with Linux and

even better than Linux for higher number of threads and block sizes. The average RSD is

0.49% and 0.33% and the average latency is 16.91ms and 15.23ms for Linux and Kite storage

driver domains, respectively.

8.3.2 SysBench MySQL

We setup the widely used MySQL database on the storage device in DomU and evaluate

the database performance using SysBench. This database contains 100 tables, each with

1,000,000 records, which totals 20GB of disk space. Since the primary memory size for

DomU is 5GB, full database cannot fit in there, which reduces read buffering effect. We

ran the benchmark varying number of threads (from 5 to 100) for performing complex SQL

queries on the database. Each experiment was run for five minutes.
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Figure 8.3: MySQL throughput measurements using SysBench.

Figure 8.3 presents the SysBench throughputs for the database operations for a different

number of threads. It shows both Linux and Kite have overlapping performances for run-

ning the storage domain. It suggests that unikernelizing driver domains with the presented

optimizations can help achieve state-of-the-art performance. The maximum average RSD
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for these experiments is 0.61% and 0.67%, and the average latency is 18.39ms and 17.83ms

for Linux and Kite storage driver domains, respectively.

8.4 Filebench

Filebench is a tool suite that is heavily used, by researchers in academia and industry,

for benchmarking works associated with filesystem and storage. It is shipped with several

macrobenchmarks written in workload modeling language (WML) and capable of creating

workloads of real-life applications. We took a few of them and modified them to benchmark

the storage domain that virtualizes high-speed NVMe SSD.

8.4.1 Filebench File server

To generate a file server workload, we ran 50 threads in parallel, each performing a series

of operations like create, read, write, append, close, stat, delete, etc. Before running the

workload, Filebench creates 100000 files with an average size of 128KB, which makes around

13GB, i.e. at least twice the bigger than the assigned primary memory. The mean append

size is 1KB, where I/O sizes are varied, from 16KB to 8MB, for each run for 5 minutes.
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Figure 8.4: Fileserver throughput measurements using filebench.
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The throughput for the described file server workload is presented against a different number

of I/O block sizes in Figure 8.4. As one can see, the Kite’s storage domain often performs

slightly better than Linux. We attribute this performance gain is due to the absence of

context switching regarding system calls. The maximum incurred latency for this experiment

is 8.99ms and 7.93ms and maximum RSD is 0.831% and 0.245% for Linux and Kite storage

domains, respectively.

8.4.2 Filebench MongoDB Server

We also evaluate MongoDB, a NoSQL database server, using Filebench because of the dif-

ference in its file access patterns compared to the other types of databases. We create 20GB

of data with a mean I/O size of 4MB. Figure 8.5 shows the throughput, execution time per

operation, and latency, stretched in a logarithmic scale, for a run of 5 minutes with one

user. Kite outperforms Linux, proving our storage domain can exhibit better performance

even for lower concurrency. This slight performance gain is achieved from Kite’s lightweight

design, which involves no address space separation. The RSD for this experiment is 0.58%

and 0.91% for Kite and Linux storage domains, respectively.
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Figure 8.5: MogoDB server performance measurement using filebench.
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8.4.3 Filebench Web server

We generate the web server workload by running 50 threads in parallel, each performing a

series of operations that combine open, read, and close. First, Filebench creates 200,000 files

with an average size of 64KB, totaling around 13GB, to make it at least twice as big as the

assigned primary memory. Therefore, the effect of the read buffer is mitigated. The mean

append size is 16KB and the I/O size is 1MB, with each operation being run for 5 minutes.
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Figure 8.6: Web server performance measurement using filebench.

Figure 8.6 shows the web server throughput, execution time per operation, and latency. It

demonstrates that the Kite storage domain takes slightly less time than Linux to execute each

operation, providing slightly better throughput. At the same time, the Kite storage domain

exhibits faster latency than its Linux counterpart. We attribute this slight performance

difference to Kite’s single address space architecture, which involves no context switching

due to system calls. The RSD for this experiment is 0.94% and 0.71% for Kite and Linux

storage domains, respectively.
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Kite’s Network Domain Evaluation

In this chapter, we evaluate Kite, which is only built for the network driver domain, discard-

ing all unrelated components. The primary goal of our evaluation is to determine perfor-

mance overheads, if there are any, because of our implementation. Like the storage domain

evaluation in Chapter 8, we only compare against a Linux-based network driver domain.

We have confirmed that our system shows similar performance trends for 1Gbe and 10Gbe

(with various NIC drivers). In general, Kite should work with any NIC drivers from NetBSD,

including recent 40Gbe drivers, for which we expect similar performance trends.

Section 9.1 discusses our experimental setup for evaluating Kite’s network driver domain

prototype. Guest VM’s network bandwidth and latency, when using Kite and Linux network

domains, are discussed in Sections 9.2 and 9.3. Finally, Sections 9.4, 9.5, 9.6 evaluate this

prototype with several popular real-life applications.

9.1 Experimental Setup

Table 9.1 shows our experimental setup. The client and server machines are directly con-

nected by an SFI/SFP+ network cable, where each has a 10Gbe NIC attached. Driver VMs

are tested on the server side. For network-related tests, our client acts as a load generator.

The server runs Xen (Dom0 is only used for the control path). Each tested application runs

inside DomU. Both Linux and Kite network driver domains have direct PCI passthrough
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access to the NIC. Kite environment also incorporates recent changes from LibrettOS [103]

to run in Xen’s HVM mode.

Table 9.2 shows the Kite network domain’s configuration and software versions. We use

out-of-the-box Xen 4.9 from Ubuntu. Driver domains are I/O-intensive and do not need to

allocate more than one vCPU in our experiments.

Table 9.1: Hardware configuration.

Server Client

CPU Intel(R) Xeon(R) CPU E5-2695, 2.20GHz Intel(R) Core(TM) i5-6600K 3.50GHz

Cores 24 per CPU (HT) 4 per CPU

L1/L2 cache 32 KB / 256 KB per core 32 KB / 256 KB per core

L3 cache 30720 KB 6114 KB

Main Memory 64 GB 16 GB

Network Intel 82599ES 10-Gigabit adapter Intel 82599ES 10-Gigabit adapter

Table 9.2: Configuration of Xen domains on the server side.

Dom0 DomU Linux Netdom Kite Netdom

OS Ubuntu 18.04.3 LTS Ubuntu 18.04.3 LTS Ubuntu 18.04.3 LTS Rumprun-SMP [82, 103]

Kernel 5.3.0-40-generic 4.15.0-88-generic 5.0.0-23-generic Based on NetBSD 8.0

Memory 8 GB 8 GB 2 GB 1 GB

vCPUs 1 22 1 1

For the Kite network domain evaluation, we use both micro- and macro-benchmarks. We

run the nuttcp [31] microbenchmark to measure overall network throughput. We measure
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network latency using ping, Netperf [21], and memtier [22] benchmark. We use macrobench-

marks like ApacheBench [127], Redis [23], and MySQL [20] to measure the performance of

real-life applications, which can be relevant to cloud users.

9.2 Nuttcp

We measure the network throughput of a guest VM running Linux that uses 10Gbe NIC

through the Linux and Kite driver domains. To achieve optimal throughput with minimal

packet loss, we run nuttcp benchmark [31] (v8.2.2) in the UDP mode with 4MB of window

size and 8KB of buffer size. As shown in Figure 9.1, with the described configuration, the

nuttcp client achieves about 7Gbps with less than 1.5% UDP packet loss for both Linux and

Kite network domains.
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Figure 9.1: Nuttcp throughput for UDP file transfers.

We repeat each experiment 3 times and report the average, where the RSD is 1.33% and

1.02% for Linux and Kite network domains, respectively. The result suggests that Kite

exhibits similar UDP throughput to Linux, incurring no penalty.
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9.3 Latency

We use various tools with different configurations for measuring network latency. Figure 9.2

shows the latency comparison when using Linux and Kite network backend. Pinging the

guest machine from the client machine 100 times with a one-second interval, we get lower

latency for Kite (0.31ms) than for Linux (0.51ms). The Netperf [21] benchmark, which sends

1000 requests per second with even intervals to the guest machine, shows 0.18ms latency

for Linux and 0.10ms latency for the Kite network domain. Memtier [22], a benchmark

for Memcached [18], reports 0.16ms and 0.15ms for Linux and Kite, respectively, when

performing 100000 SET and GET operations with a ratio of 1:10 and data of size 8KB.
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Figure 9.2: Latency comparison for Linux and rumprun network driver domains.

One can see that the Kite network domain achieves slightly better latency than that of

Linux across different applications. Therefore, using Kite driver domains for running latency-

sensitive applications, we can achieve a similar performance to that of Linux.

9.4 Apache

To evaluate performance with a real-life HTTP server, we run the Apache server (v2.4.29) in

DomU and Apache benchmark in the client machine. The server data (files) are randomly

generated. The benchmarking tool sends 100,000 requests and measures the server-side
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throughput, and each experiment is repeated 3 times. Figure 9.3 shows Apache server

throughput for different file sizes, ranging from 512B to 1MB, with 40 concurrent requests

for each run. These numbers show the Apache server does not incur any overhead due to

Kite’s implementation.
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Figure 9.3: Apache throughput varying file size.
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Figure 9.4: Throughput, transfer time, and request rate.

We show a specific example with transfer time, throughput, and request handling rate for

64KB in Figure 9.4. The Apache benchmark sends 100,000 requests with 40 concurrent

requests. The performance is marginally higher for Kite. The maximum RSD is 1.20% and

1.44% for Linux and Kite, respectively, for the presented throughputs.
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9.5 Redis

Nowadays, in-memory key-value databases are extensively used in cloud infrastructures. We

run Redis [23] server, a well-known key-value store, to compare Kite and Linux network driver

domains. We execute the Redis benchmark (v4.0.9) with millions of SET/GET operations

in the pipeline mode. We set the pipeline size to 1000. Each run is repeated for different

levels of concurrency, wherein each GET/SET operation reads/writes 128KB of data with

each key of the size of 64 bits.
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Figure 9.5: Redis key-value store throughput.

Figure 9.5 shows the number of SET/GET operations per second. Overall, Kite and Linux

network driver domains exhibit similar performance. Each experiment was repeated three

times and the RSD for Linux’s and Kite’s netback is 0.00053% and 0.0011%, respectively.

9.6 MySQL

Along with NoSQL databases like Redis and Memcached, relational databases are also

widely used. We compared the performance of MySQL [20] server (v5.7.29), a popular

SQL database, running on DomU. On the client machine, we ran Sysbench (v1.1.0) bench-

mark, which triggers database transactions sending SQL queries, to measure the database

throughput.
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Figure 9.6: MySQL throughput.

We created a database with ten tables, each with 1,000,000 records. All data fits in memory,

i.e., the workload is memory-bound, and there is no storage I/O. We ran the benchmark

from the client machine for a different number of threads (from 5 to 60). This benchmark

sends read-only SQL queries to the server, which allows us to stress-test the network path.

Figure 9.6 shows the number of operations (queries and transactions). There is almost no

performance difference when using Linux’s or Kite’s netback. We repeated each experiment

three times and the RSD is 0.0167% and 0.0496% for Linux and Kite, respectively.
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Figure 9.7: CPU utilization while benchmarking the MySQL.

We also measured CPU utilization. Figure 9.7 shows the average CPU utilization of DomU,

measured using the sysstat utility [27], during the mentioned benchmark execution. We

observed that DomU’s CPU utilization for both Linux and Kite is very similar. Therefore,

the CPU utilization time is preserved.
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Kite’s Security Evaluation

Device drivers are one of the most erroneous parts of any OS, and general-purpose full-

featured OSs have significantly bigger attack surfaces. The biggest motivation for uniker-

nelizing Xen driver domains is reducing attack surface so that such critical VMs becomes

more resilient against the attacks due to exploitation of presented bugs and, therefore, the

cloud infrastructure can enjoy more security. In this chapter, we conduct a thorough security

evaluation of Kite’s driver domain implementations, including an analysis of the resulting

attack surface and a discussion on its strength against related CVEs.

In Section 10.1, we compare Kite’s executable size and boot time to those of other operating

systems capable of running driver domains. Our analysis of different gadgets in Sections 10.2

and 10.3 shows that Kite has a lower gadget quality and quantity measured in various matrics,

making it less vulnerable to attack compared to other state-of-the-art solutions. Finally, in

Section 10.4, we assess Kite’s resilience to known vulnerabilities, considering that it requires

a minimal number of system calls, which could compromise driver domains.

10.1 Image Size and Boot Time

We compare the image size of Kite with Ubuntu 18.04, the Linux distribution we used in

the presented experiments. We measured the size of the entire Kite network domain binary.

For Linux, we measured only the size of the kernel and its modules, i.e., we did not include
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the size of user-space programs and libraries such as libc. As Figure 10.1a shows, the Linux

image is about 10x larger than the Kite image.

Since the boot time directly affects deployment in the cloud infrastructure, it is crucial to

reduce it as much as possible. Moreover, driver domains may need to restart to recover

from failures or attacks, where faster boot times are equally important. As Figure 10.1b

shows, Kite only takes 13 seconds to boot the network domain. In contrast, Ubuntu needs

75 seconds.
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Figure 10.1: Image size and boot time comparison.

10.2 ROP Gadget

The number of ROP gadgets is one concrete, quantitative metric that can be used to evalu-

ate security. A smaller number of gadgets indicates potential obstacles for an attacker since

the attacker will have a hard time finding appropriate gadgets to exploit a known vulnera-

bility [46]. Moreover, the attack surface is proportionally reduced in Kite, which also helps

in achieving better security. Using the methodology from [71], we count gadgets belonging

to different categories: Data move, Arithmetic, Logic, Control flow, Shift & Rotate, Setting

flags, String, Floating point, Misc, MMX, NOP, and RET. Each category represents a class

of operations.
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Figure 10.2: ROP gadget comparison.

Figure 10.2 shows the quantity of ROP gadgets for the Kite, vanilla Linux, and popular

Linux distributions such as CentOS 8, Fedora Rawhide (05/2020), Debian 10.4, and Ubuntu

18.04. For Kite, we measured the number of instructions from different categories present

in the Kite network domain image. For the vanilla Linux kernel, we did the same for the

kernel image built with the default configuration (defconfig), which is a fairly minimalistic

configuration. The vanilla image alone already has four times more gadgets than the Kite

image, but for using Linux as a network domain, we generally need kernel modules. (Not

to mention user-space libraries.) Therefore, we measured the quantity of ROP gadgets for

associated kernel modules along with the kernel image for the presented Linux distributions

that are capable of running as the network driver domain.

We used Ropper [24] to measure the number of ROP gadgets. We found that the number

of ROP gadgets for Kite is 4x and 24x smaller than that of the Linux default configuration

and Ubuntu, respectively. Kite’s substantially smaller number of gadgets indicates its great

potential for better security when used as a driver domain.
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Figure 10.3: Gadget set analysis.

10.3 Gadget Set Analysis

Though Kite has significantly fewer ROP gadgets presented in its executable compared to

different flavors of Linux distributions, the total gadget count may fall short of representing

its resilience against attacks. Attackers may exploit remaining gadgets to manipulate an

attack. Moreover, some attack surface reduction attempts can introduce newer gadgets.

Brown et al. [58] proposed an in-depth gadget analysis to understand the likelihood of the

program variants falling victim to gadget-based attacks compared. They offer an open-source

tool named GadgetSetAnalyzer that performs static binary analysis on program variants

and produces results based on the quantity, quality, and locality of code reuse gadget sets,

indicating the impact of attack surface reduction. We use GadgetSetAnalyzer to compare

Kite and default Linux kernel’s likelihood of gadget-oriented attacks. Figure 10.3 depicts

the corresponding results in logarithmic scale for different gadget utility metrics.

Abstract instructions, known as functional gadgets, are utilized to carry out fundamental

computational operations like addition, register loading, and logical branching. These op-
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erations are then combined to create a malicious payload. The computational capability

allowed by a group of gadgets is determined by their expressivity. As shown in figure 10.3,

Kite does not increase the expressivity of driver domains when fundamental computational

operations are taken into account.

Kite reduces the quality of gadgets, such as gadget length and memory side effects, for ROP

and call-oriented program (COP) gadgets compared to Linux. Additionally, Kite reduces the

quantity of ROP and jump-oriented (JOP) gadgets. However, Kite shows a slight increase

in the COP quantity and corresponding intra-stack pivot. We attribute this increase to

Rumprun’s introduced function calls for performing system calls, as opposed to Linux, which

uses the same trampoline function for system calls because of the context switching between

userspace and kernel space. Moreover, the count of gadgets that dispatch JOP and COP and

the count of gadgets that load data for JOP and COP gadgets are also lower for Kite. Finally,

Kite significantly reduces JOP trampoline and syscall gadgets in comparison to Linux.

10.4 Syscall Reduction and CVEs

The minimalistic design of Kite allows only a handful of libraries, selected drivers, and one

application per driver domain. These applications replace the need for several userspace

libraries (e.g. python) and tools (e.g. xen-tools). Therefore, Kite driver domains are safe

from many known vulnerabilities, such as CVE-2016-4963 and CVE-2013-2072, associated

with unneeded libraries and applications that are part of traditional service VMs. We found

172 [32] and 92 [33] reported CVEs that make use of crafted applications and shell, respec-

tively, for performing attacks on Linux-based OSs. Being single-purpose OSs without rich

user-space environments, Kite VMs prevent the attackers from running malicious applica-

tions or using shells.
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Table 10.1: Examples of CVEs prevented by only keeping necessary system calls.

CVE ID Syscall Name Description
2021-35039 init_module Linux kernel loading unsigned kernel

modules via init_module syscall.
2019-3901 execve A race condition allows attackers to leak

sensitive data from setuid programs.
2018-18281 ftruncate, mremap Permits access to a already freed and reused

physical page.
2018-1068 compat_sys_setsockopt Allows a privileged user to

arbitrarily write to kernel memory.
2017-18344 timer_create Allows userspace applications to read arbi-

trary kernel memory.
2017-17053 modify_ldt, clone Allows an attacker to exploit use-after-free

by running a crafted program.
2016-6198 rename Allows local users to cause a denial of service

attack.
2016-6197 rename, unlink Allows local users to cause a denial of service

attack.
2014-3180 compat_sys_nanosleep Usage of uninitialized data creates possible

out-of-bounds read.
2009-0028 clone Allows unprivileged child process to

send arbitrary signals to its parent.
2009-0835 chmod, stat Allows local users to bypass intended access

restrictions via crafted syscalls.

0

50

100

150

200

Kite Ubuntu

Sy
sc

al
l c

o
u

n
t

Figure 10.4: System call count comparison.
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Rumprun leverages syscall-related functions from NetBSD. Since each Kite VM runs one

specific application, we can easily pinpoint the system calls that are used. We found

that rumprun uses 14 and 18 system calls for the network and storage domain, respec-

tively, whereas even minimal Ubuntu-based driver domains use 10x more systems calls

(Figure 10.4). Furthermore, to prevent attackers from using other syscalls, we discard all

remaining syscalls during the compilation process. This reduces the attack surface and mit-

igates many CVEs, including 11 CVEs presented in the Table 10.1.Though we can block

a few syscalls in Linux, lots of them are essential to initialize and run driver domains and

cannot be removed.



Chapter 11

Redwood: Flexible Secure VMM

VMMs play important roles in deploying and managing VMs. They ensure the isolation and

security of VMs running on the same physical machine. However, there are components in a

general VMM architecture that are susceptible to future vulnerabilities and may contribute to

propagating and aggregating damage. Additionally, performance acceleration architectures,

such as DPDK, when incorporated with VMMs, can become a single point of catastrophic

vulnerability with the potential to affect multiple VMs. This chapter examines vulnerable

points in VMMs and introduces the concept of Redwood, a method for specializing and

compartmentalizing VMMs to make them more resilient to future attacks by mitigating

these vulnerabilities. It also discusses strategies for securing acceleration architectures in

the virtualization ecosystem.

Sections 11.1 and 11.2 describe Redwood’s design principles and associated challenges, re-

spectively. The design for achieving VMM specialization is discussed in Section 11.4, and

the design for establishing compartmentalization is described in Section 11.5. Finally, Sec-

tion 11.6 covers isolation for vhost-user interfaces to secure VMs connected to OSS-DPDK.

11.1 Design Principles

Existing VMM designs have several limitations that make the virtualization infrastructure

prone to common vulnerabilities. These vulnerabilities include memory manipulation, ar-
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bitrary code execution, denial of service, etc. Attackers can exploit these vulnerabilities to

access sensitive information, disrupt services, and cause financial losses. To address these is-

sues, we propose a set of new design principles for VMMs that can enhance security in cloud

infrastructures. These principles focus on per-VM specialization and fine-grained intra-VMM

component compartmentalization.

(P1) The design of a VMM should be modular and highly configurable, allowing

for the removal of any default features or implementations that are not desired. A highly

flexible VMM is a prerequisite for creating a minimal VMM that can be specialized to meet

the specific needs of each VM.

(P2) A VMM should not have any unnecessary components. Each VMM should be

tailored to meet the specific needs of individual VMs, rather than being designed as a generic,

full-featured VMM. This approach helps to create VMMs resilient against vulnerabilities by

minimizing their attack surface.

(P3) Each pair of unrelated VMM components should be kept in separate com-

partments. This approach helps limit an attacker’s freedom of using vulnerabilities in one

component as a means of exploiting another. Compartmentalized components make it more

difficult for attackers to traverse the whole VMM to gain access to sensitive information or

disrupt operations.

(P4) Each instance of the same component type should be isolated from one

another. Although there may be multiple instances of the same component type, keeping

them in separate compartments helps to avoid a vulnerability in one instance propagating

to the other and improve the overall security of the VMM.

(P5) Security should not come at the cost of performance. It is crucial to balance

the two. Therefore, isolation mechanisms should be chosen carefully so that they do not neg-
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atively impact performance. These mechanisms should be lightweight and efficient, allowing

the system to maintain optimal performance while providing the necessary protection.

(P6) The compatibility with the existing VMs should not be compromised. In-

troduced security primitives should be transparent to the VMs, so that they can continue

to function as normal while the VMM enforces security. This allows for the best of both

worlds, providing a secure environment while minimizing the impact on existing systems.

11.2 Challenges

VMMs run on the host OS and are considered the TCB of the cloud infrastructure. Though

there are several VMMs available with a wide range of features, they lack flexibility in terms

of configuration. This means that VMs must use VMMs that are built to be generic and

include many default features unrelated to the VM, resulting in a larger attack surface. This

presents the challenge of designing and implementing a highly modular and configurable

VMM, which is crucial for minimizing the TCB in cloud infrastructure. Building a modular

and flexible VMM from scratch requires significant implementation effort and expertise. On

the other hand, the rigid design of generic VMMs makes it challenging to achieve a minimal,

specialized VMM for individual VMs.

When a VMM is deployed, the entire process is considered to be trusted. However, even

if unwanted features are removed, the VMM’s security can still be compromised due to

existing bugs in any part of the remaining implementation. Current VMMs lack security

primitives to enforce compartmentalization between different VMM components, making

them vulnerable to attacks. Exploiting a vulnerability in one part of the VM can allow

an adversary to manipulate another part. Implementing compartmentalization in a VMM

requires careful design and implementation techniques. Deciding when to enable and disable
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access to a compartment requires thorough examination of interactions between different

parts of the VMM. To the best of our knowledge, Redwood is the first attempt to deploy

VMM components in separate compartments for improving cloud security.

Isolation has been a topic of active research for years, and there are several software- and

hardware-based isolation techniques, each of which have pros and cons in terms of security

and performance. Some isolation techniques offer improved security at the cost of per-

formance, while others prioritize performance over security. Additionally, not all existing

isolation techniques are suitable for intra-VMM isolation. As a result, finding an isolation

technique that achieves the desired level of compartmentalization within a VMM without

sacrificing VM performance is a challenging problem. We explore both software and hard-

ware solutions to balance performance and security in a virtualized environment.

Introducing flexibility in VMM configuration and compartmentalization between VMM com-

ponents deserves a thorough re-evaluation of the design and a significant amount of additional

effort in implementation. A poorly designed VMM may have limited capabilities, potentially

rendering it inadequate in serving existing VMs because of missing features. Moreover, mod-

ifying existing VMs to be compatible with the proposed VMM is often not desirable. Thus,

it is crucial to carefully consider the compatibility of new security primitives with existing

VMs when selecting isolation mechanisms and specialization techniques for a VMM to ensure

seamless integration.

11.3 Trusted Computing Base and Trust Model

The virtualization stack has several components that are critical to Redwood’s functional

correctness, including the host OS, hypervisor, compiler, linker, and loader. Any compromise

of these trusted components would compromise Redwood’s correctness.
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The VMM is consists of various components, including core and additional components (see

details in 11.4). The core components are relatively small and potentially formally verifiable.

In contrast, there are many additional components and we consider all of them to be mutually

distrusting, as each component may have potential vulnerabilities that an adversary could

exploit to attack other parts of the VMM.

The Redwood prototype (discussed in Section 12) leverages the Intel MPK [67] hardware

feature for compartmentalization. We trust the MPK APIs for enabling and disabling pro-

tection keys and assume that they work as intended.

11.4 Achieving Per-VM Specialization

This section discusses various options for creating a highly configurable VMM (P1) that

offers a minimal attack surface (P2) while still maintaining needed compatibility (P6).

VMMs have several core responsibilities, including creating, allocating resources for, launch-

ing, and destroying VM. However, these tasks are not sufficient for running an operating

system with workloads inside a VM. As a result, a VMM may need to provide additional

support, such as firmware like BIOS and UEFI, interrupt controllers like APIC, MSI, and

MSI-X, configuration and power interfaces like ACPI, I/O devices, and migration mecha-

nism.

Any additional feature not needed by the workload only contributes to the attack surface.

Therefore, the uKVM [138] approach combines unikernels with relevant VMM components

and replaces standard PV devices with low-level interfaces to create a unified executable.

However, this approach is designed specifically for and requires modifications to unikernels,

which may violate the principle (P6) of backward compatibility and may not be suitable
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for all VMs. In addition, running a user-provided executable directly on the host poses a

security risk to the ecosystem.

The virtualization community often introduces new software features, such as vDPA [4] and

VFIO [5], and hardware features, such as Intel SGX [69] and AMD SEV [35], to improve

performance and security. Full-fledged VMMs like QEMU are often the first to test these

features due to their widespread market share. However, build-from-scratch approaches like

uKVM suffer from a lack of support and infrequent updates. Therefore, even if a workload

desires, it may not use such minimal VMMs because of missing features.

In contrast, QEMU typically has hundreds of features implemented. Firecracker [118] and

Cloud Hypervisor [45] selectively implement fewer features as they aim only to support

microVM (lightweight Linux) and cloud OSs, respectively. All these VMMs make most

of their features default and non-removable. However, not all workloads have the same

requirements. To create a VMM with minimal attack surface, it is necessary to make each

VMM highly customizable to suit the specific needs of different workloads.

Achieving a minimal VMM from an existing one losing no necessary features or compatibility

requires fine-grain configurability. This requires a nontrivial modularization and refactoring

of the current implementation. After identifying all the additional components, a refactoring

is necessary to ensure that each fine-grained component can function independently along

with the core parts. Finally, we need to create a configuration space with one configuration

per component, allowing users to choose which components to include at build time. This

can be achieved using platform-specific tools or techniques such as the Kconfig language, the

define keyword in C, or the features feature in Rust.

We propose creating various VMM images for different configurations, rather than using

the same image for all VMs or receiving different images from clients. Then, based on the
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requested VM configuration, the corresponding VMM image can be used to run the VM.

Our prototype suggests that this approach can reduce the size of the VMM by at least

50%. Therefore, the additional disk space required for storing the executables will not be

significant. Next, we discuss features we can take into consideration to make them highly

configurable at build time.

11.4.1 VM Bootloading

VM bootloading is the process for a VM to start up and loads its OS. Bootloading a VM is

similar to bootloading a physical machine, but with some differences because of the virtual-

ized environment.

The boot process begins with the firmware, which locates the Master Boot Record (MBR)

on the VM image and loading the bootloader. The bootloader is responsible for loading the

kernel, which is the core component of the OS. The kernel then starts the init process, which

initializes and running the rest of the OS.

There are several ways to boot a VM, including:

• Boot like a regular machine, where the firmware locates the MBR on the VM image

and loads the bootloader from there. Then, the bootloader loads the kernel. Finally,

the kernel starts the init process.

• VMM directly loads the GRUB bootloader from the host using the configuration from

the VM. The GRUB then loads the kernel, which starts the init process.

• A kernel and an init disk can also be directly supplied to the VMM, allowing it to

skip many of the normal steps in the boot process. Therefore, the VMM directly loads
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Table 11.1: Example of emulated and paravirtualized devices in VMMs.

Emulated device Paravirtualized Device
Serial port Virtio console
Network card (E1000, NE2000 PCI) Virtio network, Xen netback
ATA/SATA, CD/DVD-ROM, floppy disk Virtio block, Xen blkback
Graphics card (CL-GD5446, Red Hat QXL VGA) Virtio GPU
PS/2 mouse and keyboard, HID Virtio mouse and keyboard
SCSI controller (LSI53C895A, NCR53C9x) Virtio SCSI
USB controllers (UHCI, EHCI, xHCI) Xen USB
Watchdog timer (Intel 6300 ESB PCI, or iB700 ISA) Virtio watchdog

the kernel and the init disk from the host. The kernel starts the init process from the

supplied disk.

As there are a few other ways to boot a VM’s operating system, a VMM usually sup-

ports multiple bootloading mechanisms. However, a particular VM only needs one method.

Therefore, a VMM can minimize its functionality by keeping only the necessary method.

11.4.2 Virtual I/O Device

A VMM can facilitate I/O operations by a PV, a fully emulated, or a physical device. For

example, a VM can use an emulated e1000 NIC, a virtio network device, or a physical

NIC accessed with PCI-passthrough. Table 11.1 lists a subset of emulated and PV devices

supported by QEMU.

Each device type can have further variations and a full-fledged VMM provides a wide range

implementations to accommodate these variations. For example, a virtio block device may

support different virtual disk formats, such as raw, qcow, vdi, and vhdx. Figure 11.1 high-
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Figure 11.1: An example of a virtualization stack focusing on components for VMs using
PV storage. The host OS, such as Linux, manages the physical storage device (e.g. NVMe
SSD) driver, a filesystem (e.g., Ext-4), a virtual filesystem providing a common interface,
and a hypervisor (e.g., KVM). The virtual disk images are files of specific formats (e.g., raw
and qcow) in the host OS. VMM (e.g., QEMU) instances provide implementations for these
formats and PV block devices (similar to blkback in Xen). A guest OS runs the PV block
driver and filesystems in its kernel space for offering storage interfaces to applications.

lights storage components in an example of a virtualization stack for running a guest VM

that uses PV storage. However, a VM typically only requires a limited set of these imple-

mentations to facilitate its workloads. For instance, a VM running a web server may only

need a network, a storage, a serial and a clock device, making the use of other I/O devices

present in the VMM unnecessary.

Figure 11.2 illustrates the count of I/O device-related and the total number of CVEs reported

for QEMU over the years from 2007 to 2021. As the graph indicates, I/O devices account for

approximately one-third of the total number of reported CVEs. This suggests that I/O device
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Figure 11.2: QEMU CVE trend from 2007 to 2022. [41]

implementations may have a higher number of vulnerabilities compared to other parts of a

VMM. This is an important consideration when it comes to security, as these vulnerabilities

can provide an attacker with a potential entry point to the system.

To mitigate this risk, one effective strategy is to reduce the number of I/O implementa-

tions by retaining only those that are needed by a particular VM. This helps to significantly

reduce the VMM’s attack surface by eliminating unnecessary or unused I/O device implemen-

tations.Therefore, it is essential to make the I/O device implementations highly configurable

when designing a VMM so that one can discard all unrelated devices at build time.

11.4.3 VM Migration

The capability of migrating VMs between different hosts is a crucial feature for managing

various operations in the cloud, such as workload balancing and system upgradation. A VMM

may have multiple migration techniques implemented, such as checkpoint restart, post-copy,

pre-copy, and hybrid migration. Each technique has its advantages and disadvantages, and a

VM may require a specific technique that best suits its purpose when migration is necessary.

Some short-lived VMs may not require migration at all during their lifespan. For example,

a VM providing function as a service (FaaS) may boot quickly and shut down immediately
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after serving the requested function. Therefore, it may not need VM migration. Depending

on a VM’s purpose, reducing or eliminating migration-related implementation from a VMM

can help reduce the attack surface and improve security.

11.5 Establishing Intra-VMM Isolation

VMM instances run as userspace processes in the host OS, contributing to TCB of the

ecosystem and increasing the attack surface. While reducing the size of the VMM can

significantly reduce this attack surface, vulnerabilities in the remaining implementation can

still pose serious security risks. For example, if a VM requires multiple I/O devices and one

of them has a bug that allows an attacker to gain privilege of the VMM process, the attacker

may disrupt the execution flow or steal data from this device or other parts of the VMM.

Isolation can prevent an untrusted component from directly accessing the private memory of

other components. Partitioning sensitive data and code into isolated components within the

VMM can help limit the impact of an attack and preserve the confidentiality and integrity

of other components’ data.

The approach of intra-VMM isolation requires a careful examination of the VMM design to

determine which components need to be isolated into separate compartments and what the

isolation boundary should be. Therefore, we need to answer the question of what to isolate.

Not all components can be compartmentalized in the same manner due to differences in

functionality and implementation. Additionally, there may be multiple isolation techniques

available, depending on the hardware and software environment, leading to the question of

how to isolate. Finally, based on the chosen isolation technique and the functionality of the

isolated components, decisions must be made regarding when to enable or disable access to

a compartment and who has the authority to do so. In the following sections, we present
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our analysis to address these questions.

11.5.1 What to Compartmentalize?

To compartmentalize a VMM, the first step is to identify which components in it we want

to isolate. For instance, virtual I/O devices are a major part of any VMM and often share

vulnerabilities, as shown in Figure 11.2. Therefore, virtual devices are potential candidate

for compartmentalization. According to the principle P4, there should be isolation between

multiple instances of the same type of device in a VMM. For example, if a VM requires two

network devices, the VMM should isolate both instances to ensures that a vulnerability in

one network devices cannot propagate to the other device.

11.5.2 How to Compartmentalize?

Prior protection key-based isolation approaches [77, 90, 124, 131, 134] draw isolation bound-

aries around libraries and the application code. For instance, there can be multiple compart-

ments in FlexOS [90], where each can contain one or more libraries. When a compartment

needs to execute a function in another compartment, the caller compartment’s memory is

disabled, and the callee compartment’s memory is enabled. Upon return, memory permis-

sion is changed in reverse order. This model does not exactly fit for isolating VMM devices,

which are not necessarily libraries, and they do not get invoked like library functions. Unlike

functions performing operation on the supplied arguments, each device instance has its own

memory with sensitive information, which needs to be secured. Moreover, I/O devices per-

form asynchronous operations. Therefore, keeping other I/O devices disabled when one is

performing is not a viable option. This scenario demands fine-grained isolation. For exam-

ple, during a device instantiation, a VMM may create a unique protection key to label every
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memory location that belongs to and represents this instance. Any access to these memory

locations will require proper permission change, otherwise will be considered illegal.

Technologies such as Intel MPK [67] and ARM MTE [1] can be utilized to implement such iso-

lation model. Hardware capabilities, such as the CHERI [136] ISA extension for ARMv8-A,

can also be used to assign different capabilities to different components to compartmentalize

the VMM. However, TrustZone [94], AMD SEV [35], and EPT/VM all utilize compartments

as separate systems, communicating through RPCs and shared memory. Therefore, using

them to isolate VMM components may result in significant performance penalties, which

goes against the principle P5. Additionally, Intel SGX is not capable of performing I/O, so

isolating device drivers in this environment is not feasible.

11.5.3 When to Enable/Disable a Compartment?

Our goal is to keep the memory in a compartment disabled when it is not being used.

Therefore, a vulnerability in another part of the VMM cannot propagate and arbitrarily

execute device operations. Since I/O device operations are asynchronous events, a dedicated

(not shared) event handler can enable and disable memory accesses if protection key-based

techniques are used.

11.6 Securing OVS-DPDK Vhost User

The vhost-user model allows offloading virtio device implementation from the VMM to

a userspace application running on the host. Moving the backend in a separate process

is supposed to increase security by providing process-level isolation, incurring a possible

performance penalty because of added indirection. Upon integrating the vhost-user with

the performance acceleration platforms, like DPDK, the performance increases significantly.
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Figure 11.3: The OVS-DPDK architecture provides faster networking for guest VMs by
running as a userspace process on the host and utilizing vhost-user interfaces and an OVS
switch. It connects to physical NICs through the NIC driver in the kernel or the PMD
driver in DPDK and establishes the control path with the VMM and data paths with the
guest VMs through virtio-net or virtio-pmd drivers. However, it also poses a security risk as
the OVS-DPDK process has unfiltered access to all vhost-user instances, which may contain
sensitive information from the guest VMs.
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However, it creates an opportunity for a threat of higher magnitude than the security gain

from process-level isolation. Here, we discuss the scope of vulnerability in DPDK and the

design for mitigation.

Figure 11.3 depicts how VMMs can connect to the OVS-DPDK process through vhost-

user interfaces. OVS-DPDK creates vhost-user instances for each guest VM connected to

this application. To establish direct memory access between the vhost-user backend and

the virtio frontend, the VMM shares the whole VM’s memory with the OVS-DPDK. That

means the OVS-DPDK has direct access to the memory of all VMs connected to it. It makes

the OVS-DPDK a lucrative hub for intruders to manipulate attacks and disrupt all VMs’

execution or steal their data.

There are multiple scenarios of how an intruder can gain access to OVS-DPDK. Any vul-

nerability on the host OS, VMM, OVS, or DPDK itself that gives an attacker full or partial

access to DPDK provides open access to the VMs’ memory connected through the vhost-user

interface. For instance, CVE-2020-14377 [14] shows that a buffer over-read vulnerability in

DPDK can let a VM user do unauthorized access to the host’s memory. CVE-2020-14377 [14]

shows that an attacker can exercise a buffer overflow attack to write arbitrary data to any

address in DPDK. Similar attacks may lead one VM user to read other VM memory since

DPDK already has access to all connected VMs’ memory.

We propose to scrutinize OVS-DPDK’s access to the guest VM’s memory. One idea is putting

each VM’s memory in a separate compartment and enabling access to that compartment just

for the corresponding vhost-user. Any activity of undesired access to a compartment should

be identified as an attack. For example, accessing a memory address using buffer overflow

or arbitrary code execution should trigger an action, like a segmentation fault or application

reset, that would prevent the attacker from proceeding further. Isolation techniques such as

memory tagging, capability, etc., can be used based on the security and performance metrics.
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Implementation of Redwood

The design principles and techniques of Redwood, outlined in Chapter 11, can be applied

to all existing general-purpose VMMs. We developed a prototype for Redwood based on

Cloud Hypervisor, an open-source VMM that runs on KVM and Hyper-V hypervisors. This

chapter covers the implementation details of Redwood toward creating a minimal VMM

from an existing VMM and isolate PV I/O devices using hardware-enforced techniques. To

enhance the virtualization ecosystem, Redwood has added unikernel bootload support and

compartmentalized memory access for VMs using OVS-DPDK.

Section 12.1 explains how Cloud Hypervisor was transformed into a highly flexible VMM,

enabling customization to meet specific requirements. Section 12.2 delves into the technical

details of compartmentalizing I/O devices using hardware support from Intel’s MPK. Sec-

tion 12.3 outlines the multiboot implementation for Redwood. Finally, Section 12.4 explains

how memory compartmentalization for each VM, connected to OVS-DPDK via vhost-user-

net interfaces, is implemented to restrict attacker access.

12.1 Workload-aware Redwood

Redwood aims for improving VMM better security in cloud infrastructure. Cloud Hypervisor

is suitable for our target problem space because it is designed to run modern cloud workloads.

It can run cloud OSs with most I/O handled by virtio devices and 64-bit CPUs. We chose

114



12.1. WORKLOAD-AWARE REDWOOD 115

Hyper
visor

ISA

VM

Device 
Manager

CPU 
Manager

Memory 
Manager

VMM Core

Migration

Firmware

PVH Linux

Multiboot

Bootloader

Block

Net

+10

VirtIO Dev

Serial

APIC

+3

Other Dev

SGXTDX VFIO vDPA

Raw +3

Others

Figure 12.1: Core and additional components of Redwood.

Cloud Hypervisor as a base for Redwood’s prototype over QEMU because it is written in

Rust, which is programming language known for providing better memory safety than C.

Although Firecracker is also written in Rust, we chose Cloud Hypervisor for its broader

support for general cloud OSs, rather than a specific configurations like micro-VMs.

Rust’s package manager, Cargo, provides a mechanism called features for conditional com-

pilation and optional dependencies. As discussed in Section 11.4, we identify the core and

additional components in Cloud Hypervisor and refactor all additional components into

named features in Redwood. Therefore, users can enable and disable components at build

time by choosing which to keep in Redwood image.

Figure 12.1 shows Redwood components. Green boxes represent core components, which

include CPU, memory, device managers, and APIs for VM, ISA, and hypervisor operations

necessary for running any VM. These managers create and manage VCPUs, memory, and

devices for VM. VM APIs perform VM creation, launching, destruction, etc. ISA (x86-64

and AArch64) and hypervisor (KVM and Hyper-V) supports were already configurable in

Cloud Hypervisor.
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Cloud Hypervisor supports booting OSs using third-party firmware, such as OVMF [2] and

Rust Hypervisor Firmware [3], and direct booting uncompressed Linux into 64-bit mode.

Along with these two, Redwood adds multiboot support (Section 12.3). As discussed in

Section 11.4.1, a VM needs only one booting mechanism. Separating these three bootloaders

into features (blue boxes), Redwood provides the flexibility to include only the required one

at build time.

Cloud Hypervisor implements 18 I/O devices. Along with the virtio devices, listed in Ta-

ble 12.1, it implements ACPI, IO APIC, and legacy devices such as RTC/CMOS, GPIO,

and serial. Only RTC/CMOS is configurable at build time. Redwood resolves any interde-

pendency, if any, between all these I/O devices and makes them configurable at build-time.

We also make disk implementations configurable, allowing a VMM to have specific types

needed for a particular VM. Supported formats include raw, qcow, VHD, and VHDX.

Cloud hypervisor supports security features, like Intel SGX [69] and TDX [16], and device

passthrough mechanisms like VFIO and vDPA, where TDX and VFIO are configurable. It

also supports live migration as a default feature. Redwood separates the VM SGX, vDPA,

and migration-related sources and makes them optional feature. All additional components

in Redwood are marked with white boxes.

12.2 Isolation inside Redwood

Cloud Hypervisor implements 13 virtio devices, listed in Table 12.1. Redwood isolates all

instances of these devices, i.e., if there are multiple instances of the same device (say, two

block devices), each will be isolated into separate compartments.

Cloud Hypervisor maintains per-device information, which includes a list of features, various
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Table 12.1: Isolated virtio PV devices in Redwood.

Device Name Description
virtio-net Ethernet card for networking
virtio-block Block device for storage volume
virtio-console Console device for data input-output
virtio-balloon Device used for memory ballooing
virtio-mem Device for hot (un)plugging memory
virtio-pmem Device for resizing page cache
virtio-rng Device for random number generation
virtio-watchdog Device for monitoring system status
virtio-iommu Device for DMA management
virtio-vsock Device for guest-host communication
vhost-user-net Network device in separate process
vhost-user-block Storage device in separate process
vhost-user-fs Device for sharing host directory

events and interrupt handlers, and the driver (in VM) detail. Each type of device has addi-

tional device-specific information. For instance, a block device has unique ID, information of

underlying disk, block device configuration, which are all sensitive and crucial to perform a

virtio-block device operation. The VMM populates this information during the instantiation

process of a device.

On the other hand, the device and drivers perform asynchronous I/O operations. Therefore,

Cloud Hypervisor creates a distinct event handler thread per device instance to handle

corresponding I/O events. The event handler has access to much sensitive information

regarding the virtio queue, VM’s memory, interrupts, events, and the underlying device

interface and configuration. With access to all mentioned information, an intruder has a

lot of flexibility to manipulate an attack to disrupt execution, or steal data. To limit the
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exposure of sensitive information, Redwood labels each memory location that belongs to the

device with a unique memory protection key during the instantiation process.

Redwood utilizes Intel’s MPK [67] feature to label memory pages and control access rights

with protection keys (pkeys). For every access to a tagged memory page, an additional

permission check is performed using the PKRU register, which has access disable and write

disable bits. System calls such as pkey_alloc and pkey_free are used to allocate and free

pkeys, respectively. The pkey_mprotect system call is used to label a page with a key. In

contrast, userspace functions for getting and setting permissions (pkey_get and pkey_set,

respectively) have a low overhead, as they do not require context switching and execute in

a few cycles.

As the last step of the instantiation process, Cloud Hypervisor creates an event handling

thread, which waits for the I/O events from the associated driver in the VM. In such event,

the handler performs corresponding I/O operations and goes to the wait state after com-

pletion. Before each time the handler goes to the wait state, Redwood disables access to

all tagged memory locations by changing the permission and enable it only when an I/O

event occurs. It helps reduce attacker’s freedom on performing an attack using the device’s

memory.

Any part of the VMM can modify the value of the PKRU, thus we have to prevent unau-

thorized writes. Similar issue is previously solved via runtime checks [77] and static anal-

ysis [131]. Since Rust builds everything statically, except for glibc, no code is loaded after

compilation in Redwood. Therefore, static binary analysis coupled with strict W⊕X is suf-

ficient. If a VM needs more that 16 device instances, which is unlikely for a cloud workload,

we can leverage the technique for pkey virtualization, devised by LibMPK [107].
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12.3 Unikernel Support

The emergence of unikernel is popularizing the concept of minimalist single-purpose VMs

to improve the security of cloud applications. Benefiting unikernels with the latest avail-

able features in Cloud Hypervisor and our minimalistic and compartmentalized model will

contribute to improve cloud security. However, most unikernels only support multiboot

for bootloading. On the other hand, Cloud Hypervisor focuses on running regular cloud

OSs and does not have multiboot support. Therefore, we extend Redwood’s support for

unikernels by implementing a multiboot bootloader. As a result, unikernels can now benefit

from our specialized hardened VMMs and, altogether, can contribute to reducing the overall

virtualization attack surface.

Redwood first checks if the provided OS image supports the multiboot protocol reading

the OS image. Then, it loads the kernel’s text, data, and bss sections into the guest VM’s

memory from the image. Next, it writes some multiboot information (MBI) in VM’s memory

so that the OS can retrieve this MBI during execution. The bootloader also sets the GDT

and IDT table with the segment registers according to the multiboot specification. Finally,

it configures other VCPU registers with multiboot magic, kernel entry point, MBI’s start

address, and flags. Redwood avoid any BIOS interaction to make the mutiboot boot process

simpler and faster.

12.4 Isolating Vhost User in OVS-DPDK

We can compare the vhost-user communication to the client-server model, where VMs are

the clients and the OVS-DPDK is the server that contains multiple clients’ information. The

OVS-DPDK stores all the information of the corresponding drivers and the memory of VMs.
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Putting the DPDK library or some part of it in a separate compartment, like inter-domain

isolation approaches [77, 90, 124, 131, 132] suggest, will not work because this compartment

will still have the same access to all VMs’ memory. Therefore, we isolate each VMs memory

inside the vhost-user driver.

We tag each VM’s memory with distinct pkeys and keep the access permission on all VM’s

memory disabled by default. Access to the corresponding VM’s memory is enabled only

when a vhost-user needs to operate for a specific client and is disabled immediately once the

operation is completed. As a result, the attacker cannot perform an arbitrary read/write on

a guest’s memory even if gets access to OVS-DPDK. We implement the permission change

operations as inline functions to avoid the overhead of a runtime abstraction interface. We

can use a control-flow integrity check to ensure the legitimacy of permission change operations

on the tagged memory.

12.5 Implementation Effort

Converting the Cloud Hypervisor into a highly flexible VMM and compartmentalizing 13

virtio devices with Intel MPK for prototyping Redwood involves most code changes and

addition. This prototype also extends Redwood’s support for multiboot bootloading. Finally,

we compartmentalize VMs’ memory information in OVS-DPDK with Intel MPK. Table 12.2

summarizes the implementation effort for prototyping Redwood.
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Table 12.2: LOC changed or added for Redwood prototype.

Component Description LOC

Modularization Making highly configurable VMM 1393

Compartmentalization Isolating virtio device and instances 1642

Multiboot Adding multiboot support for unikernels 586

OVS-DPDK Isolating VMs’ memory at vhost-user-net 825

Total 4446
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Redwood’s Performance Evaluation

The design of Redwood emphasizes security enhancement without sacrificing performance.

In this chapter, we assess the performance of the Redwood prototype, which is developed

based on Cloud Hypervisor (v23.0). The performance evaluation evaluates the impact of

our changes on execution overhead. For comparison, we ran the original Cloud Hypervisor

VMM with Linux VMs on the KVM hypervisor. Our results indicate that Redwood is

equally performant as the original Cloud Hypervisor in most scenarios.

Section 13.1 outlines our setup for evaluating Redwood’s prototype. Sections 13.2 and 13.3

present Virtio network and storage device performance evaluations, respectively. Redwood’s

virtio balloon device performance evaluation is discussed in Section 13.4. Finally, OVS-

DPDK network performance evaluation for compartmentalized vhost-user-net is presented

in Section 13.5.

13.1 Experimental Setup for Performance Evaluation

Table 13.1 shows the hardware configurations. In our setup, a client machine is connected

directly by an SFI/SFP+ network cable to a server. The server runs the KVM hypervisor

that hosts guest VMs, while the client generates load for network-related tests. Both the

client and server machines run Ubuntu 18.04.3 LTS with kernel 5.0.0-23-generic. The guest

VM is assigned 4GB of memory and runs Ubuntu 20.04.4 LTS, Linux cloud 5.4.0-126-generic.

122
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Table 13.1: Hardware configuration.

Server Client

CPU Intel Gold 5118 2.30GHz Core i5-6600K 3.50GHz
Cores 24 (w/ HyperThreading) 4
L1/L2 32/1024 KB per core 32/256 KB per core
L3 16896 KB 6114 KB
Memory 48 GB 16 GB
Network Intel 82599ES 10-Gigabit Intel 82599ES 10-Gigabit
Storage Samsung 970 EVO N/A

Plus 500GB NVMe

We ran microbenchmarks such as iPerf3 [17], ping, Netperf [21], dd [15], and pmbw [52]

for performance evaluation of PV I/O devices. We also ran microbenchmarks such as

ApacheBench [127]), Memtier [22], Redis [23], and SysBench [26]. Each benchmark was

run for a considerable amount of time and in several iterations, and we present the average

for comparing performance between Cloud Hypervisor and Redwood.

13.2 Virtio Network Device Performance

In this section, we evaluate virtio-net in Redwood and Cloud Hypervisor using a 10GbE

NIC connection between the server and client machine. We ran both microbenchmarks

(iPerf3 [17], ping, Netperf [21]) and microbenchmarks (ApacheBench [127], and memtier [22])

to measure network throughput and latency of real-life applications relevant to cloud users.

13.2.1 iPerf

We use the iPerf3 [17] microbenchmark (v3.7) to measure network throughput over TCP.

The iPerf3 server is run on the VM, and the client is run on the client machines. We ran
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each experiment for 5 minutes and repeat them 3 times.
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Figure 13.1: iPerf3 TCP throughputs for receive and transmit over network.

Figure 13.1 displays the receive and transmit throughputs for a VM running on Cloud

Hypervisor and Redwood. As observed, the virtio-net performance is similar in both VMMs.

It means MPK-based compartmentalization for PV network devices incurs no significant

overhead on throughput. The RSD for these experiments are 0.0329% and 0.034% for Cloud

Hypervisor and Redwood, respectively.

13.2.2 Apache

To evaluate an HTTP server, we ran Apache (v2.4.41) and the Apache benchmark (v2.3)

on a guest VM and client machine, respectively. The server data consists of randomly

generated files of 1KB to 1MB sizes. The benchmark sends 100,000 requests and measures

the server-side throughput. Each experiment is repeated 3 times.
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Figure 13.2: Apache server throughput measured using Apache benchmark.

Figure 13.2a shows throughput for the Apache server for various numbers of threads, rang-

ing from 5 to 100, at the client machine sending requests for files of size 4KB. Figure 13.2b

shows throughput when the benchmark requests for files of various sizes ranging from 1KB to

1MB using 40 concurrent threads. As we can see from these graphs, the virtio-net device in

Redwood performs similarly to the one in Cloud Hypervisor, meaning that the HTTP server

and clients can enjoy added security without losing network throughput. For these experi-

ments, the maximum incurd RSD is 1.38% and 1.51% for Cloud Hypervisor and Redwood,

respectively.

13.2.3 Network Latency

We evaluate network latency using three tools. We measure the average latency of the guest

VM from the client machine using 100 pings with a one-second interval for both Cloud

Hypervisor and Redwood. Netperf [21] sends 1,000 requests per second to the guest VM

with even intervals. Memtier [22] benchmarks Memcached [18] in the VM by performing

100,000 SET and GET operations with a 1:10 ratio and 8KB data size.
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Figure 13.3: Network Latency measured using different tools.

The latency of compartmentalized and regular virtio-net devices is compared in Figure 13.3.

The results show that the latency of virtio-net devices in Cloud Hypervisor (0.87ms) and

Redwood (0.83ms) are similar when measured by ping. Netperf recorded latencies of 0.42ms

for Cloud Hypervisor and 0.44ms for Redwood. The Memtier results showed 0.87ms latency

for regular devices and 0.88ms for isolated devices. These similar results for both VMMs

indicate that network device compartmentalization has no impact on latency.

13.3 Virtio Block Device Performance

For the virtio block device performance evaluation, we use an Ext-4 filesystem on an NVMe

SSD attached to the host machine. A 100GB raw file on the SSD is used as a disk for the

guest VM, where we ran the storage benchmarks to observe the difference between regular

and compartmentalized virtio block devices. We use dd [15] as a microbenchmark and

SysBench [26] (v1.1.0), a well-known file I/O benchmarking tool, as a microbenchmark. We

flush the read buffer for each run and use the total I/O size (16GB) larger than the main

memory (4GB) to exercise the disk aggressively.
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13.3.1 dd

We use dd to perform read and write operations on the virtio block devices to measure I/O

throughputs. To minimize overheads, we use /dev/zero and /dev/null devices as the read

source and write destination, respectively. We transfer 1GB of data from/to the device and

repeat each experiment 3 times. Figure 13.4 shows throughputs for read and write operations

using virtio block devices in Cloud Hypervisor and Redwood. As it depicts, both regular

and compartmentalized block devices yield similar throughput. Therefore, we can say MPK-

based isolation does not negatively affect the block device throughput. The maximum RSD

for these experiments are 0.012% and 0.08% for Cloud Hypervisor and Redwood, respectively.
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Figure 13.4: Virtio block’s read and write throughput measured using dd.

13.3.2 SysBench File I/O

To measure file I/O performance, we use SysBench. It performs random reads and writes on

a set of 100 files totaling 16GB. The ratio of read to write operations is 3:2, which reflects

the prevalence of read operations in many real-world scenarios. We ran the same experiment

with various numbers of threads (from 1 to 100) and block sizes (from 16KB to 128MB).

Each run took 5 minutes.
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Figure 13.5: File I/O throughput measured using SysBench.

Figures 13.5a and 13.5b show throughput for a block size of 256KB varying concurrency and

different number of block sizes with 20 threads, respectively. Cloud Hypervisor and Redwood

has similar throughput, with average RSD of 0.73% and 0.88% and latency of 23.57ms and

25.33ms, respectively.

13.4 Virtio Balloon Performance

To evaluate the performance of the virtio balloon device on Cloud Hypervisor and Redwood,

we measure memory bandwidth. We launch a VM with 4 CPUs and 10GB of memory, of

which 9GB is balloon memory (i.e., not online at the beginning). We modify the Parallel

Memory Bandwidth Benchmark (pmbw) [52] to vary its memory usage in each run. We

gradually increase the amount of memory usage of pmbw until it reaches a limit of 8GB,

where 7GB of it corresponds to balloon memory utilization. We took an average of 3 runs

for each configuration.
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Figure 13.6: Memory bandwidth while using ballooning.

Figure 13.6 shows the memory bandwidth reported against different array sizes while using

virtio balloon devices in Cloud Hypervisor and Redwood. As one can see, both regular and

compartmentalized balloon devices exhibit similar memory bandwidth. The RSD for the

Cloud Hypervisor and Redwood measurements are 1.77% and 1.34%.

13.5 Vhost User Network Device Performance

DPDK is known for providing better performance for networking between VMs running on

the same host. Therefore, we measure network throughput, using iPerf3 [17] and Redis [23]

benchmarks, of such two VMs while they are connected through vhost-user-net devices of-

fered by OVS-DPDK.
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13.5.1 iPerf

We ran the iPerf3 to measure TCP throughput for receive and transmit operations while VMs

use OVS-DPDK’s vhost-user-net interfaces. The server is run in one VM and the client in

another. Figure 13.7 shows the network throughput for regular and isolated OVS-DPDK. As

one can see, throughputs are not affected by isolation enforced on the mapped VM memory

at the OVS-DPDK vhost-user side. The RSD for these experiments are 0.023% and 0.017%

for regular and compartmentalized OVS-DPDK versions, respectively.
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Figure 13.7: TCP receive and transmit throughput for vhost-user-net devices.

13.5.2 Redis

We utilized one VM to run Redis(v5.0.1) server, a popular key-value store. The Redis

benchmark in another VM runs millions of SET and GET operations, with a pipeline size

of 1000 with varying levels of concurrency, ranging from 5 to 20. Each operation performs a

read/write of 128MB of data using 64-bit keys.
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Figure 13.8: Redis throughput for operations under varying degrees of request concurrency.

Figure 13.8 shows the number of SET/GET operations performed per second while using

the regular and compartmentalized version of OVS-DPDK. Overall, the regular and com-

partmentalized DPDK vhost-user-net exhibit similar performance. The RSD for regular and

isolated DPDK is 0.00048% and 0.00051%, respectively.
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Redwood’s Security Evaluation

In this chapter, we explore Redwood’s security evaluation, which involves conducting an

analysis of CVEs and assessing the VMM’s attack surface. The primary objective is to

evaluate how Redwood’s design principles enhance the VMM’s resilience against known

security vulnerabilities, while also reducing the attacker’s flexibility in exploiting the gadgets

and bugs present in the VMM image.

Section 14.1 discusses the security aspect of Redwood in terms of CVE analysis. Section 14.2

compares the Cloud Hypervisor’s VMM image size with images from different configurations

of Redwood. Sections 14.3 and 14.4 present various gadget-oriented analyses with different

metrics to evaluate Redwood’s attack surface in comparison to Cloud Hypervisor.

14.1 CVE Analysis

Common mistakes, such as lack of validation, can create vulnerabilities such as a buffer

overflow leading to severe attacks such as arbitrary code execution. A small time window

between discovering a bug and applying mitigation may allow attackers to steal sensitive data

or disrupt a system. However, isolation techniques can limit attackers’ flexibility and prevent

them from exploiting unresolved bugs to carry out attacks on a VMM. While Redwood is

based on Cloud Hypervisor, the proposed hardening techniques apply to any VMM, including

QEMU, and can protect against many reported CVEs. In this section, we will explore a few
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of these CVEs to understand the resilience of the proposed VMM designs against them.

The VENOM vulnerability [7] (CVE-2015-3456) was discovered in 2015 but introduced in

2004. With this vulnerability, a guest VM user could keep filling a buffer in the emulated

floppy disk controller in QEMU for up to 20ms, resulting in a buffer overflow. It allowed

adversaries to bypass, crash, or gain code execution on the host OS with the QEMU process’s

privilege. Since most VMMs run with root access to the host machine, the potential damage

is severe, such as affecting the execution of other VMs and allowing for the theft of their

data. With our isolation approach, a VMM will deny (a segmentation fault for Redwood)

any attempt to overflow into other compartments to steal or manipulate their data, as access

to memory in those compartments is disabled. This way, even if a fix is not available, the

severity of the attack can be mitigated or significantly reduced.

Even if a guest does not have a floppy disk configured and attached, the VENOM vulnera-

bility is still exploitable. This is because the problem exists in the FDC, which is initialized

for every guest regardless of the configuration and cannot be removed or disabled. User-level

access to a guest with sufficient permissions to talk to FDC I/O ports is all that is required

to exploit this flaw. Redwood creates a specialized VMM that discards features like the

floppy disk if not needed for the VM. This flexibility can prevent adversaries from exploiting

bugs, such as VENOM, present in default devices that are irrelevant to the VM.

We identified 128 QEMU CVEs related to different devices, including 43 related to virtio

devices. For example, CVE-2021-3546 causes an out-of-bounds error when processing a

specific command from a guest on the virtio vhost-user GPU device. This error could allow

a privileged guest user to crash the QEMU process on the host, resulting in a denial of service

or potentially enabling code execution with the privileges of the QEMU process. Enforced

isolation can help prevent attackers from exploiting out-of-bounds vulnerabilities to perform

arbitrary code execution using the memory of a virtio device in another compartment. We
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found 79 out-of-bounds errors in QEMU. Whether QEMU is written in C, software written

in memory-safe languages can also be susceptible to similar issues. For example, we found

370 CVEs related to out-of-bounds errors in software written in Rust.

CVE-2019-18960 [12] allows an attacker to carry out a buffer overflow attack on Firecracker, a

rust-based VMM. The communication between the virtio device on the VMM and the driver

on the VM involve message passing and a shared memory buffer. A virtio-vsock message may

comprise a header, a buffer base address, and a buffer size. However, Firecracker’s virtio-

vsock implementation only verifies the validity of the base address. It does not check whether

the address with base+size is valid or whether the address with base and base+size are

within the same memory region. These flaws enable malicious guests to overflow the shared

memory. Therefore, a buffer overflow on the vsock buffer can eventually affect Firecracker’s

heap and let an attacker steal or manipulate its memory. It is further possible for an attacker

to use a heap overflow to overwrite arbitrary areas of memory, inject malicious code, and

execute arbitrary code with the privilege of Firecracker process.

This CVE demonstrates that it is possible to carry out severe attacks, such as buffer overflow

and arbitrary code execution, even when a VMM is written in a memory-safe language.

Redwood can defend against such memory-related attacks by isolating necessary I/O devices

in separate compartments and discarding unnecessary implementations. Therefore, even if

the security of one device (vsock in this example) is compromised, the attacker cannot

overflow to the memory that belongs to other devices and carry out an attack.

It is worth mentioning that these particular issues stem from the improper handling of raw

pointers in Rust’s unsafe blocks, which do not guarantee memory safety. However, often it

is not possible to avoid using unsafe code in Rust. For example, Cloud Hypervisor and its

dependencies contain approximately 5K lines of unsafe code.
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There are a several CVEs reported for DPDK and OVS as well which are considered fatal.

CVE-2020-14374 allows an attacker within a VM to exploit a buffer overflow vulnerability in

the vhost-crypto DPDK application on the host. It enables the attacker to write arbitrary

data to process’ address and gain code execution. Though the vulnerability arises from

a simple flawed bound check, an attacker can copy up to 4GB application data with full

control over the copied content. CVE-2020-14375, CVE-2020-14376, and CVE-2020-14377

pose similar threats through time-of-check time-of-use, buffer overflow, and buffer over read

vulnerabilities, respectively. OVS-DPDK contains guest memory addresses and mappings

for all VMs connected through vhost-user. Therefore, an adversary within any of these

VMs can potentially steal data from other VMs using these vulnerabilities. However, our

design only allows guest memory access when needed, so an attacker will fail if they try to

arbitrarily read or write to other guest’s memory and will receive a segmentation fault. As a

result, these vulnerabilities will likely only cause the DPDK application to crash, rather than

allowing data stealing. While our design cannot completely prevent future vulnerabilities, it

significantly reduces their severity.

14.2 Image Size Reduction

We compare the default Cloud Hypervisor to Redwood’s various configurations based on

their VMM image sizes. A basic Redwood configuration includes core VMM components,

one bootloading mechanism, and no virtio devices. Adding virtio devices such as virtio-

block, virtio-net, or both slightly increases the image size. As shown in Figure 14.1, the basic

Redwood configuration has 50% smaller VMM image size than that of Cloud Hypervisor,

and the other three Redwood configurations are also significantly more compact.
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Figure 14.1: Image sizes for Cloud Hypervisor (All) and different configurations of Redwood.

14.3 ROP Gadget Reduction

Reducing the number of ROP gadgets does not always mitigate a known vulnerability. Using

the methodology improve security, but a lower number of ROP gadgets can make it more

difficult for an attacker to construct ROP chains to exploit a known vulnerability. Using

the methodology from Follner et al. [71] and a tool [25], we counted ROP gadgets in the

following categories: Data move, Arithmetic, Logic, Control flow, Shift & Rotate, Setting

flags, String, Floating point, Misc, MMX, NOP, and RET. Each category represents a class

of operations.

Figure 14.2 shows the breakdown of ROP gadgets by category. The basic Redwood has 3x

fewer gadgets than the original Cloud Hypervisor. Redwood with common devices (virtio-net

and virtio-block) also has notably fewer gadgets. This shows a great potential for improving

security via VMM specialization.

14.4 Gadget Set Analysis

We perform a gadget set analysis on the default Cloud Hypervisor and different variations

of Redwood configurations using the GadgetSetAnalyzer tool, like we used it for analyzing
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Kite’s gadgets in Section 10.3. The results are depicted in Fiugre 14.3.
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Figure 14.3: Gadget set analysis.

The figure in Figure 14.3 shows that none of the Redwood VMMs increase the expressivity

of the fundamental functional gadget. However, the quality and quantity of ROP, JOP, and

COP gadgets increase with the increase in components in a Redwood VMM, exhibiting the

highest values for all default features enabled in Cloud Hypervisor. It essentially suggests

that fewer components help reducing gadget quality and quantity. Redwood also reduces

special-purpose gadgets that load data for and dispatch JOP and COP gadgets, as well as

JOP trampoline, COP intra-stack pivot, and system call gadgets, compared to the default
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Cloud Hypervisor. In summary, Redwood’s flexible configuration options can significantly

reduce an attacker’s freedom to exploit gadgets presented in the VMM.



Chapter 15

Conclusions

Cloud infrastructures are heavily dependent on virtualization technologies. In this disserta-

tion, we focus on the security risks associated with widely used virtualization technologies

and develop several techniques to mitigate them, preserving existing performance.

The device drivers are very crucial yet erroneous components in an OS. While Xen supports

moving device drivers to a separate VM to prevent device-related vulnerabilities from affect-

ing the whole virtualization infrastructure, the OSs in those VMs have considerably bigger

attack surfaces as they are general-purpose and fully featured. In contrast, using lightweight

OSs like unikernels for the driver domain can reduce the attack surface significantly. Un-

fortunately, no existent unikernel works as a driver domain. Though rumprun unikernel

benefits from NetBSD’s rich driver base, it lacks backend drivers, the crucial component of

any driver domain, implemented for Xen PV I/O devices. Rumprun lacks work queues, full

Xen-tools support, and the ability to execute scripts. As these challenges did not receive

adequate attention from prior researchers, this dissertation address them.

At the same time, existing VMMs are designed to be generic and fully featured so that

one VMM can support VMs with a wide range of configurations. Their rigid design does

not allow specializing VMMs based on the need of VMs, creating a large attack surface

for each instance of a VMM. While VMMs provide isolation between VMs, there is no

intra-VMM isolation for existing solutions to limit attackers’ freedom to exploit bugs in

one component and leverage that to steal data from or run arbitrary code on different

139
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components. Since the vulnerability in a VMM can negate the security benefit of VMMs,

it is crucial to bring changes to traditional VMM design, allowing per-VM specialization

and intra-VMM compartmentalization. Therefore, this dissertation discusses new VMM

principles addressing the mentioned issues and corresponding designs to implement them.

Performance acceleration architecture, such as DPDK and SPDK, are often incorporated

with VMM and VM to improve I/O performance. However, there are potential security

issues with such architectures, as they involve connecting multiple VM to and storing these

VMs’ sensitive information on the same userspace application. Any compromise in such

software may compromise the security of all connected VMs. This dissertation is the first to

address this issue and proposes security measures to prevent possible future attacks.

15.1 Contributions Revisited

15.1.1 Kite: Unikernelized Storage Domain

This dissertation presents a unikernelized storage driver domain. We leveraged rumprun,

a lightweight and minimalistic unikernel. We imported the physical storage driver from

NetBSD and introduced a Xen PV storage backend driver and a configuration application.

We evaluate the performance of the Kite storage domain with a rich set of well-known

benchmarking tools. We also measure security and deployment properties and compare them

with existing Linux-based OSs. Our evaluation shows that our Kite storage domains provide

competitive performance to Linux-based storage driver domains. The security evaluation

shows Kite has reduced attack surface, resulting from a minimal number of gadgets, smaller

image sizes, and fewer system calls, which helps mitigate known vulnerabilities. Kite also

exhibits a faster boot time.
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15.1.2 Kite: Unikernelized Network Domain

This dissertation also presents a unikernelized network driver domain, which is also based

on rumprun. Like storage drivers, we leverage NIC drivers from NetBSD. We design and

implement the Xen PV network backend driver and a network bridging application.

Our performance evaluation on the Kite network domain involves running well-known real-

life network applications and measuring their performance with micro- and macro-benchmarks.

The results show that Kite is as performant as Linux-based network domains. Kite network

domains are as secured as storage domains.

15.1.3 Redwood: Flexible Secure VMM

In this dissertation, we also present Redwood - a flexible and compartmentalized VMM based

on new design principles to secure cloud infrastructure, preserving performance benefits. A

flexible VMM model helps to reduce the attack surface significantly. Intra-VMM compart-

mentalization mechanisms provide resilience against vulnerability exploitation in VMMs.

We have implemented Redwood’s prototype VMM, written in Rust, which has 18 features

to choose from when building a VMM for any particular VM. It also separates 13 I/O de-

vices into distinct compartments with the help of hardware features for memory protection.

Our security evaluation reveals that Redwood can protect against many severe CVEs with-

out losing performance or compatibility with cloud OSs and reduces attack surface up to

50%. Moreover, we run a rich set of benchmarks to assess the performance of different

compartmentalized I/O devices in Redwood and compare them with another VMM called

Cloud Hypervisor. The results show Redwood’s compartmentalization does not incur any

noticeable performance penalty. Redwood also enables support for running unikernels.
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15.1.4 Vhost User Compartmentalization in DPDK

This dissertation proposes compartmentalizing sensitive VM information inside DPDK. We

isolated each VM’s memory mapping at the vhost-user interface in OVS-DPDK with the

help of hardware-based memory protection keys. Our proposed model enables access to a

VMs memory from the DPDK side only when necessary and keeps it disabled the rest of the

time. Therefore, an attacker cannot arbitrarily access any VMs’ memory from DPDK.

We do a security analysis and performance evaluation on DPDK with our proposed changes.

The analysis shows modified DPDK’s resilience to known CVEs. The enforced isolation does

not incur any performance penalty, measured with popular benchmarking applications.

15.2 Perspective on Dissertation Contributions

Unikernelization approaches have been gaining popularity in recent years due to their ability

to significantly reduce the size of virtual machines and enhance isolation between appli-

cations. Unikernels are therefore a great candidate for running cloud workloads. Prior

approaches have mostly focused on unikernelizing applications, but Kite takes a different

approach by unikernelizing driver domains.

Traditionally, full-fledged operating systems like Linux are capable of running multiple ap-

plications, scripts, physical device drivers, PV backends, and supporting rich workqueues,

which allows them to run driver domains. However, until now, no unikernel has supported

such infrastructure. Kite introduces techniques to overcome these limitations and run driver

domains in a unikernel. Kite’s approach to unikernelizing driver domains brings the benefits

of unikernels in the context of disaggregating the hypervisor and reducing the presence of

unwanted system calls while maintaining the high level of security and performance that
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unikernels are known for.

Specialization is critical when developing software in a stack to meet specific requirements.

Although there are numerous existing VMM approaches designed to run VMs for particular

workloads, there is no general VMM approach that offers high flexibility enabling per-VM

specialization. However, the Redwood system breaks down the general VMM architecture

into fine-grained components and proposes highly customized VMMs that keep all existing

features available for VMs. By utilizing Redwood’s devised techniques, it is possible to

achieve flexible specialization for general VMMs.

Many hypervisor disaggregation techniques aim to increase isolation between multiple hy-

pervisor components by running them in separate VMs. This approach reduces the overall

attack surface of the system. However, when it comes to isolating software components

within the same process, intra-process compartmentalization techniques are more commonly

used. These techniques usually focus on isolating different libraries from each other. How-

ever, Redwood breaks down the general VMM architecture into fine-grained components

and proposes highly customized VMMs that retain all existing features available for VMs.

By utilizing Redwood’s techniques, we demonstrate how virtualization infrastructures can

improve cloud security without compromising performance. In general, Redwood’s six design

principles for improving security in virtualization systems can be applied to both existing

and future VMMs.

This dissertation reveals that acceleration architectures, such as DPDK, deployed to improve

performance and isolation in virtualization infrastructure, can introduce security concerns.

Our proposed solution for compartmentalizing sensitive VM information at the DPDK side

demonstrates how hardware-based isolation techniques can be used to protect VMs in the

event of an attack on the acceleration architecture in the cloud. Similar approaches can be

used in other acceleration frameworks that are associated with VMs.
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The central theme of the dissertation is improving the security of OS and virtualization soft-

ware by isolation, i.e., by compartmentalizing (OS and virtualization) software into separate

domains, vulnerabilities in one domain cannot be exploited to compromise other domains.

This security principle can also be applied to other software systems, both infrastructure

software as well as non-infrastructure software.

15.3 Limitations and Future Work

15.3.1 Ensuring Protection Key’s Integrity in Redwood

Redwood’s proposed compartmentalization can be implemented with different techniques,

such as protection keys, memory tagging [1], hardware capability [136], etc., to isolate VMM

components. Each technique has its own advantages and disadvantages. The Redwood

prototype uses Intel MPK [67] because of its support in popular x86-based architecture and

low-performance overhead. However, MPK-based memory protection is not perfect. The

prototype assigns one distinct pkey per compartment, where compartments are mutually

distrusting. It uses pkey to change access permission to the memory of a compartment as

per invocation. The permission changes occure at a few distinct locations using a few lines

of trusted code. However, if attackers can manage to inject or manipulate code to change

pkey permission, they can compromise the compartmentalization. Therefore, it is crucial to

ensure that the pkey permission changes only happen at designated locations using legitimate

codes, guaranteeing integrity in VMM’s code control flow.

Even if not for VMM compartmentalization, researchers have addressed this problem in dif-

ferent contexts. For instance, ERIM’s [131] security model compartmentalizes applications

into a trusted and untrusted domain. ERIM assumes the trusted domain is not exploitable.
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ERIM uses call gates and safe instructions to switch between the two domains. Any other in-

structions are considered unsafe and are either replaced by functionally equivalent sequences

or monitored at runtime. At startup, ERIM verifies the absence of unsafe instructions in the

protected application and terminates the program if the monitor finds an unsafe instruction

being executed. Hodor [77] uses a trusted application loader to partition the application

into trusted and untrusted libraries. The pkey-based sandbox monitors the application at

runtime to prevent the abuse of unsafe instructions. When the application marks a page

as executable, the trusted loader first scans the page for unsafe instructions and triggers a

fault if any are found. Hodor requires kernel modification to either put hardware break-

points on the unsafe instructions or single-step through the page to ensure that the kernel

vets all unsafe instructions. If a hardware breakpoint is triggered, the program execution is

terminated. However, their technique comes with execution overhead because of monitoring

and has some security and usability challenges [132].

We propose comprehensive research for finding an appropriate method that ensures attackers

cannot change pkeys permission on a compartment even if they gain control of some part

of VMM. Techniques such as execution monitoring, anomaly detection [122], control flow

integrity, or control flow execution [30] can be taken into consideration to achieve such

a guarantee. It would also be a potential problem to understand incurred performance

penalties in VMMs because of the introduced security mechanisms that ensure pkeys safety.

15.3.2 Automating Compartmentalization

Redwood’s proposed principle and design for compartmentalization help limit an adver-

sary’s freedom to exploit bugs in one VMM component to manipulate an attack in another

component. We exercised a protection key-based memory isolation technique for compart-



146 CHAPTER 15. CONCLUSIONS

mentalizing I/O devices in Redwood’s prototype. We manually identified what memories are

allocated and used for those devices and set the pkey to those memory locations accordingly,

which requires a careful understanding of VMM implementation. However, there is always

a chance that the developer may miss setting a pkey to an expected memory location.

Therefore, we propose automating the compartmentalization process to identify all memory

locations associated with a VMM component after taking a component’s identity as an input.

One way to achieve such automation is by making the compiler analyze the intermediate

representation of a VMM code and annotate all memory locations of a component with a

pkey. Another way would be developing a script that will automatically edit the VMM’s

code for isolating components. We believe figuring out the best method for automatic VMM

compartmentalization would be an interesting future work.

15.3.3 Unikernelized Vhost User Devices

Offloading the implementation of virtio devices, referred to as vhost-user devices, to the

host’s userspace increases isolation and reduces the attack surface of a VMM. Acceleration

technologies such as DPDK and SPDK, as shown in Figure 15.1a, use this approach to

connect to guest VMs. However, running the acceleration application directly on the host

increases the host’s attack surface, as each application has its own vulnerabilities. To address

this, running the entire acceleration application inside a guest VM provides better isolation

between the host and the vhost-user device. The recent introduction of the virtio-vhost-user

device [13] enables a guest VM to act as a vhost-user device, allowing applications such as

DPDK and SPDK to run inside VMs and provide vhost devices to other VMs.

The virio-vhost-user implementation involves running OVS-DPDK inside a full-fledged Linux

VM. As discussed in this dissertation before, a full-fledged Linux suffers from a large attack
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Figure 15.1: Unikernelized acceleration architectures with virtio-vhost-user devices can pro-
vide VM-level isolation to reduce the attack surface.

surface. On the other hand, a VM with a virtio-vhost-user device does not need to be

generic, as it will mostly run the OVS-DPDK application. Therefore, we propose running

virtio-vhost-user devices as unikernels to reduce attack surface significantly, like Kite driver

domains, as opposed to Linux. Figure 15.1 shows the current OVS-DPK vhost-user archi-

tecture (a) along with the proposed architecture with unikernel (b) for the same setup. It

may need some investigation to fit the application (the one that will run with the virtio-

vhost-user device) and its associated scripts or daemons in the unikernel. The introduced

indirection can cause some performance hits and may require some optimization to minimize

that, which can be another interesting research problem.

15.3.4 Unikernelized Virtio Driver Domain for Xen and KVM

The Virtio specification provides a higher number of PV devices compared to those offered

by Xen device models. Furthermore, Virtio is widely adopted across various hypervisors

in virtualization environments, making its integration with Xen a crucial and ongoing ef-

fort. Despite this, Xen’s driver domain model is a distinctive feature not found in other
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hypervisors. Driver domains help to isolate critical components and reduce the scope of vul-

nerability. As a result, the implementation of Virtio devices in Xen and the driver domain

in KVM can enable the virtio driver domain for both hypervisors, which is a very desired

feature.

Dom-0

Xen Hypervisor

Hardware

Unikernelized
Virtio Driver 

Domain

Guest VM
(DomU)

Figure 15.2: Architecture for unikernelized virtio driver domain on Xen.

On the other hand, the Kite driver domain shows how unikernelizing critical device driver

domains can reduce attack surface significantly without losing any performance benefit.

Therefore, this dissertation proposes the unikernelization of the driver domain capable of

running virtio devices on Xen and KVM as future work, as depicted in Figure 15.2. We

expect similar security and performance benefits from the virtio driver domain that Kite

offers. Therefore, a Xen- and Kvm-based virtualization system can enjoy more PV devices

with enhanced security, keeping a minimal attack surface.

15.3.5 Rumprun PVH

As shown in Figure 15.3, Xen offers multiple virtualization modes. For the work presented

in this dissertation, we leveraged rumprun with HVM (or PVHVM to be specific) support

from LibrettOS [103]. However, the last addition to this list is PVH, which is a lightweight

virtualization mode that does not require any QEMU emulation and benefits from hardware-

accelerated virtualization. The PVH support in rumprun is yet to be implemented, which
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can be another direction for future work.

Figure 15.3: Overview of the various virtualization modes implemented in Xen.
(Courtesy: Xen Project [29])
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There are similarities between PVHVM and PVH mode. Both use hardware virtualization,

such as Intel VT or AMD-V extensions of the host CPU, for virtualizing. For I/O device

virtualization, such as network and storage, both PVHVM and PVH rely on PV device

drivers. Hardware virtualization features are used for trapping privileged instructions and

manipulating page tables by both modes.

PVHVM uses Software Acceleration, such as Local APIC, Posted Interrupts, Viridian (Hyper-

V) enlightenments, and makes use of guest PV interfaces because they are faster. In con-

trast, PVH leverages hardware acceleration support instead of the PV interface. Unlike

HVM guests, PVH guests do not require QEMU to emulate devices, which makes the PVH

guests lighter than PVHVM.

We expect that enabling rumprun with the PVH mode would make it lightweight and faster

than it is now with the PVHVM mode. However, there are challenges in doing that, such as

adopting PVH for rumprun, which we did not need for PVHVM. Moreover, PVH integration

is still a work-in-progress, and several features are yet to be added to Xen. For instance, PCI

passthrough support is still absent, but it is essential for driver domain implementation. We

anticipate that these missing features will be supported soon and propose to upgrade our

rumprun-based Kite driver domains.
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