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FEATURE

Abstract
In irregular warfare, surveys are routinely used to gain insight 

into population attitudes, perceptions, and beliefs. Understanding 
these types of population traits can provide insight into the human 
terrain. However, population attitudes, perceptions, and beliefs 
o!en manifest as latent traits that can be only indirectly, incom-
pletely, and sometimes imperfectly measured via single survey 
questions. Factor analysis is a method for estimating these latent 
traits from question-level survey data. Because survey analysis in 
general, and factor analysis in particular, are typically not taught 
as part of operations research curricula, this paper is intended to 
provide an introduction to factor analysis for the military opera-
tions research analyst. 

Introduction
Surveys are routinely used to gain insight into population atti-

tudes, perceptions, and beliefs. In terms of irregular warfare, un-
derstanding these types of population traits can provide insight 
into the human terrain. However, population attitudes, percep-
tions, and beliefs o!en manifest as latent traits that can be only 
indirectly and incompletely measured via single survey questions. 
Simply said, individual survey questions are o!en imperfect mea-
sures of the population traits of interest and there is frequently a 
need to distill survey data down into relevant information about 
the population or populations.

Factor analysis is a method for identifying latent traits from 
question-level survey data. It is useful in survey analysis whenever 
the phenomenon of interest is complex and not directly measur-
able via a single question. In such situations, it is necessary to ask a 
series of questions about the phenomenon and then appropriately 
combine the resulting responses into a single measure or “factor.” 
Such factors, then, become the observed measures of the unobserv-
able or latent phenomenon.

Appropriately and correctly applied, factor analysis can be a valu-
able tool in irregular warfare, allowing analysts to better measure 
population latent traits, thus turning survey data into useful infor-
mation. Because survey analysis in general, and factor analysis in 
particular, are typically not taught as part of operations research 
curricula, this paper is intended to provide an introduction to 
factor analysis for the military operations research analyst. 

"e paper is organized as follows. First, we give a brief overview 
and some background on factor analysis. Next, we describe the 
factor analysis model and the necessary steps for #tting the model. 
We then illustrate the application of factor analysis to actual survey 
data and present some conclusions about the utility of using factor 
analysis for survey analysis.

Background
Factor analysis is a hybrid of social and statistical science. First 

conceived in the early 1900s, the goal was multivariate data reduc-
tion, but data reduction of a very speci#c type. Essentially the idea 
is to explain the correlation structure observed in p dimensions 

via a linear combination of r factors, where the number of factors 
is smaller than the number of observed variables, and where the 
factors achieve both “statistical simplicity and scienti#c meaning-
fulness” (Harman 1976).

Figure 1 illustrates the idea of factor analysis with six observed 
variables (i.e., survey question responses) that can be e$ectively 
summarized in terms of two latent variables (factors). Note that the 
survey question responses are observed with error (denoted by the 
ε terms) and the question responses are weighted linear combina-
tions of the factors (where the weights are the λij s). What factor 
analysis does is model the p observed variables as linear combina-
tions of r factors, where the analyst has to prespecify r, such that the 
model covariance matrix closely matches the sample covariance 
matrix of the observed variables.

An alternative to factor analysis is principal components, which 
uses orthogonal transformations to convert a set of possibly cor-
related variables into a reduced set of uncorrelated variables that 
capture most of the variation in the original data. "e transforma-
tion is de#ned so that the #rst principal component accounts for as 
much of the variability in the data as possible, and each succeeding 
component has the highest variance possible under the constraint 
that it be orthogonal to the preceding component or components. 
A principal components analysis, although useful for e%ciently 
summarizing data, does not necessarily result in factors with scien-
ti#cally meaningful interpretations. 

In contrast, factor analysis is speci#cally designed to look for 
meaningful commonality in a set of variables (DeCoster 1998). 
"ere are two types of factor analysis: exploratory factor analysis 
(EFA) and con#rmatory factor analysis (CFA). EFA looks to explore 
the data to #nd an acceptable set of factors. In this sense, it is much 
like exploratory data analysis. "e goal is not so much to formally 
test hypotheses as it is to discover likely factors that will account 
for at least 50% of the common variation in the observed factors. 
CFA, on the other hand, begins with a theory or hypothesis about 
how the factors should be constructed and seeks to test whether the 
hypothesized structure adequately #ts the observed data. 

Figure 1. An illustrative example of factor analysis with six ob-
served variables (survey question responses) that can be e!ec-
tively summarized in terms of two latent variables (factors). 
Note that the survey question responses are observed with error 
(the ε terms) and the question responses are weighted linear 
combinations of the factors (where the weights are the λij s).
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"e literature of factor analysis is burdened by an early history 
of ad hoc methods compounded by an overemphasis by social 
scientists on verbal descriptions (vice mathematical derivations) 
of factor analysis. For those interested in wading through all the 
historical details, Mulaik gives a thorough verbal and mathematical 
treatment (Mulaik 2010). For those more interested in a succinct, 
but statistically rigorous, treatment of the modern application of 
factor analysis, we recommend Johnson and Wichern (Johnson 
and Wichern 2002) or, believe it or not, the Wikipedia factor analy-
sis page (http://en.wikipedia.org/wiki/Factor_analysis).

The Factor Analysis Model
Consider a survey consisting of p questions given to n respon-

dents, where respondent i’s responses are denoted yi = {yi1, ..., yip}. 
From the data, a sample covariance matrix S is calculated in the 
usual way for the set of centered variables, 

where 

"at is, the (jk)th entry of S is calculated as

, j� {1, 2, ..., p} and k� {1, 2, ..., p}.
"e fundamental assumption of factor analysis is that, for some 

r < p, each of the p centered variables (X = {X1, ..., Xp}) can be ex-
pressed as the sum of r common factors (F = {F1, ..., Fp}) multiplied 
by their loadings (λi1, ..., λir) plus a unique factor (E = {ε1, ..., εp}) 
multiplied by its associated loading (ψ1, ..., ψp),

(1)

where μj = E(Yj). Although the above formulation looks similar in 
many respects to a series of linear models, note that everything on 
the right-hand side of the p equations is unobserved. In spite of 
that, the goal is to estimate the loadings from the data so that the 
modeled covariance matrix R is “close to” the observed sample co-
variance matrix S. 

Using matrix notation, Equation 1 can be expressed compactly 
as

X = ΛF + ΨE,                              (2)

where Λ is the matrix of the loadings for the common factors of 
dimension p × r and Ψ is a matrix of dimension p × p with ψ1 ... 
ψp on the diagonal and all o$ diagonal entries zero. Assuming E(E) 
= 0, we get to the whole point in #tting the factor analysis model, 
which is that we can use the estimated common factor loadings 

to express the factors in terms of their constituent parts:

(3)

One of the most common uses of exploratory factor analysis is 
to “determine what sets of items hang together in a questionnaire” 
(DeCoster 1998). "us, assuming Equation 1 is an appropriate 
model, via Equation 2 we can determine which of the survey ques-
tions are most related and, as desired, use them to estimate the un-
derlying latent factor for any respondent as a linear combination of 
their responses to the survey questions. Furthermore, if the scien-
ti#c meaningfulness goal is achieved, the latent variables will have 
useful and interpretable meanings that provide additional insight 
into the characteristics of the populations being studied.

Of course, at this point it should be evident that there will be 
no unique solution to this problem. "ere are simply too many 
degrees of freedom in the problem formulation and, even a!er 
some assumptions to make the problem solvable, there will still be 
an in#nite set of solutions. "is, along with the fact that the choice 
of solution is subjective, is one of the frequent criticisms of factor 
analysis. Nonetheless, as we will show, we have found the results to 
be quite informative and useful in our survey analyses, and there 
are ways to minimize the number of subjective modeling choices 
that must be made.

"ere are three critical steps in #tting a factor analysis model: (1) 
determining the number of factors, (2) #tting the model in order to 
estimate the common factor loadings, and (3) rotating the loadings 
to #nd the preferred solution. We discuss each of these in turn.

Determining the Number of Factors
To conduct factor analysis, one must prespecify the number of 

factors r to #t. In so doing, it is crucial not to underestimate or over-
estimate the number of factors. If too few factors are chosen then 
the #tted factors become overloaded with irrelevant variables. On 
the other hand, with an excessive number factors the variables may 
be spread out too much over the #tted factors. In either case, the 
result is likely to be that meaningful factors are never properly re-
vealed (Fabrigar et al. 1999 and Hayton et al. 2004).

"is seems like a Catch-22: To determine the correct factors, one 
must #rst know how many factors there are. However, over the 
years a number of solutions have been proposed, one of which we 
found to work quite well. 

One early solution is the Kaiser rule, which stipulates that the 
number of factors used in the model should equal the number of 
eigenvalues for the original data matrix that are greater than one. 
Another solution is to use a Scree plot to graph successive eigenval-
ues versus the number of factors and then setting r to the number 
of factors where the plotted line visually levels out (indicating that 
the remaining factors have little explanatory power). 

"e di%culty with the Kaiser rule and the Scree plot is they are 
heuristics. "e Kaiser rule was designed to help the analyst of the 
early- to mid-1900s get “into the ballpark” with respect to an ac-
ceptable number of factors, but then the analyst was supposed to 
further re#ne the acceptable number of factors through trial and 
error. "e Scree plot is also a heuristic because it allows for subjec-
tivity in interpreting the plotted line where the analyst must visual-
ly determine when the line in the Scree plot levels out to determine 
the number of factors. 

An alternative to these methods, which we found to work well, 
See Factor Analysis on page 32

. . .

. . .

. . .

...



32 P H A L A N X  ·  D E C E M B E R  2 0 1 2

is parallel analysis; although it only became feasible with the wide-
spread availability of signi#cant computing power. As Ledesma and 
Valero-Mora say, “"is method provides a superior alternative to 
other techniques that are commonly used for the same purpose, 
such as the Scree test or the Kaiser’s eigenvalue-greater-than-one 
rule” (Ledesma and Valero-Mora 2007).

Parallel analysis involves the construction of multiple correla-
tion matrices from simulated data, where the average eigenvalues 
from the simulated correlation matrices are then compared to the 
eigenvalues from the real data correlation matrix. "e idea of par-
allel analysis is that factors derived from the real data should have 
larger eigenvalues than equivalent factors derived from repeatedly 
resampled or simulated data of the same sample size and number 
of variables. "en r is set to the number of factors in the actual data 
that are greater than the average of the equivalent simulated data 
factor eigenvalues (Hayton, Allen, and Scarpello 2004).

Fitting the Model
Given that by de#nition E(X) = 0, and assuming that the common 

factors are independent of the unique factors, it is straightforward 
to show that the covariance matrix for X from Equation 2 is 

R = ΛRFΛ' + Ψ2,                          (4)

where RF is the covariance matrix of the factors (Mulaik 2010, p. 
136; Johnson and Wichern 2002, p. 479). Further, assuming that 
E(F) = 0 and cov(X) = I, where the former condition follows 
because the factors can always be rescaled and the latter because we 
assume the factors are independent, Equation 4 simples to 

R = ΛΛ' + Ψ2  (5)

"en, from Equation 5, Λ and Ψ are estimated via maximum 
likelihood. 

Note that the maximum likelihood estimators (MLEs) are not 
analytically derivable and must be solved for numerically using an 
iterative approach. Under the assumption that F and E are jointly 
normally distributed, the calculations essentially follow the usual 
estimation methods with an additional uniqueness condition 
added because of the indeterminacy of the factor analysis model 
(Johnson and Wichern 2002, pp. 492-498 and supplement 9A). 
Mulaik also mentions an alternative approach due to Howe that 
maximizes the determinant |Ψ–1(S – ΛΛ' )Ψ–1| for a model that 
makes no distributional assumptions (Howe 1955).

Choosing the Preferred Rotation
Maximum likelihood estimation results in a nonunique solution 

for how the variables load onto the factors. "at is, for any esti-
mated common factor loading matrix  there are in#nitely many 
other matrices that will #t the observed sample covariance matrix 
S equally well because 

(6)

where  and F* = T–1F  for some transformation matrix T.
"us, a!er an initial solution is found, the #nal step in factor anal-

ysis is to rotate the variables to simplify their factor loadings. "e 
rotation process is critical to factor analysis because it allows the 
analyst to identify the desired factor constructs, usually in terms of 
a simple structure of substantively interesting variables. However, 

this procedure is susceptible to criticism because all rotations are 
mathematically equivalent and thus the #nal choice is subjective.

"ere are two main types of rotation: (1) oblique, and (2) orthog-
onal. Orthogonal rotation is most commonly associated with what 
is called the “varimax” method, and oblique rotations are most 
commonly associated with what is called the “promax” method. 
"e distinction between the two rotations is whether the factors 
are assumed to be correlated or not; orthogonal rotations are un-
correlated while oblique rotations may be correlated. 

Kline says the most accepted method for creating factors with 
simple structure is varimax (Kline 1994). On the other hand, the 
oblique method is recommended by Costello and Osborne because 
it can account for both correlated and uncorrelated factors (Costel-
lo and Osborne 2005). Habing recommends an orthogonal rota-
tion when using maximum likelihood estimation (Habing 2003).

We used the varimax rotation on our survey data and found it to 
work well. As de#ned in Johnson and Wichern (2002, p. 504), the 
varimax procedure #nds an orthogonal transformation matrix T
that maximizes
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where

%λ λ λij ij ijj

r=
=∑ 2
1

Equation 7 is akin to calculating the sum of the variances of the 
factor loadings across the r factors. Varimax #nds the rotation that 
makes the high loadings as high as possible while simultaneously 
making the low loadings as low as possible on each factor.

Applying Factor Analysis to Actual Survey Data: 
An Example

In this section, we illustrate the utility of factor analysis using 
some actual survey data from three national-level surveys in 
countries we’ll just refer to as “A,” “B,” and “C.” With 140 questions 
common across all three countries, the survey asked about quality 
of life, governance, politics, security, social tolerance, international 
relations, and respondent demographics. Because of question com-
monality across the three countries, we were able to compare and 
contrast the factors derived for each of the three countries.

"e surveys were #elded in 2010 to 3,770 respondents in 
Country A, 1,661 respondents in Country B, and 1,481 respon-
dents in Country C. A sample of su%cient size is an important con-
sideration because the sample covariance matrix S is an estimate of 
some underlying true covariance matrix Σ. "at is, because factor 
analysis focuses only on the sample covariance matrix, it is impor-
tant that S is in fact a good estimate of  Σ to ensure the resulting 
factors represent underlying features of the population and not the 
noise or other artifacts of the sample.

We #t the factor analysis models using the R statistical package 
(CRAN 2012), which is available at http://cran.r-project.org. In 
particular, we used the “factanal” function in the base package to 
#t the factor analysis model and rotate the loadings to get the #nal 
solution. We also used the “fa.parallel” of the R psych package to do 
the parallel analyses (Revelle 2011).

Prior to #tting the factor analysis models, we #rst cleaned and 
coded the data, and then we imputed a small number of missing 

... Factor Analysis from previous page
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See Factor Analysis on page 34

values to prepare the data. Each of these steps was nontrivial, but 
the discussion is not included in this article. "e most important 
point to make is that factor analysis can only be done with complete 
data and thus imputation can be a critical step to complete prior to 
doing factor analysis. For our data, approximately 6% of the data 
was missing (due, for example, to respondents refusing or failing to 
answer one or more questions), but they were spread throughout 
the data set. "us, if we had only used complete records, we would 
have eliminated 60% of the respondents. Imputation allowed us to 
use all the data and subsequent sensitivity analyses demonstrated 
that our imputation assumptions had no practical e$ect on the 
factor analysis results.

Returning to factor analysis, as discussed earlier, we #rst used 
parallel analysis to determine r, the number of factors. Figure 2 
shows the results from “fa.parallel” for Country A, where the ei-
genvalues for 27 factors were greater than those from the simulated 
data (the solid line is greater than the dashed line), so we set r = 27. 
Sensitivity analysis using other values of r subsequently con#rmed 
that r = 27 was appropriate for Country A. 

For Country B we found r = 28 to be the appropriate number of 
factors, and for Country C it was r = 25. "us, factor analysis dra-
matically reduced the dimensionality of the data from 140 separate 
questions to 25–28 factors plus some individual questions that did 
not load onto any of the factors. In terms of the questions that did 
not load on any of the factors, note that the failure to load does not 
mean those observed variables are not important; it only means 
they do not share some underlying commonality with any of the 
other observed variables.

For the purposes of illustrating our factor analytic results, we 
focus on four governance-related factors derived from our data: 
Trust in Policy Makers, Trust in Agencies, Democracy, and Trust 
in Government and Democracy. "ese four factors were derived 
from 12 survey questions and, as shown in Figure 3, they vary in 
terms of how they are de#ned across the three countries. In Figure 
3, the numbers in the table are the loadings that correspond to each 
of the questions on the le! and the boxes show how the factors are 
de#ned in terms of the questions and associated loadings.

In Figure 3 we see that, for these questions, Country A has two 
factors: Trust in Policy Makers and Trust in Agencies. "e former 
are formed from questions about the country’s president and prime 
minister while the latter is comprised of six questions asking about 
the respondent’s trust in a series of government organizations and 
agencies. Contrasting Country A with Country B, we see a number 
of similarities and di$erences. In particular, Country B’s Trust in 
Policy Makers factor also includes trust in the National Assem-
bly while its Trust in Agencies does not include this question nor 
the question on trust in political parties. In addition, we see that 
Country B has a Democracy factor comprised of two questions 
about democracy while for Country A the same two questions 
never coalesced into a factor. Finally, for Country C we see that all 
of these questions formed into one overarching factor about both 
trust in government (both policymakers and agencies) and democ-
racy.

Note that in Figure 3 the blank cells correspond to questions with 
small loadings that were subsequently set to zero. In spite of the 
de#nition of the factor analysis model in Equation 1, it is common 
practice when using surveys to have a break point in which small 
factor loadings are simply set to zero so that the associated variables 
are completely removed from the factor (Neill 2012). For this re-
search, variables with loadings between 0.4 and –0.4 were removed. 

"e reason is that we subsequently #t regression models where we 
sought to explain one factor as a function of the others. Zeroing 
the loadings between 0.4 and –0.4 both resulted in clearly de#ned 
factors and questions only being associated with a single factor. "e 
latter point ensured the factors used in the regression (particularly 
those we used as dependent variables) were not only orthogonal 
but truly independent of the other factors, at least in terms of ques-
tion composition.

Summary and Conclusions
One of the major challenges with large surveys is reducing the 

mass of data into useful information. Another challenge with 
surveys aimed at understanding the human terrain, particularly 
when applied to irregular warfare, is that the population character-
istics of interest may not be directly measured via single questions. 
Factor analysis helps address both of these issues.

Figure 2. Parallel analysis plot for Country A, where the eigen-
values for 27 factors were greater than those from the simulated 
data (the solid line is greater than the dashed line), so we set r = 
27. Sensitivity analysis subsequently con$rmed that r = 27 was 
appropriate for Country A.

Figure 3. Four factors de$ned from 12 questions for the three 
countries. %e numbers in the table are the loadings that cor-
respond to each of the questions on the le&. %e boxes show how 
the factors are de$ned in terms of the questions and the associ-
ated loadings.
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Critics of factor analysis argue that its inherent subjectivity and 
*exibility allows analysts to manipulate the output. "e nonunique 
solution of the factor loadings is o!en a particular focus of this 
criticism. However, all mathematical and statistical models can 
be manipulated, and most involve making numerous subjective 
choices (choice of variables, model parameterization, etc.). In this 
sense, factor analysis is no di$erent. As with those methods, and re-
search in general, it is incumbent on the researcher to ensure his or 
her results are not sensitive to, or dependent on, modeling choices. 
"at said, remember that the goal of factor analysis is to create 
factors that are both statistically and substantively meaningful, and 
the latter implies—perhaps requires—a degree of subjectivity.
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