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Civil War Twin: Exploring Ethical Challenges in Designing an Edu-
cational Face Recognition Application

Manisha Kusuma

(ABSTRACT)

Facial recognition systems pose numerous ethical challenges around privacy, racial and gen-

der bias, and accuracy, yet little guidance is available for designers and developers. We

explore solutions to these challenges in a four-phase design process to create Civil War Twin

(CWT), an educational web-based application where users can discover their lookalikes from

the American Civil War era (1861-65) while learning more about facial recognition and his-

tory. Through this design process, we synthesize industry guidelines, consult with scholars of

history, gender, and race, evaluate CWT in feedback sessions with diverse prospective users,

and conduct a usability study with crowd workers. We iteratively formulate design goals to

incorporate transparency, inclusivity, speculative design, and empathy into our application.

We found that users’ perceived learning about the strengths and limitations of facial recog-

nition and Civil War history improved after using CWT, and that our design successfully

met users’ ethical standards. We also discuss how our ethical design process can be applied

to future facial recognition applications.



Civil War Twin: Exploring Ethical Challenges in Designing an Edu-
cational Face Recognition Application

Manisha Kusuma

(GENERAL AUDIENCE ABSTRACT)

Facial recognition systems, such as those used in cities, smartphone application and airports,

pose numerous ethical challenges around privacy, racial and gender bias, and accuracy. Little

guidance is available for designers and developers to create ethical facial recognition systems.

We explore solutions to these ethical challenges of creating facial recognition systems in a

four-phase design process to create Civil War Twin (CWT), an educational web-based appli-

cation where users can discover their lookalikes from the American Civil War era (1861-65)

while learning more about facial recognition and history. CWT allows users to upload a selfie,

select search preferences (e.g., military service, gender, ethnicity), and use facial recognition

to discover their “Civil War twins” (i.e., photographs of people from the American Civil War

era who look like them). Through this design process, we synthesize industry guidelines,

consult with scholars of history, gender, and race, evaluate CWT in feedback sessions with

diverse prospective users, and conduct a usability study. We iteratively formulate design

goals to incorporate transparency, inclusivity, critical thinking, and empathy into our ap-

plication. We found that users’ perceived learning about the strengths and limitations of

facial recognition and Civil War history improved after using CWT, and that our design

successfully met users’ ethical standards. We also discuss how our ethical design process can

be applied to future facial recognition applications.
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Facial recognition technology has established its presence in the daily lives of Americans,

from its conceptualization in the 1960s as a military system, to its transformation into a

highly commercialized product used in cities, smartphones, and airports [3, 21, 61]. Aware-

ness of facial recognition’s use in business and the criminal justice system has been docu-

mented in the media as both the government and private sectors have continued to adopt

this technology. Despite public awareness about facial recognition technology, there is con-

stant misinformation about its accuracy and security [58]. There has been well-documented

research about its problems and limitations, including algorithmic bias [12, 48] and privacy

concerns [68]. When looking more broadly at human-AI interaction, the complexity of AI

systems, specifically facial recognition algorithms, poses a unique challenge to inform public

understanding of these technologies and how it can impact a person’s experiences.

One way to better inform users is to create more transparent and explainable AI models,

however, the challenge is around making these explanations interpretable for end-users to

help inform interactions and decisions with AI systems [19]. Prior facial recognition ap-

plications, for example, have used a user’s photo to help educate the user about how an

algorithm interprets their face, what information can be extracted, and how it can be used,

implementing some of the methodologies of Explainable AI [54, 68]. However, the challenges

of designing an AI-infused interface are reflected and amplified in facial recognition systems

as a user’s photo and faceprint are being analyzed by the AI algorithm. Several existing
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fairness toolkits [10] and Responsible AI guidelines [38, 44] focus on general AI systems,

with little guidelines in how to design around the unique challenges of facial recognition

platforms.

In this paper, we report on our design process and ethical issues we encountered while creating

an educational web application that teaches members of the public about face recognition,

as well as history. We partnered with a non-profit historic preservation organization, the

American Battlefield Trust (ABT). The ABT approached us with the idea to create a fun

and engaging app where people could discover their lookalike for the Civil War era and

raise awareness of ABT’s mission. Based on their pitch, we created an application, Civil

War Twin (CWT), that would allow users to upload a selfie, select search preferences, and

use facial recognition to discover their “Civil War twins” (i.e., photographs of people from

the American Civil War era 1861–65 who look like them). CWT utilizes the thousands of

historical portraits publicly identified on Civil War Photo Sleuth (CWPS), a free website

that combines crowdsourcing and facial recognition to identify unknown Civil War photos,

which has attracted over 15,000 registered users who have identified hundreds of previously

unknown photos [40].

In designing CWT, we quickly encountered a number of underlying ethical issues that re-

quired careful attention, including data privacy and transparency, gender and racial bias,

and limitations of our historical archive. To address these issues, we created a four-phase,

iterative design process of consulting industry guidelines, academic experts, potential users,

and crowd workers. Through this design process, we addressed the limitations of our original

prototype by creating new design goals focused on maintaining an ethical facial recognition

platform for CWT. For example, to ensure that the application was inclusive and trans-

parent, we diversified our photo database to be more representative and created graphical

visualizations to highlight the contributions of minority ethnic groups.
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We conducted a qualitative evaluation of CWT with nine demographically representative

users to understand their feedback and experiences using the platform. We found that the

users perceived to learn more about Civil War history and the strengths and limitations

of facial recognition after using CWT, and that our design successfully met users’ ethical

standards. We then conducted a usability study with crowd workers to test the mobile and

desktop version of CWT and publicly launched the CWT website. Our primary contributions

are:

• proposing a four-phase ethical design process for facial recognition systems,

• developing a novel human-AI system, Civil War Twin, focused on educating users

about facial recognition and history, and

• evaluating the Civil War Twin system with demographically representative users

We also discuss how our ethical design process can be applied to future facial recognition

systems.
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Researchers and practitioners have developed several methodologies for designing AI ap-

plications based on ethical and fairness considerations, expert values, user evaluation, and

crowd feedback. We drew inspiration from existing, more general AI design approaches to

create our design process for specific facial recognition-based applications.

To address ethical and fairness challenges, HCI researchers have proposed guidelines [2,

44] for designing human-AI interaction, AI fairness checklists [17, 37], and toolkits [10].

Complementing these efforts, researchers have also been studying the role of race and gender

in technology and outlining inclusive practices for human-AI interfaces [16, 26]. Lee et

al. created “Design Justice Network Principles” to address current design processes that

frequently marginalize certain communities [42]. Many of the existing fairness checklists

and toolkits look at how models and algorithms containing bias can be adapted to ethical

standards [10, 37]. These guidelines and principles have similar themes around privacy,

inclusivity, transparency, and accountability that can be applied to facial recognition-based

applications, as documented in the first phase of our ethical design process for CWT.

To determine the values and limitations of an AI system, HCI researchers collaborate with

subject-matter experts during the design process. One approach is value-sensitive design
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(VSD) which focuses on identifying stakeholders in a given system and their values to de-

termine potential limitations of an application [7, 65, 71]. Subramonyam et al. look at how

AI engineers can collaborate with direct stakeholders, UX designers, to achieve a desirable

AI-infused user experience when prototyping [63]. Inspired by these efforts, we consulted

with indirect stakeholders (i.e., experts in the field of Civil War history, gender studies, and

race and technology) in the second phase of our ethical design process, to surface the values

of the communities and disciplines they study as they relate to our software prototype.

To understand public perception of interactive AI systems, end-users play a vital role in

surfacing socio-technical concerns and interpretability issues. The Explainable AI initiative,

commonly referred to as XAI, focuses on making AI models understandable for users through

documenting the functionality, explaining the impact of AI algorithms, and shifting away

from a “black box” design approach of AI algorithms [22]. Recent shifts in the XAI com-

munity focus on “user-centered XAI” approaches for bringing transparency to end-users by

designing interfaces focused on addressing ethical questions about AI systems [19, 35]. When

considering XAI applications in facial recognition, the models’ limitations and biases directly

affect the user’s experience during the facial detection or facial identification process. Our

third design phase looks at evaluating the CWT system based on representative end-users

to see if they can interpret the facial recognition algorithm, and offers an opportunity for

users to collaborate with developers about design features.

To understand the usability concerns, HCI researchers have used crowdsourcing to discover

areas of confusion and platform errors. Kittur et al. looked at how crowdsourcing tasks can

be used to determine the quality of Wikipedia pages by surveying workers with Likert scale

and free form responses [30]. Building on prior work which uses crowd workers to evaluate

the usability of websites [36], the final phase of our design process incorporates crowd workers

to provide feedback on CWT. We additionally address the challenges of designing a facial
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recognition crowdsourcing task by taking specific consideration in protecting the anonymity

and privacy of crowd workers.

Given the prominence of facial recognition applications, such as the Apple Face ID to unlock

phone accessories [3] and biometric scans at US airport terminals [61], the public interacts

regularly with this technology. Despite general awareness of facial recognition technology,

people are still misinformed about its accuracy and the biases it imposes. In a 2019 survey,

Pew found that “majorities of Americans think facial recognition can effectively identify

individual people, as well as classify them by gender and race” [58]. Yet, multiple studies have

shown that facial classification has lower accuracy for females and darker-skinned individuals

[12, 48]. These racial and gender biases are a circumstance of the benchmarks used to create

these models. For example, the LFW benchmark [28] widely used by facial recognition

models is primarily composed of men (77.5%) and white individuals (83.5%) [24]. Many facial

recognition systems also fail to address the limitations of the photo databases which leads

to racial inequality, racial stereotyping, and gender bias within these systems [9, 26, 45, 57].

For CWT, we selected the Microsoft Azure Face API [39] because among commercial facial

recognition services, it has shown some of the most substantial gains in reducing race and

gender bias [27], though challenges remain [66]. Additionally, CWT recognizes the biases

of its recognition model and leverages its limitations as a tool to inform users about how

algorithmic bias can affect a user’s twin results.

One approach to foster awareness for facial recognition technology is by creating systems

that implement “learning by doing”, which moves away from the fact-based knowledge and

into learning through direct experiences [53]. Cloud-based face recognition services such as
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Microsoft Azure Cognitive Services and Amazon Rekognition [1, 39] have enabled a variety

of face recognition applications to emerge in the commercial market. Some, like the Google

Arts & Culture app, help users discover matching faces in digitized artworks from museums

around the world [18]. Another app called StarByFace became popular in 2020 due to

the “Who Are Your Celebrity Parents?” challenge on Twitter, which helps users match

themselves to their celebrity lookalikes [60]. These playful applications primarily allow users

to interact with facial recognition technology through an engaging platform and inform their

understanding of the technology. Although the Google Arts & Culture app went viral in

2017, it drew criticism from members of the Asian community as the search results contained

a disproportionately high number of Japanese geishas [31]. Raji and Fried [47] analyzed

the development of facial recognition technologies over time and cited the importance of

transparency and accountability when deploying such AI systems with ethical and technical

limitations. Like these other apps, CWT tries to engage the audience with a “hook” of

finding your historical lookalike. But unlike them, CWT employs transparency by educating

users of the various steps of a facial recognition model such as the detection and matching

process.

Recent research provides more targeted efforts towards explaining how facial recognition

technology functions and its applications [20, 59]. Wouters et al. created an interactive

display called the Biometric Mirror focused on provoking public reactions to facial recognition

technology to raise awareness about how a user’s photo could be used [68]. Other applications

aim to inform the public about the type of data that can be inferred by a user’s facial photo

[32, 54, 55] and how it can be potentially misused. Unlike these applications, CWT does not

use a facial recognition algorithm to infer users’ demographic characteristics (age, gender,

ethnicity, etc.), but employs textual summaries to raise awareness about the technology and

how it is being used.
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Microhistories is the process of looking at history through a narrow lens focusing on an in-

dividual or community to understand the everyday experiences within well-known historical

events [50]. There have been several digital history projects focused on teaching users about

uncovered microhistories. Sandwell and Lutz designed Great Unsolved Mysteries in Cana-

dian History, a digital game-based learning platform that focuses on historical mysteries [52].

The site uses a combination of readings and links to primary and secondary sources to allow

users to form their own opinion on the mystery and the real people involved.

Most similar to our work, other applications focus on primary sources such as photographs

to share stories. Lee et al. [33] created a tool called Newspaper Navigator to search digitized

newspapers from the US Library of Congress dating back to the 1900s, creating a visual

archive of photographs and portraits based on a given search filter. Bagnall and Sherratt

created a digital wall of portraits that documents the people affected by the “White Australia

Policy” [6]. This “never-ending” wall of portraits aims to give users an opportunity to learn

and share the stories about the people affected and their history. Within American history,

the Daughters of the American Revolution created an online quiz that matched its users to

a historical portrait based on shared characteristics with the individual photographed [43].

Although these applications do not use facial recognition, it does give biographical informa-

tion about the user’s match as an opportunity to learn more about these historical figures.

CWT similarly builds on the existing work of storytelling through the use of portraits to talk

about the microhistories of individuals during the Civil War era. By sharing the stories of

the individuals photographed during the American Civil War, CWT aims to educate users

in an engaging, non-traditional approach, by focusing on microhistories of individual expe-

riences of the time, and encouraging empathy with those whose lived experiences differed
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from the user’s.

In prior work, Mohanty et al. developed Civil War Photo Sleuth (CWPS) [40], a free, public

website that combines crowdsourcing and AI-based face recognition to identify unknown

soldiers in photos from the American Civil War era. CWPS allows users to upload an

unidentified soldier photo, filters results by military service, and uses Microsoft’s Face API to

return a shortlist of potential matches with high facial similarity from a database of reference

photos. Through this community, members have been able to develop a historical network

of photographs taken during the Civil War and archive digitized portraits of the people who

served in different regiments. The process of transcribing inscriptions and identifying sources

of unknown portraits are all microhistory methods of gaining more information about the

person photographed to eventually result in an identification. CWT’s photo database uses

the portraits identified using CWPS to introduce users to the soldiers and civilians affected

by the war.
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Drawing inspiration from CWPS’s face recognition-based identification workflow and the

Google Arts & Culture app [18, 40], the American Battlefield Trust (ABT) proposed a fun

application for users to find and learn about their historical look-alike(s) from the Civil War

era. This application, Civil War Twin, would help promote the visibility of their non-profit

organization and contribute towards their mission of educating people about the American

Civil War.

Based on the proposal by ABT, we originally conceptualized Civil War Twin as a simple,

web-based application that would allow users to upload a selfie, and then use Microsoft Azure

Face API [39] to find similar-looking matches from a dataset of Civil War portraits. With

permission from the CWPS team, we scraped photos from CWPS, along with the associated

biographical information of the person in the photo, to prepare this dataset, or

. This biographical information included the person’s name and their service details

(i.e., ranks, units, branches, and regiment), along with their gender, which was collected

from primary and secondary sources such as military records, medical records, and scholarly

books. The original prototype (see Figure 3.1) allowed users to select preferences for their

potential twins’ gender (male and/or female), which would then filter the twin search pool.
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Figure 3.1: Prototype of the Civil War Twin system, 2018.

The facial recognition algorithm would then retrieve the top four similar-looking match(es)

from the filtered pool, and display them as downloadable artwork (“baseball cards”) for the

user.

However, this prototype had several limitations, outlined below, surrounding facial recog-

nition, bias in the historical database, and privacy concerns, that raised ethical concerns

requiring additional considerations and redesigns. To address these limitations, in this pa-

per, we consider: How can we design an face recognition based system?
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Black-box facial recognition systems provide little interpretability on how the input and

output of a model are correlated [20]. In high-stakes scenarios like law enforcement, the

“confidence score” determined by facial recognition algorithms has a direct effect on the

safety and civil liberties of individuals in a society. Multiple studies have shown facial

recognition has accuracy and bias problems, such as lower performance for dark-skinned or

transgender faces [12, 56]. The black-box nature of such algorithmic models allows for racial

and gender bias in real-time applications to go undetected. Raji and Buolamwini audited

several corporate AI systems and found that despite recent improvements in classification

systems, algorithmic bias is prevalent and continues to affect marginalized groups [46]

In a low-stakes scenario, like CWT, the black-box design of the prototype requires an input

of a selfie, email, and gender preference to curate an output of twins. With no explanations

as to how a user’s twins are determined, the user has little awareness as to how their results

could be directly affected by algorithmic bias. The issue of automatically guessing the user’s

ethnicity or gender in the prototype was a concern for several reasons. First, by using

automated techniques, the chances of inferring the wrong race or gender are unacceptably

high, and a wrong guess could offend a user’s sense of identity or dignity. Second, it is hard

to generalize what types of twins users will want to be matched with. For example, some

users might prefer to see twins of a different gender, while others might find these same

matches offensive.

Sensitive to the systemic nature of racial and gender bias, we shift the focus of our application

to provide users with more context and awareness of the inner workings of face recognition.

By positioning CWT as an educational system, users can learn about the strengths and
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limitations of face recognition in a low-stakes scenario to better conceptualize the implications

of this technology in high-stakes applications such as surveillance and law enforcement.

Due to historical circumstances, ranging from a US Navy blockade to discrimination [13],

some groups from the American Civil War era, especially Confederate soldiers, women, and

people of color, have fewer surviving photos [15]. CWPS’s database was seeded by public

collections like the US Army’s MOLLUS-Mass collection, which primarily contains portraits

of white Union officers from northeastern states [40]. These historical biases were echoed in

the composition of the original CWPS’s database and subsequently, the CWT’s database.

This archival bias would lead to CWT users most likely getting matched to a white male

Union soldier (88.3% of photos in CWT’s database). One negative consequence is that the

photos in other demographic groups, having a smaller reference pool, lack diversity. Users

who choose to be matched to female twins, for example, will have lower-similarity matches,

and many users will receive the same matches within these groups. Additionally, due to

recordkeeping practices of the 1860s, gender on CWT is limited to the male-female binary,

and soldiers’ race classification is based on outdated historical legal frameworks such as the

“one drop rule” or inferred from membership in racially segregated military units.

Given the limitations in our photo database, we consider how a user’s positionality will affect

their experience on the website. Despite the historical archiving bias limiting the diversity of

the reference database, the CWT database does have limited photos of civilians, women, and

people of color. Focusing the CWT system on microhistories around the individuals in our

database could subsequently highlight the contribution various demographic groups made to
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the war effort. Providing a closer look into the American Civil War from the perspective of

individuals and cultural groups offers an opportunity for users to reflect on their positionality

as it related to these historical figures.

As a rising majority of Americans feel there is more risk than benefits involved with sharing

personal information, we consider the implication of data collection on the prototype [5].

Garvie et al. found that over 117 million American adults are present in law enforcement-

based facial recognition databases, many without direct consent or probable cause [20]. Due

the structure of the prototype, very little information is provided to the user about how

their data is being used and who has access to their uploaded photo. With the rising use of

facial recognition for biometrics, the subsequent faceprint created by the prototype during

the facial detection step could potentially be misused and risk the security of users. By

prioritizing making the data collected anonymous and limiting the entities user information

is being shared with will protect user personal information and help maintain trust in the

system.
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To address the above limitations, we employed a four-phase ethical design process: 1) address

known issues with facial recognition based on industry guidelines; 2) consult experts in the

fields of race, gender, and history; 3) iterate on feedback from representative user groups;

and 4) conduct usability testing with crowd workers. In the first phase, we synthesized

existing guidelines on AI ethics and fairness and applied them specifically to facial recognition

systems. In the second phase, we consulted experts to get their perspective on our system

and identify any oversights in our design decisions. In, the third phase of the design process

engaged with end-users to identify how our system met the values and expectations of users.

Finally, in fourth phase of the design process we created a mobile friendly version of CWT

and utilized crowd workers to identify any usability issues on the platform. Each phase of the

process was used to inform and iterate on the design decisions taken on the CWT system.

Recent advancements in AI and machine learning have opened up exciting possibilities for

enabling novel, beneficial forms of human-AI interaction. However, AI’s complexity, un-

predictability, and over-reliance on data pose numerous challenges for designing ethical and

effective AI-infused applications [21]. To address these challenges and the original limita-

tions of the prototype, we begin our design process by reviewing the literature of industry
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and academic studies around ethical concerns with AI. Researchers have proposed multiple

guidelines [2, 38, 44, 69] and AI fairness checklists [37] for addressing known issues. Most

of these guidelines focus on general AI/ML capabilities rather than the unique challenges

of face recognition. Thus, we use the existing literature to synthesize themes that can be

applied to facial recognition applications, in particular, to establish new design goals for the

CWT system.

Multiple Responsible AI guidelines propose transparency and explainability to help maintain

user trust and accountability in a model’s output [38, 69]. Explainable practices provide

users with information about the prominent limitations of the model, how AI models make

decisions, and how a user’s action can impact a model’s output. Google’s People + AI

Handbook recommends developing interfaces with “partial explanations” in colloquial terms,

providing context for a system’s behavior [44]. If an error does occur (i.e., an unexpected

result), these explanations provide an opportunity to be transparent about why the error

occurred and what can be done to address the problem.

With respect to facial recognition, there is a lot of information that can be documented as

to how a user’s image is detected, how photo datasets are labeled, and how similarity is

determined. Moving towards a “white-box” model will help users better interpret the results

they see and the steps taken by facial recognition systems. In the context of CWT, a facial

recognition-based system adopting these principles can help users understand how faces are

detected in an image, how image search pools are constructed, and how similar-looking

images are retrieved. Framing CWT as an educational platform will allow us to focus on
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explaining the inner workings of the underlying facial recognition algorithm as the user goes

through the process of finding their twin.

Responsible AI guidelines emphasize the idea that AI can introduce and reinforce unfair

biases [2]. Madaio et al. outlined an AI fairness checklist recommending that systems should

consider fairness-related harms from diverse perspectives, including different demographic

groups [37]. As many have noted, facial recognition algorithms are trained with biased

datasets, which leads the technology to be less accurate for some ethnic and gender groups

[24]. For example, African American women are the most inaccurately identified group,

while white men have the highest accuracy rates [12]. Such studies have led companies

like Microsoft to invest specifically in reducing racial and gender bias in facial recognition,

making substantial gains, though gaps remain. Given that these biases cannot be completely

minimized [46], CWT provides users more control over the algorithm by allowing for the

customization of twin results through the selection of military service, gender, and ethnicity.

We also choose not to use algorithmic-based detection techniques to determine the ethnicity

and gender of the user or the historical figures in our dataset.

In addition to algorithmic bias, there is also historical bias in the dataset of Civil War

portraits used. As noted in the Limitations, many demographics lack representation in our

database. For the CWT system, we can focus on educating users about these historical

inaccuracies and focus on microhistories about the soldiers and civilians. Providing users a

look into the individuals in our database and their stories can help highlight the contributions

made by marginalized groups in the American Civil War. The use of graphical visualizations

provide an opportunity to educating users about the numerical distribution of photos and

emphasize the smaller ethnic groups represented in the database. We also educate users
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about how race was determined in the Civil War era and the gender binary present in our

dataset.

Microsoft’s Responsible AI guidelines underline the importance of privacy when designing

AI products [38]. In AI applications, privacy is based on providing notice and consent for

how data is being used, and security focuses on mitigating user risk. With facial recognition

systems, minimizing a user’s security risks can be achieved through protecting the photos

being uploaded and the subsequent faceprint created by the algorithm from being used in

the public domain. Given the rise in public concern over surveillance, data, and misuse

[5], providing the user with information over how their data is used, will help them make

informed decisions about what data they are comfortable sharing. In the CWT system,

we prioritize limiting the amount of personal information collected to avoid any security or

privacy concerns. We also emphasize giving users control over how their data is being shared

and used.

Based on these design goals, we designed and developed a new, web-based version of Civil

War Twin (see Figure 4.1). The web application was built using Javascript, HTML, CSS for

front-end interfaces and Python and Django for back-end processes. PostgreSQL was used

to store the dataset of historical photos and Amazon S3 was used to store user data.

The website employs the educational technique of so users can directly

interact with AI to learn about facial recognition technology [53]. Through the process of

discovering their look-alikes, users learn about the various microhistories from the perspective
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Figure 4.1: System workflow for the Civil War Twin website. The AI Text provides infor-
mation about facial recognition throughout the system.

Upload a Photo: The user uploads a selfie of themselves to the website.
Search Preferences: The user can specify search preferences (Military Service, Gender,

Ethnicity) for the twins they would like to see.
Finding Matches: The user waits while our matching algorithm determines the top-four

similar looking twins.
Discovering Twins: The user can see the four twins along with a baseball card graphic.

of individuals during the American Civil War.

Throughout the website, the , a side panel, provides more information about facial

recognition technology (Design Goal 1). The first part of the side panel has a “Behind the

Scenes” section which explains in layperson’s terms how the technology works. The second

part of the side panel has a “What Could Go Wrong?” section which describes potential

shortcomings of the technology and/or historical records (see A, B in Figure 4.2). This

panel allow for a more nuanced look at how facial recognition works and its limitations.

The website also provides historical text and links where users can learn more about the

various demographic groups and individuals who lived during the 1860s (see D in Figure 4.2).

Users discovers their look-alikes (“twins”) from the American Civil War era by following a

simple four step process: i) , ii) , iii)

, iv) .
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Figure 4.2: Textual content on the Civil War Twin website when the user is prompted to
select their search preferences for gender. The left-hand panel is referred to as the AI text.

Behind the Scenes: Part of the AI text that explains in layperson’s terms how the
technology works.

What Could Go Wrong?: Part of the AI text that describes potential shortcomings of
the technology (e.g., gender and racial bias) and/or historical records (e.g., historical bias).
Includes links to further resources to learn more about AI.

Speculative Question (added in Phase II): Part of the AI text that prompts users to
think and answer the posed question. Followed by a link to provide more context for the
question.

Historical Text: Part of every search preference, provides historical information and
links to learn more about each identity during the 1860s.
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This page provides the user with context on how facial recognition detects facial features

and explains how certain issues in photo quality can affect the detection process.

The user begins the process of discovering their look-alike by uploading a selfie to the website

(see A in Figure 4.1). The system instructs the user to not upload photos of other people

(friends, celebrities, etc.) without their permission to avoid potential privacy issues or misuse.

The user can then provide their name (optional) and email address. The user is then asked

to consent to the IRB form outlining our study. Then, CWT uses the Microsoft Face API

to verify if a face can be detected in the uploaded photo. After a successful detection, the

user can see a bounding box that appears on their face. If a face is not detected, the user is

prompted to try again with another photo.

On this page, the user can also view CWT’s Privacy Policy which is accessible throughout

the website. The policy page presents a straightforward description of what information is

required, how it is being shared, and when their data is deleted (Design Goal 3). We ensured

that the system does not save any personal information, giving the user control over their

data. The user is only required to provide a valid email and photo, both of which will be

deleted upon exiting the website. The user’s photo and faceprint are not permanently stored

on any web server (ours or Microsoft’s) and are not used to train any facial recognition

models.

After uploading a photo, the user can specify search preferences (military service, gender,

ethnicity) for the twins they would like to see (see B in Figure 4.1). The process is split

across three pages as follows:
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1. This page provides the user with information on how military service

is determined for their potential twins. The user can then choose from the Union,

Confederate, and/or Civilian categories to filter their pool of potential twins. We

use primary and secondary sources to identify and label the military affliction of the

persons in our photo database.

2. This page provides the user with information on how gender is determined for

their potential twins and explains how gender bias affects facial recognition algorithms.

The user can choose from the Man and/or Woman categories to filter their pool of

potential twins. The gender of a twin is determined from historical and medical records.

The categories provided for the user reflect the historical dataset and thus, the practices

of the era. For example, gender is limited to the male-female binary. Instead of trying

to hide these categories by mapping them onto modern-day labels, we employ seamful

design [14] by presenting the historical context behind these categories and inviting

the user to consider their own relationship to them.

3. This page provides the user with information on how ethnicity is determined

for the potential twins and explains how racial bias affects facial recognition algorithms.

The user can choose from the White, Black, Native American, Hispanic, and/or Asian

categories to filter their pool of potential twins. Race in the context of the American

Civil War era was determined based on a person’s physical features and ancestry [41].

The five ethnic groups are reflective of the people represented in our photo database

as soldiers’ races were classified based on archaic legal systems and segregated military

units.

These search preferences help to mitigate the effects of algorithmic bias by providing an

alternative for algorithmic-based detection techniques to determine the ethnicity and gender
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of the user or the historical people in our database. We attempted to mitigate historical

biases and increase inclusively (Design Goal 2) in several ways. First, we completed two

targeted database enrichment projects to increase the number of photos of several underrep-

resented categories: African Americans, Asian, Native Americans, Hispanics, and women.

Consequently, our collection of African American Union soldier portraits (128 photos), al-

though small, is believed to be the largest digital collection of its kind in existence. Our

database now has 13,861 Union soldiers, 1,475 Confederate soldiers, 132 civilians, 15,357

men, 110 women, 15,272 White individuals, 144 Black individuals, 16 Native Americans, 11

Asians, and 25 Hispanics represented in our database. Although our database is primarily

white Union men, this is a reflection of the historical biases echoed in the original CWPS

database [41]. Second, we created a real-time interactive visualization that shows how the

user’s preferences affect the search pool (see Appendix 1). This visualization helps educate

the user of our database construction as they are choosing their search preferences.

Based on the military, gender, and ethnicity preferences the user selected, our algorithm

determines the top four similar-looking twins from the database of reference photos. This

interstitial “matching” page provides the user with information on how their face is being

compared to their possible twins and how the confidence threshold affects twin results.

The user waits for a few seconds for the matching algorithm to identify their twins. We imple-

mented a technical solution for the matching algorithm to ensure that all possible twins are

within the specified search preferences the user selected. First, we curate the CWT database

to be a subset of photos with only identified portraits from reliable sources (Library of

Congress, National Archives, National Park Service, etc.). Given that the CWT database is

based on photos scraped from CWPS, which contains thousands of user-contributed photos,
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this curation process removes several types of unwanted results (non-historical portraits,

unidentified twins, etc.) [40]. Second, the CWT database is divided into 10 ,

photos of historical persons from each of the available demographic categories (Union, Con-

federate, Civilian, Man, Woman, White, African American, Native American, Hispanic, and

Asian). Third, the system builds a of potential candidate photos based on

the preferences selected by the user. This twin search pool is created by compiling together

the identity sets from the user’s selected identities. For example, if the user selected Union,

Civilian, Men, African American we would build a twin search pool of historical people

within the Union, Civilian, Men, African American identity sets. Fourth, the twin search

pool is sent to the Microsoft Face API along with the user’s uploaded photo to find the top

four most similar-looking faces based on Microsoft’s confidence score. These top four results

become the user’s Civil War twins.

Once the twins are found, the user can view their four twin matches. This page explains how

the similarity score is determined for each twin (see Appendix 2). The system also emails

the user a copy of their twin results.

The user can then view a baseball card graphic (see D in Figure 4.1) for each set of twins.

The user can download the baseball card graphic for saving locally, printing, or sharing (see

Appendix 3). However, there is no direct way to share the baseball card on social media as

the system does not create persistent URLs as a privacy protection measure (Design Goal 3).

The user can also learn more about their twins by clicking on their twin’s CWPS profile links,

which displays additional biographical and military records for that individual. Finally, the

user has the option to contribute additional photos (e.g., from their personal collections or

public sources) to further enrich underrepresented categories in our database, or continue
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learning about AI through the additional links provided.

After implementing the redesigned system described in Phase I, we consulted three academic

experts in Civil War History (E1), Gender Studies and Ethics (E2), and Race and AI (E3) to

critique our design decisions. Specifically, the experts helped us understand how the Phase

I design engages with some of the sensitive topics around race, gender, history, and AI, and

to have a better understanding of the societal implications of our proposed system. The

experts’ scholarly expertise and lived experiences helped (re)frame the design goals of our

system and validate the design designs from Phase I. Based on their feedback, we iterated

on our design and developed a high-fidelity prototype.

All three experts were tenured faculty at our university who were not previously familiar

with CWT, but whom we knew through mutual research interests in HCI. In individual

one-on-one sessions, each expert was first introduced to the background, motivation and

goals of the CWT project, followed by a demo of the Phase I prototype, and a high-level

overview of the Phase I findings and design choices. We then asked the experts about their

general perceptions of the CWT prototype, along with a series of questions specific to their

specialization (see Table 4.1).

Overall, the experts found the “hook” of matching with one’s Civil War twin, along with the

concept of a baseball card as a shareable proof of match, to be a fun and engaging experience,

while appreciating the simple workflow of the application. The experts also perceived the
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1. How do you feel about the overall premise, motivation and goals of the project? What
value (if any) do you see in this project?
2. How can this project address rising ethical concerns related to facial recognition?
3. How might African American users respond to the way this project addresses the topic
of Civil War history?
4. How might the focus on facial recognition software be perceived by people of color?
5. What are some issues regarding race, in the context of the Civil War era, this project
may have overlooked?
6. What are some ethical considerations when asking users for their search preferences
related to race?
7. What are some concerns regarding gender identities and gender roles this project may
have overlooked?
8. How can we use this project to encourage contribution of historical photos to the
CWPS database?
9. How can this website potentially be misused? Should aspect(s) of the platform be
modified to prevent this?
10. How should we address the lack of photos for certain genders and ethnic groups in
the CWT database?

Table 4.1: Sample questions for expert feedback.

educational goals of the application favorably, and believed that the Phase I design choices

were effective in supporting these goals. At the same time, they also pointed out 4 focus

areas for the system, outlined below, suggesting opportunities for improvement and updated

design goals.

All three experts found the real-time interactive visual chart on the search preferences page

to be effective in conveying the demographic distribution of the database. Even though they

appreciated the design efforts towards being transparent and acknowledged the challenges of

historical bias, there were concerns about the dominant representation of white Union men

over other groups. E1 said,
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.

E3 pointed out the historical bias from a different lens by comparing the demographic dis-

tribution in the database to the actual population of the 1860s, stating that even if every

woman in 1860s was photographed, the number would would still be disproportionately low

compared to photos of men. In addition to acknowledging the disproportionate demographic

distribution of the existing dataset, the experts also suggested other changes, such as using

the more ethnically inclusive “Black” as a category label instead of “African American.” E2

stressed the importance of being upfront about the gender binary limitation of the dataset,

while recognizing more fluid representations of gender in both the historical and modern

eras.

E1 raised concerns about the general sentiment in the media towards facial recognition

technology and warned about possible public hesitancy towards CWT:

. E1 emphasized the need to make the privacy policy easily

accessible from every page and remind users about how their data is being used. Along

similar lines, E2 raised concerns of users being wary of immediately uploading their personal

photo as E2 further predicted that some

people, out of general distrust towards big technology companies, might be cautious about

sharing their photo with the Microsoft Face API.
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All the experts identified a clear opportunity for CWT to use microhistories as a tool to

tell individual stories from the Civil War. E1 encouraged us to use the CWT platform to

foster connections:

.

E3 challenged us further to not only form these connections but to build on the notion of

empathy and enable users to empathize with the various people in our database and to

understand their stories. As E3 stated,

. E2 added that CWT achieves a deeper level of learning

that focuses on sensitivity and empathy which can be further developed through the use of

microhistories.

When discussing the search preferences of military, gender, and ethnicity, experts believed

that giving users more control over their potential matches was a justifiable approach. E1

talked about how users could be presented with unwanted twin results if there was no way of

specifying preference:

. However, E3 warned that giving users control of

their search preferences can also lead to confirmation bias:

.

E3 also emphasized that the system should not be

E3 later expanded on the idea of “empathy

twin’s” i.e., deliberately (with permission) showing twins results outside the user’s selected
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preferences, which would aid in fostering connections and empathy as well as pushing back

against stereotypes.

E2 affirmed CWT’s goal of educating users about the limitations of facial recognition. E2

said,

. According to E2, the

“learning by doing” aspect of our system could showcase the benefits of

. While all the experts appreciated the

informational panel about the AI Text, broken down into “Behind the Scenes” and “What

Could Go Wrong?” content alongside the interactive interface, they also raised concerns

about the verbosity of the text. E3 suggested prompting users to question the technology.

E2 elaborated on a similar notion:

Based on the feedback received by the experts and the new design goals we iterated on CWT

by adding new features and modifying existing features.
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Inspired from speculative design approaches [67], we modified the AI Text throughout the

website (see C in Figure 4.2) to include speculative questions around facial recognition (De-

sign Goal 7). By employing simple elements of speculative design, users can begin to partic-

ipate in the conversation about AI ethics and learn through an interactive process. The text

also includes links to articles where the user can find other examples of facial recognition in

the world and learn more about the technology.

We added a new visualization page prior to the initial photo uploading step (see A in Figure

4.3). This page provides the user with graphical representations of the CWT photo database

(see Appendix 5) and its relationship to the 1860s US Census (see Appendix 4). We were

motivated to add this page to highlight the contribution of demographic groups (Design

Goal 4) and to be transparent about how our system is affected by historical bias. The page

explains to the user how we collected the photographs in the dataset and the bias associated

with them. The page also poses a speculative question — “Do you think your photo may be

part of any such databases where facial recognition is being used?” — for the user to think

critically about AI and existing public photo datasets.

The user can also view and interact with a series of population charts (i.e., one for each search

preferences military, gender, and ethnicity) to show the distribution of demographics both

in our photo database and in the 1860s US Census. The census information was obtained

from the historical 1860 US Census records. Through the design process, we tried a variety

of different charts (pie charts, horizontal and vertical bar charts, icon charts, etc.) to show

the distributions of our database but we faced issues of accuracy, clarity, and simplicity. We
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