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To reverse this process we

multiply (23) wy €, and sum, obtaining
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It is shown in the follow'ng paragraph that the sum of squares
(13) 1s iavariant under this transformation. Thus, the sum of squares
assocliated with a regression on Zys Kysesees ’p is the same as that
associated with a regression on §1, gz......ﬁy o
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iIn erder to study the relationship between the original and
the transformed systems, considering only the subset LR :W’"""P'
the restriction Auw.pa. is put on the transformation

P
5, ';1 1,,:,. ir 2”- 0, J»4, 1% follows from the equations
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that C}k % 0, k>je Under this restriction it is now easily shown
that the by and the Som salisfy the same relantionships over the

restricted range corresponding %o xﬂ *1.,...,!9 that held over the

rangs ngo'oog xP ¢ by equation (33)

by Z; A&):.

Put ?\,,. s 0, r»§ « Tharefore

Iy p°
samemy. from equation (24)

b!’ Z- ﬂj’né ¢ ¥ 2 atlsecsey Do invoives only Bl‘ . ”r.,z""vﬁ

' Z_ q’b: ¢ 3% QeloeceeyPey dnvolves only b’.bm.aao»b ®
By equation (19)
P
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23,. =0, v>] and au = 0, n-n, Therefore
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cu .Z Z. 23' Auam ® r.n;q-o-l.,o".p. invelves only those
’" wei,

valuss of 0” in which ‘ 8 2l jeceed and men, NelyecesePDe

Similarly, from equation (20)

3§’ Zﬂ .htwr” ¢ Jorns G¥lycecosbe involves only

these values of Oy in which k ® Jv J+liesee,p 8nd nem n T looeosD o
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A sinilar mlmimmhiga does not hold for the 8y 4 a8 nov defined,

Bmwwr, vhers

oy 9% b ok ® 12000000 B o
Por the reduced set of normsl eguations corresponding to xn ol e

i‘q,gnunxp let a‘*u be defined such that

{28) | , |
Z__ a® 33? “ = Si‘ in = Q*igcoov;ﬁa Alse
r = gel |

=) Z;m” P 5 1,k 2 atlgeroeoDe

It has been shown that the same relations exist between b, and B,
and between o, and i%im‘fw the subset X, qveesss X, ¢ 88 held in the
original aystem of p independent vyriables, If the same thing can be
proved in the case of a®; s and A%, 4 as compared with a;, and 4,, , the
proof will be completed, and formula (13) will hold with &% and A%,
substituted for a4 and Ag 3
Sn%wimting for ¢,y in (25), ws have

T 5._ 7— a% . ﬂ&,}mﬁ&t 18 ©
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which £rom the previcus relations gives
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and sumation over m, gives

-
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Then multiplying by A;n, we have

S F =

2 A A, = Eyga®

Sonel o mga M 52° 382" ¢ o 1
Summing the left side over ¢ zives

p P

Z Z *"‘,A# gJﬂ

Tmgel  Jwr
and by sumation over j we obtain
P
ek,
Finally, multiplying by Cy and summing we have
P 4 '
:L.—:_—@l 8% Ape Uy 8 Eg—;dt 18*°Cvn .
Thus, we have
P

%4 n“"r S o 2 &%jys and we have catablished the relationship

P
v ‘2:- at wmCit®am .

A comparison with squation (18) shows that this is exactly the
sane sort of relationship that exists between the agq and the A 44 in
the original system which includes Ty TpsoccasXne I% 4s now possible
to verify equation (13) in its modified form and over the ragge Toad ¢
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Summation over i and v gives
2 P

DY T Sabpis

t,0=2qel J=1 lmv
from which we obtain

P P
Z_ a'ivhtb a z thnfk .

i,veqel v Joi%qel



IV Conclusions

In conclusion, it has besn proved that the reduction in
95 assoctated ¥ith a regression on the sub 'set of
1ted

the m‘iﬁ'%%&mt Wﬂﬁh}.as xﬁ,..li xg‘gyou&bg ﬂp aan he conmy

by the following four formulass
() 3(r=r")? = 5(31)2 T 5(vern)?

besn used, The three alternative solutions discussed in this paper
~ provide useful supplements $o this method, in that they apply
 direstly in some cases whore the use of (11) would require cone

siderable extra compubation.
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