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ABSTRACT (Academic) 

My dissertation is about how engineering educators can use natural language 

processing (NLP) in implementing open-ended assessments in undergraduate engineering 

degree programs. Engineering students need to develop an ability to exercise judgment 

about better and worse outcomes of their decisions. One important consideration for 

improving engineering studentsô judgment involves creating sound educational 

assessments. Currently, engineering educators face a trad-off in selecting between open- 

and closed-ended assessments. Closed-ended assessments are easy to administer and score 

but are limited in what they measure given students are required, in many instances, to 

choose from a priori list. Conversely, open-ended assessments allow students to write their 

answers in any way they choose in their own words. However, open-ended assessments 

are likely to take more personal hours and lack consistency for both inter-grader and intra-

grader grading. The solution to this challenge is the use of NLP. The working principles of 

the existing NLP models is the tallying of words, keyword matching, or syntactic similarity 

of words, which have often proved too brittle in capturing the language diversity that 

students could write. Therefore, the problem that motivated the present study is how to 

assess student responses based on underlying concepts and meanings instead of 

morphological characteristics or grammatical structure in sentences. Some of this problem 

can be addressed by developing NLP-assisted grading tools based on transformer-based 

large language models (TLLMs) such as BERT, MPNet, GPT-4. This is because TLLMs 

are trained on billions of words and have billions of parameters, thereby providing capacity 

to capture richer semantic representations of input text. Given the availability of TLLMs 

in the last five years, there is a significant lack of research related to integrating TLLMs in 

the assessment of open-ended engineering case studies. My dissertation study aims to fill 

this research gap.  

I developed and evaluated four NLP approaches based on TLLMs for thematic 

analysis of student responses to eight question prompts of engineering ethics and systems 

thinking case scenarios. The studyôs research design comprised the following steps. First, 

I developed an example bank for each question prompt with two procedures: (a) human-

in-the-loop natural language processing (HILNLP) and (b) traditional qualitative coding. 



 

 

Second, I assigned labels using the example banks to unlabeled student responses with the 

two NLP techniques: (i) k-Nearest Neighbors (kNN), and (ii) Zero-Shot Classification 

(ZSC). Further, I utilized the following configurations of these NLP techniques: (i) kNN 

(when k=1), (ii) kNN (when k=3), (iii) ZSC (multi-labels=false), and (iv) ZSC (multi-

labels=true). The kNN approach took input of both sentences and their labels from the 

example banks. On the other hand, the ZSC approach only took input of labels from the 

example bank. Third, I read each sentence or phrase along with the modelôs suggested 

label(s) to evaluate whether the assigned label represented the idea described in the 

sentence and assigned the following numerical ratings: accurate (1), neutral (0), and 

inaccurate (-1). Lastly, I used those numerical evaluation ratings to calculate accuracy of 

the NLP approaches. The results of my study showed moderate accuracy in thematically 

analyzing studentsô open-ended responses to two different engineering case scenarios. This 

is because no single method among the four NLP methods performed consistently better 

than the other methods across all question prompts. The highest accuracy rate varied 

between 53% and 92%, depending upon the question prompts and NLP methods. Despite 

these mixed results, this study accomplishes multiple goals.   

My dissertation demonstrates to community members that TLLMs have potential 

for positive impacts on improving classroom practices in engineering education. In doing 

so, my dissertation study takes up one aspect of instructional design: assessment of 

studentsô learning outcomes in engineering ethics and systems thinking skills. Further, my 

study derived important implications for practice in engineering education. First, I gave 

important lessons and guidelines for educators interested in incorporating NLP into their 

educational assessment. Second, the open-source code is uploaded to a GitHub repository, 

thereby making it more accessible to a larger group of users. Third, I gave suggestions for 

qualitative researchers on conducting NLP-assisted qualitative analysis of textual data. 

Overall, my study introduced state-of-the-art TLLM-based NLP approaches to a research 

field where it holds potential yet remains underutilized. This study can encourage 

engineering education researchers to utilize these NLP methods that may be helpful in 

analyzing the vast textual data generated in engineering education, thereby reducing the 

number of missed opportunities to glean information for actors and agents in engineering 

education. 
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GENERAL AUDIENCE ABSTRACT  

My dissertation is about how engineering educators can use natural language 

processing (NLP) in implementing open-ended assessments in undergraduate engineering 

degree programs. Engineering students need to develop an ability to exercise judgment 

about better and worse outcomes of their decisions. One important consideration for 

improving engineering studentsô judgment involves creating sound educational 

assessments. Currently, engineering educators face a trade-off in selecting between open- 

and closed-ended assessments. Closed-ended assessments are easy to administer and score 

but are limited in what they measure given students are required, in many instances, to 

choose from a priori list. Conversely, open-ended assessments allow students to write their 

answers in any way they choose in their own words. However, open-ended assessments 

are likely to take more personal hours and lack consistency for both inter-grader and intra-

grader grading. The solution to this challenge is the use of NLP. The working principles of 

the existing NLP models are the tallying of words, keyword matching, or syntactic 

similarity of words, which have often proved too brittle in capturing the language diversity 

that students could write. Therefore, the problem that motivated the present study is how 

to assess student responses based on underlying concepts and meanings instead of 

morphological characteristics or grammatical structure in sentences. Some of this problem 

can be addressed by developing NLP-assisted grading tools based on transformer-based 

large language models (TLLMs). This is because TLLMs are trained on billions of words 

and have billions of parameters, thereby providing capacity to capture richer semantic 

representations of input text. Given the availability of TLLMs in the last five years, there 

is a significant lack of research related to integrating TLLMs in the assessment of open-

ended engineering case studies. My dissertation study aims to fill this research gap.  

The results of my study showed moderate accuracy in thematically analyzing 

studentsô open-ended responses to two different engineering case scenarios. My 

dissertation demonstrates to community members that TLLMs have potential for positive 

impacts on improving classroom practices in engineering education. This study can 

encourage engineering education researchers to utilize these NLP methods that may be 

helpful in analyzing the vast textual data generated in engineering education, thereby 



 

 

reducing the number of missed opportunities to glean information for actors and agents in 

engineering education. 
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Chapter 1: Introduction  

This dissertation is about how engineering education researchers and practitioners can use 

natural language processing (NLP) in implementing open-ended assessments in undergraduate 

engineering degree programs. In doing so, I will answer the following research question (RQ): 

How can we apply NLP approaches that use transformer-based large language models to 

thematically analyze studentsô responses to open-ended question prompts of case scenarios? In 

sections 1.1 and 1.2, I give rationale for why I choose this critical problem space and RQ by 

identifying research gaps in the engineering education communityôs understanding related to NLP, 

and the need to integrate NLP into education assessments.     

1.1. Research Motivation 

Textual data (such as publications, student responses to open-ended assignments, teaching 

evaluation statements, and interview transcripts) form an important means of dialogue between the 

various agents and actors of the engineering education ecosystem. Some challenging issues with 

textual data are that it is complex and idiosyncratic, and its analysis incurs huge cost in terms of 

person-time and expert training of researchers and practitioners. Due to this cost, many researchers 

and practitioners do not analyze textual data. Therefore, textual data presents a missed opportunity 

for our community members to glean information for effective decision-making in engineering 

education ecosystem. While there is a lot to be gained through manual analysis of textual data, we 

could benefit from a computer-assisted approach which could quickly and accurately reveal trends 

and patterns in given textual datasets. This need presents the following challenge: how can we 

handle text data on a large scale in resource efficient ways? The solution I propose to this challenge 

is the use of NLPða set of techniques at the intersection of computer science, statistics, and 

linguistics. Natural language processing tools enable computers to understand and generate natural 

languages which evolve through human use over time, for example, English, French or German 

(Hirschberg & Manning, 2015; Terrace et al., 1981).  

Before recent model releases like GPT-4, NLP tools were dictionary-based and 

deterministic as they relied on a restricted set of rules and vocabulary encoded into algorithms to 

detect patterns and relationships in text corpora. Unfortunately, such a working principle often 

renders those dictionary-based NLP tools inflexible to respond to variations in words for 

describing the same idea (Kalyan et al., 2021; Mikolov, Sutskever, et al., 2013). For example, 

consider the following two sentences: (i) how do locals think about the heating problem, or (ii) 

what is the residentsô perspective on the electric power issue. These two sentences express the 

same idea of the residentôs opinion in different words. The dictionary-based NLP tools would not 

be able to identify those sentences as statements expressing the same idea.  
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However, engineering education researchers now have methods to resolve this inflexibility 

by developing NLP tools based on recent advances such as transformer-based large language 

models (TLLMs). Prominent examples are Facebookôs RoBERTa (Y. Liu et al., 2019), Googleôs 

BERT (Devlin et al., 2019), Microsoft MPNet (Song et al., 2020). The working principle 

underlying TLLMs is called distributional semantics and is exemplified by the quote: ñYou shall 

know a word by the company it keepsò (Firth, 1968, p.179). These TLLMs are designed to learn 

dependencies in sequences of words (sentences and paragraphs) to model sequential and 

hierarchical structures in human language. Given how new these TLLMs are, the NLP approaches 

based on them have been underexplored for applications in assessment practices of student 

learning outcomes in engineering education.  

1.2. The Problem 

Given the nature of engineering work and its potential impact on community stakeholders, 

engineering students need to develop an ability to reason through complex scenarios and exercise 

judgment about better and worse potential outcomes of their engineering decisions. Part of that 

development can come in the form of teaching of systems thinking and ethics competencies in 

undergraduate engineering education. As part of that education, it is helpful to assess studentsô 

development in their ability to recognize broader economical, legal, cultural, and ethical factors, 

and their impacts on various stakeholders (Bielefeldt et al., 2018; M. Davis & Riley, 2008; 

Stephan, 1999). Moreover, in the interest of preparing students for the engineering challenges in 

an increasingly complex, interconnected world, it has been well-recognized that engineering 

educators of today need to address not only technical skills, but also professional skills, including 

engineering ethics and systems thinking. This raises the question of how to demonstrate students 

have developed this ability in their undergraduate engineering programs.  

Popular approaches to ethics and systems thinking assessment include closed-ended items 

in the form of validated instruments and case studies with open-ended questions (Camelia et al., 

2018; Castelle & Jaradat, 2016; Finelli et al., 2012; Zoltowski et al., 2013). Currently, engineering 

educators face a tradeoff in selecting between open-ended and closed-ended assessments. While 

closed-ended assessments may be limited in what they assess and the information they provide, 

they do have some positive aspects. For example, they are relatively quick and easy to administer 

and score, and they provide grading consistency across students. Engineering educators use these 

methods to produce information about studentsô outcomes efficiently. A drawback of closed-ended 

assessments is that students are forced to recognize the answer from an a priori list for a given 

problem rather than construct their own response. This approach can be suboptimal for a more 

authentic assessment of student knowledge and understandingðthat is what teachers strive to 



 

3 

 

achieve. For example, what if someone wanted to assess ethical sensitivity to stakeholder 

identification using multiple-choice items? That format would require listing potential 

stakeholders, but the ability that instructor most likely wants to assess is whether students can 

identify those stakeholders themselves without such priming. Instead, one would want to allow 

students to write their own responses. Conversely, in the case of open-ended assessments, question 

prompts are open to being answered in any way in studentsô own words. Open-ended assessments 

therefore can be conduits to engage students in higher-order thinking, reasoning, and judgment 

(Anderson, 2016; Brookhart, 2010). In this sense, students can demonstrate their understanding 

(or lack of understanding) in creative and informative ways. However, open-ended assessments 

have their own downsides: they are likely to take more resources, in terms of personal hours and 

time, and lack consistency for both inter-grader and intra-grader grading. Inter-grader consistency 

refers to consistent grading between multiple graders, while intra-grader consistency refers to 

consistent grading by a single grader across students over time. Furthermore, drawbacks that 

characterize human scoring of open-ended assessments include grading fatigue, disparity in 

training and background knowledge of graders, and the inherent subjectivity associated with 

interpretation of open-ended responses (Nehm & Haertig, 2012). 

To address drawbacks of human scoring of open-ended responses, educators and 

researchers have incorporated NLP techniques in their assessment practices of open-ended 

responses such as automatic short answers grading (ASAG) in diverse subject contexts like 

Biology, Chemistry, and Physics (Bai & Stede, 2022; Blessing et al., 2021; Caratozzolo et al., 

2022; Zhai et al., 2021). Those existing NLP techniques incorporate a variety of methods, for 

example, words frequencies, keyword matching, or syntactic similarity of words, which often 

proved too brittle in capturing lexical diversity in which students could write. Here, I give two 

distinct examples. The first is the Winograd Schema Challenge, in which the problem is identifying 

the referent of a pronoun. For example, ñThe trophy did not fit in the suitcase because it was too 

smallò and ñThe trophy did not fit in the suitcase because it was too bigò (Levesque et al., 2012; 

Winograd, 1972). The problem is in identifying what ñitò refers to. The second example is negation 

handling. For instance, ñThe students did not like the class and the instructorò and ñThe students 

did like the class and not the instructorò. The problem is identifying the correct scope of the 

negation: whether it applies to ñthe classò, ñthe instructorò, or both. These are some non-trivial 

limitations of previous NLP techniques. Automatic assessment tools established on those NLP 

models achieve reduced accuracy and scalability when applied in classrooms (Burrows et al., 2015; 

Haller et al., 2022; Shah & Pareek, 2022). In contrast, modern TLLMs can mitigate some of those 

challenges because they use the attention mechanism to selectively focus on relevant parts of the 

input text, thereby capturing relations between words of a sentence over longer distances and 
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providing richer semantic representations of text (Devlin et al., 2019; Reimers & Gurevych, 2019a; 

J. Wei et al., 2022).  

Given that TLLM s have been available in last five years, there is a significant lack of 

research related to integrating TLLMs in the evaluation of open-ended case scenarios, broadly 

within the field of education and particularly within engineering education. To assess students 

using open-ended scenarios and written responses, at least two processes need to happen from the 

instructorôs side. First, one must identify themes in studentsô responses. Second, one must then 

apply the relevant rubrics. This study focuses on the first process. To the best of my knowledge, 

there is no research study published in engineering education that has explored the application of 

TLLMs in assessment of student responses to engineering ethics and systems thinking case 

scenarios. My dissertation study aims to fill this research gap.  

1.3. Research Purpose and Research Question 

The purpose of this study is to apply and evaluate performance of NLP approaches using 

TLLM s for thematic analysis of studentsô responses to open-ended case scenarios in the 

engineering education context. Accordingly, the overarching research question (RQ) guiding this 

study is: 

How can we apply natural language processing approaches that use transformer-based 

large language models to thematically analyze student responses to open-ended question 

prompts of case scenarios? 

1.3.1 Sub-Research Questions 

The sub-research questions (Sub-RQs) guiding this inquiry are: 

Sub-RQ1:  How well do different NLP processes (i.e., k nearest neighbors, zero-shot 

classification) label responses? 

Sub-RQ2:  Does the answer to sub-RQ1 vary by question prompts in a case scenario? 

Sub-RQ3:  Does the answer to sub-RQ1 vary by case scenarios (i.e., a systems thinking 

scenario vs an ethics case scenario)? 

In the remaining sections of Chapter 1:, I first provide details of the research site and the 

two different case scenarios I used to answer the aforementioned sub-RQs. Then I provide an 

overview of the technical setup of the studyôs NLP approach to illustrate how the process functions. 
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Finally, I conclude with a discussion of the current iteration of my NLP approaches: its limitations 

and its implication for researchers and practitioners.   

1.4. Case Scenarios  

To illustrate my NLP approach, I applied and evaluated its accuracy in thematically 

labeling written responses of students to the following two case scenarios: (i) the Big Belly Trash 

Can Ethics Case Scenario, and (ii) Abeesee Village Systems Thinking Case Scenario. I used data 

collected from multiple engineering courses at Virginia Tech. The original data for both case 

scenarios was collected as studentsô assignments but not with the explicit purpose of being used in 

research related to NLP, like this dissertation study. However, because of their relevance, 

availability, and amount, I leveraged those student assignments here for demonstration purposes. 

In my dissertation study, I used 755 student responses for the ethics case scenario and 424 

responses for the systems thinking case, as shown in Table 1.1. 

Table 1.1: Counts of Studentsô Responses for Case Scenarios 

Case Scenario Response Count 

(i) Big Belly Solar Trash Cans 755 

(ii) Abeesee Village Systems Thinking 424 

In case scenario (i), the first-year engineering program (FYE) in the Department of 

Engineering Education at Virginia Tech teaches students an ethics module, that comprises a case-

based instructional design of 2 hours in a semester. In the FYE, instructors use a variety of case 

scenarios, though the most popular one is the Big Belly Trash Can ethics case. After discussing 

the case and its related material in class sessions with peers and teachers, students are required to 

submit their written responses to question prompts about: (a) recognition of an ethical issue, (b) 

identification of a stakeholder, (c) possible decision choices according to various ethical decision-

making theories, and (d) consequences of those decisions on the chosen stakeholder. Students are 

also given the grading rubric to follow for writing their responses. The case study and question 

prompts are given in Appendix A.  

In case scenario (ii), Grohs et al. (2018) developed a case scenario to assess systems 

thinking competencies. The scenario is framed in a community setting, the fictitious town of 
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Abeesee (pronounced like A.B.C.), facing heating issues in harsh winters. The respondentsô 

reasoning process is captured through their written responses to the question prompts, which are 

distributed across the following three phases: (1) processing, (2) response, and (3) critique. First, 

in the processing phase, the question prompts are about the identification of the problem, 

stakeholders, and respondentsô decision-making process and their goals. Second, in the response 

phase, the question prompts ask respondents to (a) outline a plan addressing the identified problem, 

(b) anticipate challenges in implementing their proposed plan, and (c) list potential measures of 

successful outcomes. Lastly, in the critique phase, someone elseôs solution is given to respondents, 

and they (a) interpret its goals, (b) predict its unintended consequences, and (c) judge the adequacy 

of resources if the given solution is implemented. The case scenario and question prompts are 

given in Appendix B.  

Notably, some of the question prompts of both case scenarios were phrased in a suboptimal 

manner for the NLP approaches. I have chosen only eight among thirteen question prompts from 

both case scenarios (i.e., two from (i) ethics case scenario and six from (ii)  systems thinking case 

scenario) because studentsô responses to those question prompts tend to be more structured and 

focused on one idea at a time (at least in a parseable manner). The NLP approaches work best 

when the respondent focuses on one idea at a time. Therefore, the chosen question prompts present 

the best opportunity to demonstrate how my NLP approach could work for the thematic analysis 

of student responses.  

1.5. Research Design 

The studyôs research design comprises four steps as shown in Figure 1.1. As the first step, 

I pre-processed the raw text data before passing it to the NLP workflow. As the second step, I 

developed an example bank for each question prompt with two procedures: (a) human-in-the-loop 

natural language processing (HILNLP) and (b) traditional qualitative coding. The purpose of an 

example bank, that comprises student responses and their assigned labels, is to develop a saturated 

space that covers all possible aspects of an answer to a question prompt. The HILNLP workflow 

that I used receives raw texts and produces suggested groupings of those texts to which a human 

user could ascribe labels. The technical implementation of the HILNLP workflow is described in 

Chapter 3. For developing an example bank with the traditional qualitative coding method, I used 

a thematic analysis method to label student responses of a question prompt from the ethics case 

scenario (Clarke & Braun, 2017). As the third step in Figure 1.1, I assigned labels using the 

example banks to unlabeled student responses with following two NLP techniques: (i) k-Nearest 

Neighbors (kNN), and (ii) Zero-shot Classification (ZSC). The kNN approach took input of both 

sentences and their labels from the example banks. On the other hand, the ZSC approach only took 
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input of labels from the example bank. The technical implementation of (i) and (ii) is provided in 

Chapter 3. 

Figure 1.1: Overview of the Studyôs Research Designs 

As the fourth step in Figure 1.1, after assigning labels to student responses, I read each 

sentence or phrase to evaluate whether the assigned code represents the idea described in the 

sentence. If yes, then I  assigned it a rating of an accurate label as 1. On the other hand, if not, then 

I assigned it a rating of an inaccurate label as -1. Between those extreme ratings, I had a third 

neutral category as 0. I assigned this category in instances of ambiguity or partial credit; for 

example, a sentence could be about more than one idea, or the sentence itself might be ambiguous. 

Lastly, I used those numerical evaluation ratings to calculate the total number (and proportions) of 

labeled instances that were (a) accurate (1), (b) inaccurate (-1), and (c) neutral (0). 

The aforementioned quantitative evaluation procedure allowed me to answer my sub-RQs 

in the following way. First, to answer sub-RQ1 (How well do different NLP processes (e.g., k 

nearest neighbors, zero-shot) label responses?), I selected a question prompt and compared its 

evaluation ratings across four NLP approachesð(i) kNN (k=1), (ii) kNN (k=3), (iii) ZSC (multi-

labels = false), and (iv) ZSC (multi-labels = true). Second, to answer sub-RQ2 (Does the answer 

to sub-RQ1 vary by question prompts in a case scenario?), I selected a case scenario and compared 

evaluation ratings across its question prompts for each of the NLP approaches from (i) to (iv). 

Third, to answer sub-RQ3 (Does the answer to sub-RQ1 vary by case scenarios (e.g., Abeesee 

system thinking scenario vs ethics case scenario)?), I looked across all question prompts from both 

of the case scenarios. Then, I compared the evaluation ratings for each of the NLP approaches 

from (i) to (iv). Lastly, I summarized those evaluation ratings and used this summary to develop 

the best practices for performing the thematic analysis of student responses through the 
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investigated NLP processes. Those best practices answered my overarching RQ: How can we 

apply the NLP approaches based on transformer-based large language models to thematically 

analyze studentsô responses to open-ended question prompts of case scenarios? 

For the technical implementation of the data analysis steps shown in Figure 1.1, I used 

Google Colab notebooks, written using a combination of the R and python programming 

languages. All code is available in the github repository at: https://github.com/andrewskatz.  

1.6. Limitations  of the Study 

I classified the limitations of my study into two categories: (i) study design-specific, and 

(ii) TLLM -specific. Related to (i), I identified limitations due to the manner in which the dataset 

was collected and how the example bank was developed. Related to (ii), I summarized limitations 

of TLLM s, as reported in literature, to endorse its negative social and environmental impacts on 

society.  

Regarding study design-specific limitations, the first limitation arose from using 

assignments that had already been given and collected, but not with the explicit intent of being 

used in a methodological study like this dissertation study. Although students were often given 

clear formatting directions, the directions were not always followed. For example, responses to 

two sequential question prompts may have been written as a single response. This tended to create 

issues with the data pre-processing that were not always caught. This could lead to sub-par 

performance of the studyôs NLP approaches.  

In the current implementation, the second limitation is that I selected individual sentences 

as the labeling unit rather than using paragraphs or whole responses. This is because the embedding 

model used in this study has a character limit in the range of 300ï500 characters. By deciding to 

split responses at the sentence level, it is possible to lose context when a student develops an 

argument in more than one sentence. This challenge of eliciting multiple pieces of information at 

once due to the question phrasing, response format, and character limit of the studyôs embedding 

model is an inherent limitation of my dissertation study.  

The third limitation is related to the kNN methodology. First, it requires one to predefine a 

value for k (i.e., the number of nearest neighbors required for matching). However, determining 

the optimal value of k often involves a process of trial and error for a given dataset (Hechenbichler 

& Schliep, 2004; Tan, 2005). Second, the kNN approach does not label all input sentences due to 

(a) the values chosen in this study for k and (b) the similarity score threshold. This limitation could 

be minimized in future by having a larger example bank. 

https://github.com/andrewskatz
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The fourth limitation is that I did not use standardized datasets (e.g., SciESt, Beetle) and 

calculate common accuracy metrics (e.g., F1 score, recall, and precision). Notably, I give 

definitions of these metrics in section 1.9. These metrics are typically reported in literature on NLP 

tools in computer science or ASAG in education. I acknowledge this is a non-trivial limitation of 

my NLP approaches for engineering education community to benchmark performance of my NLP 

tools compared to other NLP approaches reported in the literature.  

Regarding TLLM -specific limitations, it is important to acknowledge concerns about 

environmental and financial costs of TLLM s (Rillig et al., 2023). These costs could potentially 

limit communities and languages that can contribute to or benefit from these advanced 

technologies. In addition, TLLMs operate on statistical relationships of word co-occurrences rather 

than actual comprehension of the world. This may lead to various social impacts that could range 

from increased misinformation and privacy threats to the perpetuation of biases and stereotypes 

(Bender et al., 2021; Johri et al., 2023). Therefore, when TLLMs are used in downstream tasks, 

they may inadvertently contribute to biased decisions. For example, the problematic association of 

ñdoctorò with ñmanò and ñnurseò with ñwomanò exists in TLLMs (Gonen & Goldberg, 2019; 

Ullmann, 2022). I accounted for bias in my study in two ways: (a) during the pre-processing, I de-

identified instructorsô names from student assignments and created integer identification numbers 

for studentsô names to protect privacy, (b) given the gender-neutral nature of responses used in 

this study, I maintain gender bias would likely not manifest in the results. 

1.7. Contemporary Relevance and Research Contributions of the Study 

Recent headlines have featured questions about how ChatGPT, a TLLM, could impact the 

ways we teach. I suggest my dissertation is contemporary to the engineering education community 

because I demonstrate how TLLMs would have potential positive impacts on improving 

instructional practices in engineering education. My dissertation study focused on the following 

aspect of instructional design: assessment of studentsô learning outcomes related to engineering 

ethics and systems thinking competencies in engineering courses. Next, I describe the outcomes 

and contributions of my dissertation study for researchers and practitioners.  

The first contribution is that I developed and evaluated a method using TLLM s for 

thematically analyzing student descriptive answers. This is an impactful contribution since it lays 

the foundation for automatic assessment tools that incorporate state-of-the-art TLLMs for open-

ended case scenarios in engineering classrooms. The second contribution is that I introduced and 

provided a use case for the HILNLP approach for qualitative analysis of textual data at scale. 

Manual analysis of textual data is resource-intensive even with small samples and presents 
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challenges related to inter- and intra-coder reliability (Creswell & Poth, 2016; Tashakkori & 

Teddlie, 2009). On the other hand, the HILNLP approach could resolve these challenges by taking 

the first pass of identifying similar sentences. Moreover, the HILNLP approach could enable 

qualitative researcher to uncover novel themes and patterns in textual data by analyzing in its 

entirety, rather than in a sequential manner as in manual analysis.   

Natural language processing is not widely used in engineering education (Berdanier et al., 

2018; Bhaduri, 2018; Johri et al., 2023; Qadir, 2022). To address this gap, my dissertation study 

lies at the intersection of NLP and engineering education, and advocates the use of NLP in 

engineering education. Further, this research also addresses the call from engineering education 

community members for developing novel approaches to tackle emerging challenges in the field 

(Borrego & Bernhard, 2011; J. M. Case & Light, 2011). In addition to research contributions, the 

results of my research have implications for practice, which I describe below.  

1.8. The Studyôs Implications for Practice  

First, in section 5.4, I have given important lessons learned from my study for educators  

interested in incorporating NLP into their open-ended assessment practices. In addition to those 

lessons, I have also given guidelines about how to navigate those lessons in the future 

implementation. Second, our project team uploaded open-source code to a GitHub repository 

(referenced in section 1.5), thereby making it more accessible to a larger group of users. Third, in 

this research study I curated a list of identified codes related to engineering ethics and systems 

thinking constructs in studentsô written responses. I will  share that list with the first-year ENGE 

instructional team. That list could help the team to determine to what extent students are 

consistently missing a particular perspective in responding to case scenarios, e.g., a minority group 

stakeholder who is being negatively affected by an engineering project. The ENGE instructional 

team may adapt their pedagogy to nudge students to that missing perspective in their classroom 

teaching. 
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1.9. The Studyôs Keyword Definition  

1.9.1 Natural Language Processing 

The principle aim of NLP is to gather information on how humans understand and use 

language through the development of computer programs intended to process and understand 

language in a manner similar to humans ((Jurafsky & Martin, 2008, Crossley, 2013 Manning & 

Schütze, 1999). 

1.9.2 Machine Learning 

Machine learning commonly refers to a broader set of algorithms with the ability to adapt 

its parameters to given data automatically (Bishop, 2006) 

1.9.3 Supervised Machine Learning  

In supervised ML, human-labeled data are used to train the machine in order to generate a 

model based on a set of attributes extracted from the data (Jordan and Mitchell 2015). 

1.9.4 K nearest neighbor (kNN) 

kNN is a supervised learning technique used for classification and regression tasks. The 

kNN algorithm searches the training dataset for the ñkò nearest neighbors and returns the output 

label as the majority class (for classification) or average (for regression) of these ñkò neighbors 

(Altman, 1992; Cover & Hart, 1967) 

1.9.5 Zero-shot Classification (ZSC) 

ZSC refers to the task of classifying objects into classes that were not seen during training. 

It relies on transferring knowledge from seen classes to unseen classes, often through auxiliary 

attributes (Pushp & Srivastava, 2017; Yin et al., 2019).  

1.9.6 Ethics 

ñEthics is based on well-founded standards of right and wrong that prescribe what humans 

ought to do, usually in terms of rights, obligations, benefits to society, fairness, or specific virtues.ò 

(Velasquez et al., 1987, p. 1) 

1.9.7 Systems Thinking 

 ñSystems thinking as a system of synergistic analytic skills used to improve the capability 

of identifying and understanding systems, predicting their behaviors, and devising modifications 

to them in order to produce desired effects.ò(Arnold & Wade, 2017, p.1). 
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1.9.8 Confusion Matrix 

This is adapted from (Silva et al, 2019) 

 Predicted No Predicted Yes 

Actual NO True Negative (TN) False Positive (FP) 

Actual YES False Negative (FN) True Positive (TP) 

1.9.9 Recall 

Recall measures the fraction of actual positives that were correctly identified (Bulut et al., 

2022; Yik et al., 2021). 

Recall = TP /(TP + FN)  

1.9.10 Precision 

Precision measures the fraction of identified positives that are actually positive (Bulut et 

al., 2022; Yik et al., 2021). 

Precision = TP /(TP + FP) 

1.9.11 Accuracy  

It is defined as the ratio of the number of correct predictions to the total number of inputs 

(Kerkhof, 2020b) 

Accuracy = (TP + TN)/ (TP + FP + TN + FN) 

1.9.12 F1-Score 

The F-1 Score is the harmonic mean of precision and recall to provide a balance between 

the two when their values differ significantly (Kerkhof, 2020b) 

F1 ī Score = 2 Ĭ (Precision Ĭ Recall)/(Precision + Recall) 

1.9.13 Quadratic Weighted Kappa (QWK) 

QWK measures the agreement between the human graded score and the predicted score. 

(Putnikovic & Jovanovic, 2023)  
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Chapter 2: Literature Review 

2.1. Chapter Overview  

In Chapter 1:, I presented the overarching RQ for this study: How can we apply NLP 

approaches that use transformer-based large language models to thematically analyze studentsô 

responses to open-ended question prompts in case scenarios? To understand the body of 

knowledge related to the RQ, I review literature both from STEM education and engineering 

education. I first provide the historical evolution of the NLP discipline. Next, I review studies 

investigating the use of NLP in the analysis (and/or grading) of student-generated descriptive text. 

In these sections, there is variation along the following dimensions: (a) what text features are used, 

(b) how these text features are extracted, and (c) what machine learning (ML) models are trained 

with extracted text features. Notably, I give distilled definitions of computer science (CS) 

terminologies at relevant points for readersô understanding. Following this, I discuss limitations of 

TLLM s related to their social, environmental, and financial impacts on society. Lastly, I review 

the existing assessment methods for engineering ethics and systems thinking competencies 

because the use cases of my NLP approach are related to these.  

2.2. Historical Evolution of NLP Methods 

Natural language processing (NLP) is collection of approaches used to analyze natural 

languages that evolve through human use (Hirschberg & Manning, 2015; Terrace et al., 1981). 

During the 1950s-1980s, NLP tools were rule-based and deterministic, primarily using a relatively 

small set of predefined rules and limited vocabulary, encoded by researchers into computer 

algorithms. This process was time-consuming and often proved incapable because those hand-

crafted rules would only cover a portion of the extensive diversity of natural languages. During 

the 1980-2000, an increase in computational capacities led to the emergence of statistics-based 

NLP approaches. These approaches used frequency-based lexical features to identify patterns and 

relationships in text corpora, and statistical inferences for performing NLP tasks. The heavy 

reliance of these statistics-based NLP tools on frequency-based lexical features limited their ability 

to handle structures and content beyond specific textual dataset (i.e., similar to training data), that 

was a significant limitation (Ahmad et al., 2022; Burrows et al., 2015; Zhou et al., 2023).  

In the 2000-2010 period, NLP tools began to incorporate dependencies of words in a 

sentence, named as syntactic features, in text analysis. For instance, dependency n-grams were 

developed by grouping subjects and verbs. These syntactic-feature based NLP tools analyzed text 

with the underlying assumption: similarly structured sentences were more likely to have a similar 

meaning. However, these approaches had limited flexibility in capturing the semantic meanings of 
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words (Putnikovic & Jovanovic, 2023; Ramnarain-Seetohul et al., 2022). In that era, proliferation 

of data on the Internet and further leaps in computational capacities allowed the use of large digital 

text corpora for developing NLP tools. Consequently, NLP tools began to incorporate and train 

ML algorithms with human-annotated data. Examples of those ML algorithms include regression, 

support vector machines (SVM), and naïve Bayesian classifier (C. D. Manning & Schütze, 1999; 

Sebastiani, 2002). From 2010 to the present, a major milestone in the NLP field was the 

development of word embedding models. Some examples of these models are Word2Vec, Global 

Vectors for Word Representation (GloVe), and Embeddings for Language Models (ELMo) 

(Mikolov et al., 2013; Pennington et al., 2014; Peters et al., 2018). These models map words or 

phrases into higher dimensional vector representations, thereby capturing both semantic and 

syntactic information. To remind readers, the former refers to the meaning of words whereas the 

latter corresponds to wordsô structural role in sentences. Word embedding models use neural 

network architectures that were introduced in the 1980s and have become central to the NLP field. 

This means that understanding modern NLP requires understanding the scope of common neural 

network model architectures. 

Existing neural network models in the NLP field can be classified into sequential and 

attention-based models. Examples of sequential models include Recurrent Neural Networks 

(RNNs) and Long Short-Term Memory (LSTMs) neural networks. Sequential models are designed 

to learn dependencies in sequences of words (sentences and paragraphs) to model sequential and 

hierarchical structures in language. However, RNNs tend to focus more on short-term context 

information while not being able to robustly capture longer-range dependencies of words in 

sentences. To address this issue, LSTM neural networks were developed and proved more effective 

in capturing relations between words of a sentence, thereby providing richer sentence and 

paragraph representations (Hochreiter & Schmidhuber, 1997; Sundermeyer et al., 2012). However, 

LSTMs encounter difficulties with longer passages due to their sequential processing mechanism. 

In contrast, attention-based models, were introduced in 2018 and are commonly known as TLLMs, 

process input text in parallel and utilize the attention mechanism to selectively focus on relevant 

parts of the input text, enabling them to better capture long-range dependencies (Vaswani et al., 

2017). Prominent examples of TLLMs include GPT-4, BERT, XLNet, and MPNet (Devlin et al., 

2019; Radford et al., 2019; Song et al., 2020; Z. Yang et al., 2019). These TLLMs have 

demonstrated state-of-the-art performance across a wide range of NLP tasks such as machine 

translation, text classification, and sentiment analysis (Gao et al., 2023; Mu et al., 2023; W. Zhang 

et al., 2023). My dissertation study is about how those TLLMs can be used in thematically 

analyzing open-ended responses of engineering students to two engineering case scenarios. 
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In sum, the NLP field has evolved from rule-based to statistics-based to modern TLLMs. 

This development has enabled researchers to develop computer applications that can process, 

understand, and generate human language in more flexible and comprehensive ways. This 

chronological development in the NLP field coincides with how NLP tools have been incorporated 

into open-ended educational assessment, which I explore in the next section. 

2.3. Use of NLP in Open-ended Educational Assessments    

Literature on the use of NLP in open-ended educational assessments can be categorized 

into two areas: Automatic Short Answer Grading (ASAG) and Automatic Essay Grading (AEG). 

These two categories can be differentiated as follows: 1) the length of short answers ranges from 

one phrase to one to four paragraphs, whereas essays extend from one paragraph to several pages; 

2) ASAG focuses on the content of the answers, while AEG emphasizes grammar or writing style 

(Burrows et al., 2015; Ramnarain-Seetohul et al., 2022; Shah & Pareek, 2022). Given these 

differences in ASAG and AEG, I scope my literature review to focus on ASAG and similar 

literature (such as student descriptive answers to survey questions) because my identified problem 

and RQ are relevant to that research area. 

The NLP approaches used to analyze or grade student open-ended responses could be 

categorized based on how the NLP approach uses human-scored answers. The categories are as 

follows: reference-based or response-based (Galhardi & Brancher, 2018; Putnikovic & Jovanovic, 

2023). In the reference-based approach, student responses are scored based on their similarity to 

expert-provided reference answers, or by choosing the highest scoring answer. On the other hand, 

the response-based approach uses human-scored answers to train ML models. These models are 

then used to assign scores to new responses.  

Another categorization variable for NLP approaches is the types of textual features 

extracted from the input text. These features are as follows: lexical, syntactic, or semantic features. 

Lexical features are derived from the words and vocabulary present in the text (e.g., counts of 

words). Syntactic features are derived from the grammar and sentence structure in the text such as 

parts of speech (POS) tags. Semantic features represent the underlying meaning and concepts 

within the text rather than only vocabulary or grammar. I utilize a combination of the following 

two categorization variablesð(a) how the NLP approach used human-scored answers, and (b) the 

types of textual features extracted from the input textðto organize the sections from 2.3 to 2.6 of 

the literature review. In addition, I demonstrate this literature review as a process flow diagram in 

Figure 2.1. In this figure, I particularly visualize where my dissertation study situates within the 

existing body of literature.  
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Figure 2.1: Process Flow Diagram for the Literature Review on the Use of NLP in Open-

ended Educational Assessments    

 

In the following sections, I first review studies that used reference-based approaches for 

ASAG. Second, I provide an overview of studies about response-based approaches that utilized 

lexical and syntactic features to train ML algorithms. Third, I give examples of unsupervised ML 

in NLP. Fourth, I move to discuss initial word embedding models developed to extract semantic 

feature in text and how those were used in the assessment of student open-ended responses. Lastly, 

I examine the application of TLLMs in educational assessments. The purpose of this extensive 

literature review is to outline prior work in this space of using NLP to assess students, where that 

work has fallen short, and identify the area where my work will contribute to the body of 

knowledge.  

2.3.1 Reference-based Approaches 

In reference-based approaches, the fundamental mechanism involved in assessing student 

open-ended responses is the comparison of a candidate response with reference (or graded) 

answers. The distinction between approaches lies in how they accomplish this mechanism. 

A rudimentary NLP approach searches for similar keywords between reference and 

candidate text. Notable examples of this work are Open Mark and Indus Marker grading systems 
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(S. Jordan, 2009). Building off of similar keywords, a more sophisticated NLP approach called 

pattern matching was developed (Butcher & Jordan, 2010). In this method, a lexicon of words is 

compiled, with the elements of that lexicon being referred to as n-grams. In this context, n-gram 

refers to a string of n number of words (Jurafsky & Martin, 2009a). For example, a bigram is a 

two-word sequence while a trigram is a three-word sequence. Continuing with this example, given 

the phrase ñmany students are taking exams,ò a bigram would produce: ñmany students,ò ñstudents 

are,ò ñare taking,ò ñtaking exams.ò A special case of n-grams is when n equals to 1; this is known 

as a Bag-of-Words (BOW). N-gram-based assessment methods measure the degree of overlap of 

n-grams between a reference text and a student response text. For instance, one might consider the 

simple binary presence or absence of n-grams that exist both in the reference text and the student 

response.  

Likewise, another common lexical feature is the frequency of n-grams in a document. This 

is called the term frequency (TF). However, TF alone could present challenges when comparing 

verbose responses with terse ones. To address this challenge, the TF can be multiplied by a 

proportional weight to penalize general words (e.g., prepositions, stop words, or articles), resulting 

in a metric called the term frequency-inverse document frequency (TF-IDF). Notably, Galhardi & 

Brancher (2018) found in their literature review of 44 ASAG-related papers that the most popular 

lexical feature used in their reviewed papers is n-grams and its TF-IDF, which was present in 30 

(70%) of their reviewed papers. Another lexical feature often employed includes text statistics 

such as the length of the response, count of unique words, verb counts, and similar lexical statistics. 

However, algorithms based on keywords matching or n-gram frequency lack knowledge of 

grammar or syntax, and are highly prone to failure from cases such as different words with 

identical meanings.   

To overcome these limitations to some extent, hand-crafted grammar or syntactic rules 

were embedded in NLP approaches. Haudek et al. (2012) and Nehm & Haertig (2012) built 

dictionaries and lexical feature extraction rules in the SPSS Text Analysis (SPSSTA) software. In 

their hand-crafted dictionaries, they identified keywords and phrases used by 812 undergraduate 

studentsô responses to a biology exam. Their NLP approach involved identifying biology terms, 

locating synonyms of such terms, and identifying distribution patterns of those terms in responses. 

Although the model was able to identify some information correctly, the authors cautioned about 

the paid subscription of SPSS and its limited ability to automate scoring of new student answers. 

Developing lexical feature libraries requires significant human time, effort, and expertise. Further, 

these libraries typically cannot be used for automated grading processes. Therefore, to automate 
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grading of new student answers, lexical and syntactic features are integrated with supervised or 

unsupervised ML algorithms in response-based approaches for ASAG. 

2.3.2 Response-based Approaches 

In response-based approaches, student responses are used to train supervised or 

unsupervised ML models. A supervised ML algorithms trained on a dataset that has human-

assigned scores combined with textual information extracted from the responses, such as lexical, 

syntactic, or semantic features. During training, the model learns regression or classification rules 

based on input textual features. After training, the model applies the rules to assign scores (or 

labels) to new student responses. For example, an answer could be correct, partially correct, or 

incorrect. Some common classifiers include logistic regression, SVM, random forest, or naive 

Bayes classifiers. Additionally, some approaches use ensemble methods that combine predictions 

from multiple different classifiers. On the other hand, unsupervised ML models are designed to 

learn from and make score or correctness predictions based on unlabeled data. Examples of 

unsupervised ML include clustering (e.g., K-means clustering and hierarchical clustering) and 

dimension reduction (e.g., principal component analysis). Next, I review published papers to 

examine how response-based approaches and textual features (lexical, syntactic, and semantic 

features) have been used in educational assessment. 

2.3.2.1. Use of Lexical Features in Supervised ML 

As an example of an approach that used both a lexical feature complemented by a 

supervised ML algorithm, Ha et al. (2011) and Nehm et al. (2012) developed a classification-based 

ML software called the Summarization Integrated Development Environment (SIDE). The SIDE 

program was designed to score undergraduate science studentsô written explanations by using a 

BOW model. The model marked the presence or absence of each element of the BOW matrix and 

counted the frequency of the present elements in studentsô response. These features were 

subsequently fed into an SVM model for classification and scoring purposes. An SVM identifies 

decision boundaries (imagine separating two teams on a field with the most effective line) that 

differentiate various classes of data (known as support vectors) with the largest margin. Once the 

decision boundary is established, SVM classifies new data points by determining on which side of 

the line the points fall. Applying a similar mechanism (i.e., BOW used as the input textual feature 

for the SVM model) of the SIDE software, Moharreri et al. (2014) developed an automatic 

assessment tool for evolution theory and Yik et al. (2021) developed for Lewisôs acid model. As 

another example of supervised ML model used for classifying student responses, Wilson et al. 

(2022) used the TF-IDF method to vectorize studentsô responses and used these vector 

representations to develop two classifiers: k-nearest neighbors and logistic regression. The data 
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came from students at the University of Colorado Boulder who completed the Physics 

Measurement Questionnaire (PMQ)ðan assessment tool for studying student reasoning around 

measurement uncertainty. Authors found that their logistic regression classifier yielded better 

classifications than their k-nearest neighbor approach and with the same level of agreement as that 

between two humans categorizing the data.  

In the past decade, end-to-end neural networks have replaced classical supervised ML and 

dominated most areas of NLP-related research, and ASAG is no exception (Bai & Stede, 2022; 

Haller et al., 2022). Unlike in non-neural network-based supervised ML approaches, neural models 

learn a dense, non-interpretable vector representation of the input text(s) and feed it to an output 

classification or regression layer. As recent examples of the ASAG approach that used lexical 

feature and neural networks, Zhang et al. (2022) and Zhai et al. (2022) combined three distinct 

lexical features into a latent feature and then fed it into an RNN for training purposes. These lexical 

features included: (i) difference in word count between student and reference answers; (ii) 

maximum IDF value of matched words between student and reference answers; and (iii) cosine 

similarity between TF-IDF vectors of student and reference answers. Through this process, (Zhai 

et al., 2022; Zhang et al., 2022) demonstrated that RNNs can extract latent features that are more 

representative (or informative) of input text than the original lexical features. Despite these 

positive findings, lexical feature-based supervised ML approaches are considerably limited in their 

ability to capture the meaning of text. For example, words are treated as independent from one 

another, and therefore syntactic relationships between words are ignored. For instance, ñstudents 

are studyingò and ñstudying are studentsò are considered equivalent in lexical based NLP 

approaches. To address these limitations, syntactic features are used to train supervised ML 

algorithms.   

2.3.2.2. Use of Syntactic Features in Supervised ML 

Syntactic features are defined as roles and relationships of words within a sentence. To 

capture syntactic relationships, dependency n-grams are developed by POS tagging. In this 

process, each word in the n-gram corpus is labeled with its corresponding POS tag (such as noun, 

verb, adjective, or adverb). Dependency n-gram models typically use a triple format containing 

two words and the dependency relationship between them. For instance, the Stanford Parser (Klein 

& Manning, 2003) is a commonly used tool for generating POS tags from text. In ASAG, the 

underlying philosophy in the syntactic-feature based NLP approach is that if two answers share 

numerous POS tags, they possess a similar syntactic structure and are more likely to convey the 

same meaning.  
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Pulman & Sukkarieh (2005) developed a prototype of the c-rater system that automatically 

grades short answers. Their system used a Hidden Markov Model (HMM) POS tagger to extract 

syntactic features from the responsesðan HMM is a statistical model used to represent data with 

underlying hidden states. These syntactic features were then used to train a naive Bayes ML 

classifier to assign grades. The c-rater has been commercialized by the Educational Testing Service 

as c-rater-ML (Heilman & Madnani, 2013a, 2013b). For grading purposes, the c-rater-ML extracts 

several types of lexical and syntactic features: (a) concepts expressed in words, sequences of 

words, and sequences of characters; (b) syntactic relationships between these concept words; and 

(c) the response length. The c-rater-ML engine uses SVM, wherein weights of all features are used 

for scoring. As an example of application of c-rater-ML in educational assessment, Lee et al. 

(2019) used the c-rater-ML to analyze secondary school student responses about scientific 

argumentation.  

Expanding beyond a single, supervised ML model, multiple different supervised ML 

models can be trained and combined to make predictions, thereby making better predictions than 

an individual model. This process is called ensemble learning. As an example, Roy et al. (2016) 

proposed an NLP approach based on an ensemble of two classifiers. The first classifier used a TF-

IDF representation of BOW. The second classifier used five similarity measures covering lexical, 

semantic, and vector-space dimensions between reference and student answer. Ultimately, the 

classifiers were combined in a weighted fashion to form an ensemble used to predict the final score 

(label). In another example, Jescovitch et al. (2021) trained an ML model based on an 8-

classification algorithm ensemble. In their work, text features of each document were extracted as 

n-grams and used as input in the ensemble algorithm to predict whether each given document 

belongs to each class. Using ensemble models can give better predictions, but ensemble models 

also have downsides. First, it takes more resources to train and use ensemble models. Second, it 

can be difficult to understand why the ensemble model makes certain predictions because many 

models are combined. After describing the downsides of ensemble models, in next paragraph, I 

discuss the limitation of supervised ML models in NLP.   

Supervised ML requires human-annotated data, and NLP researchers caution about the 

inherent subjectivity when humans annotate data to establish desired output from the model 

(Bender & Friedman, 2018; T. Sun et al., 2019; Wilson et al., 2022). In contrast with supervised 

ML, unsupervised ML often operates without human annotations and can detect patterns in a text 

corpus that may differ from what humans would expect. This discrepancy can occur due to several 

reasons such as (a) humans tend to label data in an ordered manner, whereas unsupervised ML can 

analyze all data simultaneously; (b) there are inter- or intra-coder consistency issues when 
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manually labeling data for training purposes, while this issue is not relevant to unsupervised ML. 

Although these issues for supervised ML may be resolved with one-time, upfront fixed costs 

during labeling the original training data, they can sometimes be prohibitively expensive in 

practice. This raises the question about alternatives to supervised ML, i.e., unsupervised models, 

which I discuss next.  

2.3.2.3. Use of Unsupervised ML and its Combination with Supervised ML 

A widely used unsupervised ML approach in the NLP field is topic modeling. The most 

popular topic modeling algorithm is Latent Dirichlet Allocation (LDA). The LDA algorithm is a 

probabilistic approach that presumes documents are comprised of various topics, and each topic is 

characterized by a distinct distribution of words (Blei et al., 2003). The LDA approach estimates 

these probable topics and corresponding word distributions based on word co-occurrence statistics 

within a set of documents. The technique has been used to model the distribution of topics in a 

variety of contexts (Chauhan & Shah, 2022). In education, researchers have used the LDA 

algorithm for thematic analysis of student responses, among other things. For instance, in the 

physics education field, Geiger et al. (2022) employed LDA to identify distinct ideas in student 

written responses to open-ended questions about electric circuit design. In the math education field, 

Cronin et al. (2019) identified key themes using the LDA approach in 21,313 feedback data entries 

from student consultation sessions at two mathematics support centers.  

Since the traditional LDA approach relies on word co-occurrences, such topic models 

struggle to identify latent topics in sparse texts (e.g., short answers) (Li et al., 2017). Limitations 

such as these have led researchers to extend the traditional LDA model, leading to another topic 

modeling algorithm based on the Dirichlet Multinomial Mixture (DMM) distribution. The DMM 

assumes that each document can be represented by just one latent topic; in contrast, LDA allows 

documents to have multiple topics (Blei et al., 2003; Li et al., 2017). Vadapally et al. (2022) applied 

both DMM and LDA for analyzing studentsô responses to the minute papers in an undergraduate 

software engineering course. In their minute papers, students provide short answers to two 

questions: what they learned and what they did not learn in each class. Vadapally et al. concluded 

that DMM performed better than LDA for generating latent topics in those short texts. Despite 

topic models can find useful topics (themes) in texts, but they are limited. I gave following two 

reasons: First, topic models solely rely on word co-occurrences and cannot capture the underlying 

meanings of words. Second, interpretation of derived topics from topic models is not universal. 

Two different analysts might interpret the derived topics differently based on their knowledge and 

experience. After describing the challenges of topic models, in the next paragraph, I discuss the 

limitation of unsupervised ML models in NLP.   
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Aldea et al. (2020) cautioned that unsupervised ML methods alone might not completely 

automate grading processes due to lack of reference-responses which encompass all possible ways 

to answer an open-ended question. Therefore, researchers have combined both supervised and 

unsupervised ML algorithms for assessment of student answers. As an example of this approach, 

Rosenberg & Krist (2021) analyzed 845 middle school studentsô responses about science model 

explanations using a sequence of unsupervised and supervised ML algorithms. First, they 

developed a document-term matrix by tokenization with unigram and converted frequencies of 

those unigram on a log-scale. Then, they used a combined hierarchical agglomerative and k-means 

clustering technique to identify similar studentsô responses. Subsequently, they performed 

descriptive coding to identify categories in the studentsô responses. Lastly, they trained three 

supervised ML algorithmsðnaïve Bayes, SVM, and sequential neural networkðto classify held-

out studentsô responses. The authors found that the agreement between ML-assigned codes and 

manual coding ranged from 0.62 for naïve Bayes to 0.66 for SVM.  

However, the combination of supervised and unsupervised ML models in NLP is not 

without challenges. In the case of supervised ML, one inherent limitation is the trade-off between 

optimization for a specific task and generalizability across different contexts. Training a supervised 

ML model with specific labeled data may not generalize well to unseen data from other contexts. 

Additionally, unsupervised ML models can cluster data that should be separated, introducing noise 

that could propagate if the unsupervised model is combined with a supervised ML model 

downstream. Next, for readersô overview, in Table 2.1, I have summarized the research studies 

along with their respective NLP methods and limitations that I cited in the sections 2.3.2. Table 

2.1 shows that NLP researchers have used a variety of lexical and syntactic text features, combined 

with both supervised and unsupervised ML approaches to assess studentsô written responses. 

Despite their useful performance in some contexts, lexical features can still fail to capture the 

meanings of sentences, and syntactic features can only do so to a limited degree. On the other 

hand, capturing how studentsô responses and reference responses are connected not by their words 

or sentence structure but by their meaning and concepts, can significantly enhance the performance 

of automatic grading of student written responses (Ahmad et al., 2022; Haller et al., 2022; 

Magliano & Graesser, 2012; Putnikovic & Jovanovic, 2023). To clarify, semantic features 

represent the deeper meaning and concepts conveyed in the text, beyond just the vocabulary and 

grammar captured by lexical and syntactic features. Over the past 10 years, researchers have 

proposed several semantic feature-based NLP approaches to build on this concept, which I review 

next. 
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Table 2.1: Summary of Studies that used Lexical and Syntactic Features in Reference- or 

Response-Based NLP Approaches 

Papers NLP Method(s) Limitations 

(Jordan, 2009; Butcher and Jordan, 

2010) 
Matching keywords 

 

 

 

 

Methods depends 

upon morphological 

characteristics of 

words and resource- 

intensive for training 

supervised ML 

models. Further, these 

models are task-

dependent 

(Nehm and Haertig 2012; Haudek et al., 

2011) 

TF-IDF 

(Ha et al., 2011; Nehm et al. ,2012;  

Moharreri et al. 2014;  Yik et al., 2021) 

BOW model + Support 

Vector Machine-based 

classification 

(Pulman & Sukkarieh,2005;  Heilman & 

Madnani, 2013a, 2013b;  Lee et al. 

2019) 

POS tagging and  decision 

tree learning and Naive 

Bayesian machine learning 

algorithms 

(Roy et al., 2016; Jescovitch et al.  2021) 
Ensemble ML 

(Zhang et al., 2022; Zhai et al., 2022) 

Lexical Feature +  RNN for 

supervised training 

(Rosenberg & Krist, 2021) 

TF-IDF+  hierarchical 

agglomerative and k-means 

clustering 

(Wilson et al., 2022) 
TF-IDF- KNN + logistic 

regression 

 

(Geiger et al., 2022; Cronin et al. 2019) 

 

LDA 

Methods depends 

upon words co-

occurrence and 

interpretation of 

outputs significantly 

depends upon analyst  

(Vadapally et al., 2022) 
Dirichlet Multinomial 

Mixture (DMM) 
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2.3.2.4. Use of Semantic Features in Supervised ML 

It is noteworthy that I have given semantic-feature-based NLP approaches a separate level 

two heading, instead of a level four heading under section 2.3.2, due to its significance in my 

dissertation. 

2.4. Semantic Features-based NLP Approaches  

Natural language processing techniques for extracting semantic features of text are 

commonly categorized as follows: (a) knowledge-based and (b) corpus-based (Galhardi & 

Brancher, 2018; Kerkhof, 2020a; Shah & Pareek, 2022). The knowledge-based techniques use a 

knowledge database that already stored hand-coded semantic relationships between words and 

reflect the way the analyst (NLP developer) perceives those semantic relationships. This external 

database is used to calculate the binary semantic similarity between words. For example, a word 

pair could be designated as synonyms (having the same or similar meaning) or antonyms (having 

opposite meanings).  

In contrast to knowledge-based methods, corpus-based methods typically use large public 

corporaðlike Wikipedia or digital librariesðto automatically establish semantic relationships 

between words as vectors in a higher-dimensional space based on their usage in those corpora. 

These corpus-based semantic models are commonly called word embeddings. Word embeddings 

calculate semantic proximity between words or phrases as real number rather than binary 

(synonym or antonym). The important idea to note about embedding models is their ability to take 

raw text and generate a representation for that text in high-dimensional vectors to perform 

subsequent mathematical operations. It is not without limits, but this functionality opens many 

possibilities. 

2.4.1 Knowledge-based Methods 

One example of the knowledge-based method is WordNet, a semantic lexical database that 

groups English words into sets called synsets, like {car, auto, automobile, machine, motorcar}. 

Each synset represents a distinct concept; the aforementioned example is about vehicles (Fellbaum, 

2010; Miller, 1995). These synsets are interlinked by semantic relationships such as synonym, 

antonym, and hypernym-hyponym with other synsets. To clarify, hypernym-hyponym represents 

one word in a more general form and the other in a more specific instance of the same concept. An 

example would be as follows: hypernym: vehicle and hyponym: car. Galhardi and Brancher (2018) 

found that WordNet-based semantic features were used in 11 (25%) of the 44 papers included in 

their systematic reviews of ASAG literature.  
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As an example, Pribadi et al. (2017) employed WordNet to find semantic synonyms of 

words used by students in their short answers about computer architecture related questions. In 

their study, after sentence tokenization, student answers and graded responses were converted into 

the WordNet synsets. Sentence tokenization is the task of segmenting a text into individual 

sentences using punctuation marks like periods (.), exclamation marks (!), and question marks (?) 

as delimiter to identify sentence boundaries. The Dice Coefficient is then used as a semantic 

similarity measure. This coefficient is calculated as twice the number of common synsets between 

two responses, divided by the total number of distinct synsets in both responses. A coefficient 

value close to 1 indicates high semantic similarity, while a coefficient value close to 0 indicates 

low semantic similarity. The author chose a threshold value for the coefficient that was considered 

to select semantically similar pairs for student and reference answers. These selected pairs were 

then given the same score as the corresponding reference answer. The authors found that their 

ASAG system did not yield the best result. This is because their system produced low similarity 

values when measuring two sentences of different lengths despite having the number of 

overlapping words by almost 80%.  

To improve knowledge-based ASAG system, researchers have combined knowledge-

based measures with ensemble-based supervised ML models. For example, Sahu & Bhowmick 

(2020) developed an ensemble-based supervised ML model using a combination of knowledge-

based measures and a stacked regression approach. In this regression task, the studentôs answer 

was categorized as ñcorrectò, ñpartially correct incompleteò, ñcontradictoryò, ñirrelevantò, or 

ñnon-domainò based on its semantic similarity with the corresponding model answer. The authors 

reported that their proposed stacked regression based ensemble model showed a huge 

improvement in F1 scores on standardized ASAG datasets: ScientBank and Beetle.  

 Despite their utility as demonstrated in the aforementioned study, knowledge-based 

methods require significant human efforts to build domain-specific knowledge thesauruses that 

encode the lexical, syntactic, and semantic understanding of human language. To overcome the 

limitations of manual efforts, NLP researchers have developed corpus-based methods, commonly 

known as fixed word embeddings. Fixed word embeddings automatically identify semantic 

relationships between words by using large public corpora like Wikipedia and the ways in which 

those words appear in sentences alongside other words in those corpora. 

2.4.2 Corpus-based Methods (Fixed Word Embeddings 

Some examples of fixed word embedding models are Word2Vec (Mikolov et al., 2013) 

and GloVe (Pennington et al., 2014). Word2Vec is a pre-trained word embedding model on a 
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portion of the Google News dataset (approximately 100 billion words). This model comprises 300-

dimension vectors for 3 million words. The GloVe word embedding model is trained on the 

Common Crawl and consists of 300-dimension vectors for 2.2 million words. These word 

embeddings represent words as vectors in a high-dimensional space, where each dimension holds 

semantic or syntactic features of the words. The intuition behind word embeddings is explained 

by the distributional hypothesis in linguistics: words appearing in similar contexts often share 

similar meanings. Alternatively, this hypothesis is exemplified in linguist John Firthôs quote, ñYou 

shall know a word by the company it keepsò (Firth, 1968, p.179). For example, the word vectors 

of ófantasyô and óimaginationô are close in high-dimensional space since their semantic meaning 

is similar, in part because they often appear in similar contexts.  

In evaluation of student responses, word embeddings are used to address the challenge that 

motived the present study: how to compare student responses to relevant reference responses based 

on the concepts and meanings that are behind words instead of the words themselves or their 

grammatical structure in sentences.  

2.4.2.5. Use of Fixed Word Embeddings in Evaluation of Student Responses  

To address the challenge mentioned in the preceding paragraph, NLP researchers have 

developed the following two-step method: first, both candidate and reference answers are 

converted into a high dimensional vector space using a text embedding model. Second, various 

distance measures are used to compare distance (semantic similarity) between the vectors of 

candidate and reference answers. Some popular distance measures are cosine distance, Euclidian 

distance, and Manhattan distance. The cosine distance is considered favorable as this does not 

include the length of text (magnitude of text vectors), which is regarded as irrelevant for measuring 

semantic similarity between two text statements (Kerkhof, 2020; Qiao & Hu, 2023). Similar to the 

Dice Coefficient, those distance measures are expressed using a real number between 0 ~ 1, where 

0 represents no semantic similarity and 1 represents an exact match in meaning (Kerkhof, 2020a).  

In the first scoping review on the use of word embeddings in ASAG, Putnikovic & 

Jovanovic (2023) found that a total of 17 research studies have been published that used word 

embeddings in ASAG. Further, they found most of the articles used word embeddings, mainly to 

estimate the similarity of student and model answers using the cosine similarity measure. As an 

example, Magooda et al. (2016) used Word2Vec and GloVe for the vector representation of student 

and reference answers. They then calculated the Manhattan distance between those two text 

categoriesðManhattan distance is the total distance between two points if one follows a grid-

based path between them. Those measurements were then used to train an SVM ML model for 
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automatic grading purposes. The authors found that their systemôs performance was comparable 

to that of a lexical and syntactic feature-based system like c-rater.  

In addition to non-neural network ML models, semantic features extracted from word 

embeddings have also been used in training of modern neural networks for automatic grading or 

automatic classification systems. For instance, Ariely et al. (2023) and Jiang et al. (2020) used 

word embeddings followed by a LSTM  model for scoring student responses in science education. 

They concluded that extracting semantic features using word embeddings and subsequently 

feeding them into neural sequential network models like LSTMs improved the performance of 

automated scoring systems. 

 Likewise, example studies that use word embeddings in automatic text classification 

systems are (Sun et al., 2019; Capuano et al., 2021). In the former example, Sun et al. (2019) used 

Word2Vec to feed an LSTM neural network for identifying binary classification of urgent posts 

in massive open online courses (MOOC). In the latter example, Capuano et al. (2021) developed 

an experimental setup to classify MOOC forum posts with a combination of word embeddings to 

train an attention-based hierarchical RNN. The data corpus contained 29,604 learner forum posts 

from 11 Stanford University public online classes within the Humanities, Medicine, and Education 

fields. The classification of MOOC forum posts was performed for the following attributes: subject 

area, domain topics, sentiment polarity, level of confusion, and level of urgency of a forum post. 

The authors concluded that their experimental setup was able to successfully detect subject, 

domain, sentiment, confusion, and urgency of forum posts, achieving an accuracy between 74% 

and 88%. 

While some of these models illustrate the utility of applying embedding models in 

education settings, fixed word embedding models like Word2Vec, Doc2Vec, and GloVe were 

developed in the early 2010s, rendering them outdated. Other models have built on these original 

embedding models. For example, recently, Forsyth & Mavridis (2021) applied the newly 

developed at the time Spacy ñen_vectors_web_lgò embedding model in their automatic grading 

system for high school studentsô short answers related to computer science concepts. de Araujo et 

al. (2023) and Almazova et al. (2021) used Wiki40b-lm-multilingual (Guo et al., 2020), and USE-

multilingual2 (Yang et al., 2019) to feed into an LSTM neural network-based classifier, 

respectively. The reason is likely because USE-multilingual2 was pre-trained on questions-

answers pairs from web forums, which have more informal communication, and the latter 

Wiki40b-lm-multilingual1 on Wikipedia articles, which are written as formal encyclopedia entries. 



 

28 

 

The purpose of the classifier was to categorize studentsô think-aloud protocols in an online 

environment.  

In addition to being slightly outdated, word embedding models also may strip the full 

context of a document into individual words because these models are limited to converting 

individual words into vectors. To address this limitation, two strategies are often used. First, 

sentence embeddings can be created by summing or averaging individual word embeddings. 

Second, researchers can use purpose-built models that are designed to generate embeddings for 

larger units of text, such as entire sentences or documents. For example, Le & Mikolov (2014) 

developed the Doc2Vec models. The Doc2Vec model considers the order and context of words in 

a document during the vectorization process, which allows the model to preserve semantic 

relationships between different pieces of text in documents.  

Bulut et al. (2022) utilized the Doc2Vec model in the qualitative coding of medical 

studentsô responses for the Situational Judgment Test, a common open-ended assessment for 

medical school admissions in North America. First, the authors developed codes based on a 

theoretical framework related to professionalism. Second, they used the Doc2Vec model to embed 

both the code list and student documents. Lastly, they employed a cosine-similarity measure 

between the centroid of embeddings for each document and predefined codes to determine 

semantic similarity and assign labels to response documents. 

Using Doc2Vec, Romero-Gómez & Orjuela-Cañon (2022) compared it with TF-IDF and 

Word2Vec methods for the thematic analysis of biomedical engineering studentsô responses. 

These responses related to what they understood about Bioinformatics before and after taking the 

undergraduate Advanced Bioinformatics course. The vector representations of responses, before 

and after taking the course, belonging to the same student were compared using cosine distance. 

The authors concluded that TF-IDF showed fewer dissimilarities than Word2Vec and Doc2Vec 

between two documents belonging to the same students. Therefore, authors concluded that the TF-

IDF text vectorization method might not be appropriate for analyzing the learning gains of students 

because the TF-IDF model cannot detect such differences.  
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Table 2.2: Summary of Studies that used Fixed Word Embeddings 

Paper(s)  NLP Methods Limitations 

(Pribadi et al., 2017;  Shaukat et 

al. 2021, 

Sahu and Bhowmick, 2020)  

 

 

WordNet 

 

Wordnet is a pre-built 

knowledge thesaurus, which 

a resource-intensive and task 

dependent 

(Guerrero and Wiley, 2019; 

Magooda et al.  2016) 
Word2Vec and Glove 

 

 

 

 

 

All of the mentioned 

methods produce fixed 

embedding for words. For 

example, the word  ñportò 

could refer to a shipping port 

or a USB port, but fixed 

word embedding models 

would generate the same 

vector to represent both 

meanings. 

(Ariely et al. 2023; Jiang et al. 

2020;  Sun et al. 2019) 
Word2Vec + LSTM 

(Forsyth and Mavridis, 2021) Spacy "en_vectors_web_lg" 

(de Araujo et al., 2023; 

Almazova et al. 2021)  
Wiki40b-lm-multilingual1 

(Bulut et al. 2022) Doc2 Vec 

(Romero-Gómez  

& Orjuela-Cañon 2022) 
TFIDF, Word2Vec, and Doc2Vec 

(Capuano et al., 2021) Word + Sentence embeddings  

The aforementioned studies have demonstrated that fixed word embeddings are useful, to 

some extent, in comparing student responses to reference responses based on the concepts and 

meanings. I summarized the research studies that I cited in the literature review section 2.4, along 

with their respective NLP methods and limitations, in Table 2.2. However, fixed word embeddings 

like Word2Vec and GloVe have a major limitation, to which I turn in the below paragraph.   
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Fixed word embeddings map each word to one context-insensitive vector. This is 

problematic when dealing with polysemyðwhich refers to the capacity of a word or phrase to 

have multiple meanings depending upon its context. For example, the word  ñportò could refer to 

a shipping port or a USB port, but fixed word embedding models would generate the same vector 

to represent both meanings. To address this limitation of fixed word embeddings, NLP researchers 

have recently developed contextualized word embeddings that can generate vector representation 

of a word based on its context (i.e., surrounding words) (Peters et al., 2018; Vaswani et al., 2017). 

Next, I turn to describing contextualized word embeddings.  

2.5. Contextualized Word Embeddings 

The contextualized word embedding models can be classified as: (i) sequence-based and 

(ii) attention-based (Ahmad et al., 2020; Haller et al., 2022). Sequence-based word embeddings 

process input text in an ordered manner and tend to focus more on short-term context information. 

An example of sequence-based word embedding is ELMo. As a result, they struggle to robustly 

capture longer-range dependencies in text. In contrast to sequential models, attention-based 

models, commonly known as TLLMs, process input text in parallel and use the attention 

mechanism to selectively focus on relevant parts of the input, enabling them to better capture long-

range dependencies. Some examples of TLLMs are BERT, MPENT, XLNET, and GPT-3.5. Next, 

I explore how TLLMs have been used in analyzing open-ended responses.  

2.6. Use of TLLMs in Evaluation of Student Open-ended Responses 

There are two approaches to incorporate TLLMs for automated analysis (or scoring) of 

open-ended responses: (a) feature-based approaches or (b) fine-tuning-based approaches. In the 

feature-based approaches, the pre-trained TLLM  is frozen and used only to generate contextualized 

vector representations of the input data. These representations are then extracted out of the TLLM 

and fed into a separate downstream task-specific ML model (Shaik et al., 2022). On the other hand, 

in the case of fine-tuned-based approaches, TLLM s can be fine-tuned for downstream tasks in a 

specific domain to further improve the accuracy of pre-trained TLLMs, a process called transfer 

learning (Emerson et al., 2023; Radford et al., 2021; Raffel et al., 2020). Transfer learning provides 

the possibility for NLP researchers to fine-tune TLLMs without incurring huge training costs. This 

is because NLP researchers can exploit existing features that TLLMs have learned from large 

corpora of text data during their initial development and training phaseðe.g., BERT is trained on 

Wikipedia and digital book corpora (Devlin et al., 2019). Next, I review research studies where 

researchers have used TLLMs in feature-based approaches.   
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2.6.1 Feature-based Approaches  

Researchers have not only utilized pre-trained TLLMs but also compared them with fixed 

word embeddings or lexical-feature based text analysis methods. Here I present two example 

studies that demonstrate that current TLLMs outperformed previous lexical-feature based or fixed 

word embedding based methods across NLP classification tasks.  

In the first example, Liu et al. (2022) compared a three-way classifier model comprised of 

a BERT embedding that was then fed into a CNN (BERT-CNN) with other six baseline models to 

classify across several dimensions of cognitive and emotional engagement. The data corpus 

contained MOOC discussion form posts from 8,867 participants registered in an Introduction to 

Psychology course. The three lexical-feature based methods used in the study were: (i) TF-IDF 

fed into a KNN classifier, (ii) TF-IDF fed a Naive Bayesian classifier, and (iii) TF-IDF fed a 

Random forest classifier. The remaining three baseline methods were: (iv) the Word2Vec-based 

word embeddings fed into CNN, (v) the Word2Vec-based word embeddings fed into RNN, and 

(vi) the Word2Vec-based word embeddings fed into attention-based-LSTM. Compared with these 

six baseline methods, the BERT-CNN model improved the F1 score for emotional and cognitive 

engagement recognition tasks by 10% and 8%, respectively.  In the second example, Riordan et 

al. (2020) compared (a) lexical-features fed into SVR algorithm, (b) GloVe embeddings fed into 

RNN algorithm, and (c) BERT for automatic grading of science explanations written by K-12 

students. Their study found that even base BERT, a TLLM without fine-tuning, outperformed the 

other two conventional methods.  

Further, Shah & Pareek (2022) conducted a literature review of NLP for automatic 

evaluation of short answers.  They concluded that studies which used NLP approaches based on 

BERT reported more than 90% precision in their classification tasks. Besides TLLMs being used 

in supervised ML approaches, TLLMs are also combined with unsupervised ML approaches (such 

as clustering and dimension reduction) in NLP workflows. This is done to achieve dual purpose: 

minimize human input to reduce bias, and reduce resource costs in terms of number of analysts 

and person-hours (Haller et al., 2022; Kerkhof, 2020a). The following paragraph gives two such 

examples.  

As the first example, Chang et al. (2021) applied the NLP approach comprised of  

WordNet, BERT, and clustering for thematic analysis of 5,000 responses collected from healthcare 

workers about working during the COVID-19 pandemic. First, the authors used WordNet to 

normalize linguistic variations in responses. For example, the phrases ñvideo visitò, ñvideo callò 

and ñvirtual meetingò were normalized to ñvideo callò. Second, those comments were vectorized 
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using the BERT model. Third, they used the t-SNE dimension reduction algorithm to identify 

groups of similar comments. Lastly, the authors read those similar comments for thematic analysis. 

In their paper, the authors corroborated the utility and efficiency of their NLP method. It allowed 

their team to complete thematic analysis of 5,000 text responses in two days rather than the two 

months their team would have needed without NLP. As the second example, from the physics 

education field, Wulf and their team developed an NLP workflow comprised of the following three 

steps: first, sentence embedding through BERT; second, dimension reduction through UMAP; and 

third, clustering via HBDSCAN (Wulff et al., 2021, 2022a, 2023). Their data contained reflection 

responses of pre-service physics teachers while watching a video vignette. Wulff et al. concluded 

that their NLP workflow was successful in classifying teachersô written reflections according to 

the reflection-supporting theoretical model.  

In addition to feature-based approach for TLLMs, in another study, Wulff and colleagues 

fine-tuned BERT for reflection classification tasks using the same data (reflection responses of 

preservice physics teachers and found improved performance compared to base BERT (Wulff et 

al., 2022b). Next, I provide examples of how researchers have used fine-tuning of TLLM s for 

ASAG.    

2.6.2 Fine-Tuning-based Approaches 

As the first example of use of TLLM s in fine-tuning based approaches, Sung et al. (2019) 

fine-tuned the base BERT model by augmenting data from psychology-specific resources for 

ASAG. On two psychology related ASAG datasets, the authors demonstrated an improvement of 

6% to 10% in accuracy as compared to the base BERT. As the second example, Camus and 

Filighera (2020) experimented with fine-tuning different TLLMs such as BERT, RoBERTa, 

AlBERT, XLM, and XLMRoBERT through the process of knowledge distillation. They reported 

an improvement of up to 13% in macro-average-F1 score over SciEntsBank. Through knowledge 

distillation, the authors found that the BERT and its variant could be fine-tuned using only a few 

human-annotated examples on NLP-assisted text classification tasks. These fine-tuned BERT 

models could approximate BERTôs benchmark performance at a fraction of the computational 

cost. Although effective, one should note that fine-tuning TLLMs on a specific domain and task 

may limit its cross-domain generalization (Ahmad et al., 2022a).  

Another limitation of the aforementioned TLLMs is that they generate word-level 

contextualized embedding. To address this limitation, researchers have developed sentence-level 

TLLMs to extract the semantics of longer text segments such as sentences or paragraphs for tasks 

like ASAG. An example of sentence-level TLLM  is the Sentence BERT (SBERT) model, 
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introduced by (Reimers & Gurevych, 2019). Condor et al. (2021) compared the SBERT with 

Word2Vec and BOW models for ASAG dataset. The dataset was collected in the 2019 field test 

of a Critical Reasoning for College Readiness assessment by the Berkeley Evaluation and 

Assessment Research Center. Authors found that overall SBERT performed better than the other 

two models investigated in their study. Although, their results are not promising for the 

generalizability of auto grading models to unseen questions.  

Therefore, the sentence-level TLLMs are also fine-tuned to improve performance. For 

example, Ahmed et al. (2022b) fine-tuned SBERT for ASAG Mohlerôs dataset from the computer 

science field. Ahmed et al. found that their fine-tuned SBERT model outperformed conventional 

BERT, SBERT, and GloVe embedding models for automatic grading of Mohlerôs dataset. The 

authors recommended that combining sentence-level embedding from TLLMs with fine-tuning 

approaches can enable NLP workflow to extract nuanced semantic information, thereby 

substantially improving the accuracy of automatic evaluation methods for student writing.  

In Table 2.3, I list the publications with their NLP methods those I cited in section 2.6. 

Moreover, given these recent findings, the research community has been concluding that TLLMs 

offer substantial advantages over prior NLP-based approaches to ASAG. However, in a recent 

literature review about deep learning approaches in ASAG, Haller et al. (2022) concluded that the 

best-performing models in ASAG tasks are those that combine hand-engineered features with 

TLLMs. As an example the biology field, TLLMs can capture general semantic understanding of 

student answers but might not capture specific nuances of a correct biology answer. This is where 

hand-engineered features are helpful to capture the use of specific biological terms. Therefore, the 

authors suggest that by combining the TLLMôs broad understanding of language with these 

specific hand-engineered features, ASAG can both understand semantics of the answer and pay 

attention to the specific technical terms that are crucial for domain specific answers.  
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Table 2.3: Summary of Studies that used Transformer-based Large Language Models   

2.7. Use of NLP Approaches in Engineering Education  

In this section, I review examples in the existing literature about how the NLP approaches 

reviewed above have been used in engineering education field. I organize this section as follows: 

first, I discuss lexical features-based NLP methods. Second, I review syntactic feature-based NLP 

methods. Third, I summarize research studies utilizing topic modeling techniques. Last, I provide 

an overview of engineering education literature related to the use of semantic feature-based NLP 

methods including TLLMs.   

Paper(s)  NLP Method(s) 

(Liu et al., 2022) 

 BERT into CNN; TF-IDF fed into: (i) a KNN 

classifier, (ii) a Naive Bayesian classifier, and 

(iii) a Random forest (RF). The other 

Word2Vec-based models were (iv) 

Convolutional neural networks, (v) RNN, and 

(vi) attention-based-LSTM. 

 

(Chang et al., 2021)  WordNet, BERT, and clustering 

(Wulff et al., 2021, 2022a, 2023) 

 first, sentence embedding through BERT; 

second, dimension reduction through UMAP; 

and third, clustering via HBDSCAN 

 

(Wulff et al. 2022b) 

 fine-tuned BERT for classification task of 

reflection responses of preservice physics 

teachers 

 

(Sung et al., 2019) 

 BERT model was augmented with data from 

psychology-specific resources for ASAG 

 

(Camus and Filighera, 2020) 

 fine-tuning BERT, RoBERTa, AlBERT, 

XLM, and XLMRoBERT 

 

(Condor et al., 2021; Ndukwe et al.,  

2022;  Ahmad et al., 2022) 

 

 

SBERT model 
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2.7.1 Use of Lexical Features in Supervised ML 

Lexical feature-based NLP approaches use frequency-based (words counts) and dictionary-

based (word matching) techniques to extract lexical features of textual data. These features are 

combined with supervised ML algorithms to automate text analysis tasks. Next, I provide examples 

of both frequency- and dictionary-based techniques in the following paragraphs.   

As an example of frequency-based technique, Soledad et al. (2017) analyzed undergraduate 

engineering studentsô responses on the Student Perception of Teaching Survey  at Virginia Tech. 

First, the authors manually labeled those open-ended responses according to the theoretical 

constructs of the Success and Caring components in the MUSIC Model of Academic Motivation. 

Second, they used those annotated responses to train a TF-IDF model to automate the classification 

process. To remind the reader, the TF-IDF model is a method for text vectorization in which the 

textual features in the document are represented by weighted frequencies of individual words.  

Another NLP scholar from Virginia Tech, Bhaduri & Roy (2017) used the TF-IDF 

approach to analyze the mission statements of 59 engineering colleges in the U.S.: 29 public, and 

30 private. First, authors extracted 713 unique unigram tokens present in the corpus after the stop-

words (e.g., articles) were removed. Those pre-processed documents with unigram tokens were 

passed through the TF-IDF feature extractor. Each document is encoded in a 713-dimensional 

feature space and the output of the TF-IDF feature extractor resulted in a 59x713 dimensional 

matrix. Their study found that there were indeed differences in the vocabulary of words used in 

mission statements of public versus private engineering colleges.  

In her second study, Bhaduri (2018) collected responses from 152 first-year engineering 

students at Virginia Tech in a metacognition class intervention. First, she manually coded student  

responses into a three-way metacognition level: high, medium, and low. After developing the 

annotated dataset, she extracted the following lexical features: number of sentences, number of 

tokens, and number of POS tags in each student response. Those features were then used to train 

the following three supervised ML classifiers: SVM, logistic regression, and random forest. She 

concluded that the random forest classifier was more accurate than the other two classifiers. 

One more example of a study using the TF-IDF model is (Verleger, 2014). The author 

classified engineering student team performance on Model-Eliciting Activities (MEAs). The 

MEAs are open-ended engineering problems where teams of students produce a written document 

describing the steps to solve a given engineering problem. The authors used word frequencies and 

corresponding grading rubricôs category labels to train a decision tree ML model. Subsequently, 
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that ML model was used to automatically classify new student responses into different categories 

of the MEA rubric.  

As an example of dictionary-based lexical features, Berdanier et al. (2020) used these 

features to analyze a corpus of 54 interview transcripts about graduate engineering student career 

preparation. The authors created two codebooks about the theoretical framework of Community 

of Practice: expert-hand-curated and machine-generated. The first dictionary comprised 69 words 

and phrases. The second dictionary was formed by mining the theoretical framework sections of 

14 journal articles that primarily employed the Community of Practice theory. For analysis 

purposes, every interview transcript was vectorized and every value in a vector indicated how 

many times the corresponding dictionary word appeared in that transcript. After vectorization, the 

data was clustered and represented in high-dimensional space using PCA visualization and 

pairwise-distance plots.  

In another study, Berdanier et al.(2018) demonstrated two examples of the applications of 

NLP in engineering education. In the first example, the authors combined both frequency- and 

dictionary-based features for discourse analysis of 500 engineering résumés according to 

descriptions of engineering competencies developed by the American Association of Engineering 

Societies. First, they handcrafted a dictionary of labels by coding 100 engineering résumés. 

Second, the authors developed an NLP workflow in Python computer language that tallied up the 

frequencies of those code words in the remaining 400 engineering résumés. In the second example, 

Berdanier and her colleagues developed a classifier for genre analysis of research articles 

according to Swales rhetorical moves. The data corpus comprised literature review sections of 

papers published in 2017-2018 in the Journal of Propulsion and Power, a journal published 

through the American Society of Mechanical Engineers. First, frequency-based lexical features 

were extracted by POS counts and then those were fed into a LSTM classifier for genre analysis.  

Following lexical feature-based methods, in the next section, I provide example studies 

from engineering education literature that used syntactic-feature-based NLP approaches.   

2.7.2 Use of Syntactic Features in Supervised ML 

Syntactic feature-based NLP methods rely on grammar or structural roles of words in 

sentences. In engineering education, researchers have combined syntactic features of text with text 

vectorization methods. For instance, Jayakodi et al. (2015) used WordNet similarity to classify 

engineering course exam questions according to Bloomôs taxonomy. First, verbs (POS tags) in 

exam questions were extracted, and then those along with Bloomôs taxonomy verb lists were 
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vectorized using WordNet. The cosine similarity score between verbs of exam questions and 

Bloomôs taxonomy were used for exam question classification according to Bloomôs taxonomy. 

Using WordNet, Arbogast & Montfort (2016) calculated lexical diversity index in semi-

structured interviews of undergraduate engineering students to understand their mental processes 

during engineering problem-solving. First, authors completed POS tagging in transcripts with the 

Stanford POS tagger. Second, they used WordNet to group those POS tags based on similarity in  

meanings. Third, they calculated a lexical diversity index that incorporated those grouped POS 

tags. Authors found that a large amount of engineering jargon was used by engineering students 

in interviews.  

Additionally, the syntactic-features have been incorporated in mobile educational 

applications. An example is CourseMIRROR that has been used in engineering classrooms to 

analyze and generate summaries of in-situ student reflections (Butt et al., 2022; Fan et al., 2015, 

2017). The CourseMIRROR functions in three steps. First, it uses POS tagging to segregate noun 

phrases in studentsô reflections. Second, these noun phrases are clustered based on semantic 

similarity via Latent Semantic Analysis and the K-Medoids algorithm. Third, representative 

phrases in each cluster are chosen via the LexRank model for instructor consideration to achieve 

the following purpose: phrases mentioned by more students should attract more attention from the 

instructor.  

Next, I provide an example study on topic modeling, an unsupervised ML method, from 

the engineering education literature. 

2.7.3 Use of Unsupervised ML 

The LDA algorithm is a probabilistic approach that presumes documents are comprised of 

various topics, and each topic is characterized by a distinct distribution of words (Blei et al, 2003). 

An example study of the LDA algorithm in engineering education is (Nanda et al., 2022). They 

utilized LDA to examine themes in peer-to-peer comments of first-year engineering students in 

their engineering foundation courses. Students were directed to provide constructive feedback in 

writing to themselves and teammates on their teamwork behaviors via the Comprehensive 

Assessment of Team-Member Effectiveness (CATME) interface. This tool is commonly used to 

manage undergraduate engineering teams in U.S. colleges. As of 2019, CATME had over 7,000 

active instructor accounts across more than 2,000 institutions worldwide (Wang et al., 2019). 

Given the richness of data collected through this platform, engineering education researchers have 

also used the CATME data set in semantic feature-based NLP methods, the methods to which I 

turn next.  
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2.7.4 Use of Semantic Features extracted with TLLMs 

Continuing the example of the CATME dataset, Wei et al. (2020) introduced an NLP-based 

pipeline tool for de-identifying peer-to-peer comments. This task, similar to POS tagging, was 

performed at the word level in a sentence. The authors used a combination of GloVeða fixed 

word embedding modelðand neural network to identify and replace names with pseudonyms. 

Another example study related to the CATME dataset is (Wang et al., 2019). The authors converted 

peer-to-peer comments from the CATME survey into a numerical scale using combination of word 

embeddings from RoBERTa and neural network classifier. First, the authors manually rated 

CATME survey responses on a scale of 1-5 and embedded those rated responses using RoBERTa. 

Second, those embeddings were fed into neural network-based classifier for training purposes. 

This workflow achieved an F1 score of 0.67 on the testing dataset. 

Continuing a prior example of the CourseMIRROR mobile application, Magooda et al. 

(2022) recently updated the application with TLLM. They integrated the DistilBERTða distilled 

version of BERTð into the application followed by a reflection quality prediction module based 

on the SVM model. The purpose was to allow real-time feedback for students as they write and 

submit reflections. Butt et al. (2022) showed the efficacy of CourseMIRROR for enhancing 

studentsô engagement in engineering classrooms. 

Moreover, engineering education researchers have compared semantic feature-based 

approaches with lexical and syntactic features-based approaches. For example, Becker et al. (2019)  

compared lexical- and BERT-based NLP approaches to evaluate misconceptions in electrical 

circuit design related short question answers. In the lexical-based approach, they created various 

rules that comprised a search for an ordered set of between two and four electrical circuit design 

related keywords. After establishing those rules, they were applied to each answer on a sentence-

by-sentence basis for identifying misconceptions. On the other hand, the authors used BERT for 

predicting binary classification: each answer contained a sentence conveying a misconception 

(positive), or it did not (negative). The precision score for the BERT model was 0.90 as compared 

to 0.63 for lexical-based approach.  

To further improve accuracy of TLLMs, engineering education researchers have also fine-

tuned those pre-trained models according to engineering education contexts. For instance, Ganesh 

et al. (2022) fine-tuned RoBERTaðan optimized version of BERTðfor three-way classification 

(positive, neutral, and negative) of industrial engineering studentsô responses about engineering 

identity and transformative experiences. The authors fine-tuned RoBERTa for sequence 

classification using the Michigan Electrical Engineering and Computer Science Targeted 
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Sentiment Analysis Dataset. They found that the fined-tuned RoBERTa model improved macro-

F1 score by 6.7 from 48.4 to 55.1 from the base RoBERTa model. 

In the engineering education community, Katz et al. (2021) have introduced a TLLMs-

based human-in-the-loop-NLP (HILNLP) workflow for text analysis. This workflow consists of 

the following steps: (1) pre-processed data is embedded in a high-dimensional space (ranging from 

768 to 1,024) using TLLMs, (2) this high-dimensional space is then reduced to a range of 5-10 

dimensions through a combination of linear (PCA) and nonlinear (UMAP) dimension reduction 

processes, (3) clustering algorithms (HBDSAN) are used to produce/identify homogeneous 

clusters, and (4) these clusters are qualitatively coded by a researcher to identify potential themes.  

Katz et al. (2021) suggested that their HILNLP allowed qualitative researchers to handle 

larger data volumes while decreasing the time and coordination efforts needed for team analysis. 

In (Katz et al., 2021), the HILNLP approach reduced the time from 12 hours to just 3 hours in 

analyzing over 3,000 student SPOT survey responses. The HILNLP approach has been utilized for 

analyzing various data corpuses, including: (a) how engineering faculty members define 

assessments (Chew et al., 2022); (b) studentsô semi-structured interviews about social justice 

issues (Shakir et al., 2022); (c) studentsô post-semester surveys about the Engineering Projects in 

Community Service program (Anakok et al., 2022); and (d) student self-reflections (Gamieldien, 

Case, et al., 2023, 2023; Gamieldien, McCord, et al., 2023). In Table 2.4, I list the publications I 

summarized in section 2.7 and note their NLP methods. 
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Table 2.4: Summary of Studies that use NLP from the Engineering Education Literature  

Paper(s)  NLP Method(s) 

(Soledad et al., 2017; Verleger, 2014)  BOW 

(Bhaduri & Roy; 2017;  Berdanier et al. 

2018a) 
 TF-IDF 

(Berdanier et al., 2018b) 

 

 SVM, logistic regression, and random forest 

 POS + LSTM classifier 

 
TF+PCA visualization and pairwise-distance 

plots. 

(Jayakodi et al. 2015; 

Arbogast and Montfort 2016) 
 POS tagging +  WordNet 

(Fan et al., 2015, 2017)  
POS tagging+ LSA and the K-Medoids 

algorithm. 

(Magooda et al., 2022)  
DistilBERTða distilled version of the BERT+  

SVR machine learning algorithm 

(Nanda et al., 2022)  LDA 

(Wang et al. 2019)  RoBERTa+ neural network-based classifier 

(Wei et al. 2020)  GloVe+ neural network 

(Becker et al. 2019)  Keyword + BERT 

(Ganesh et al. 2022)  Fine-tuned RoBERTa   

(Katz et al., 2021; Chew et al. 2022;  Shakir 

et al. 2022; Anakok et al., 2022) 

 

 MPNet, BERT,  

2.8. TLLMs -specific Limitations  and their Environmental, Financial, and Social Impacts  

Even though TLLM -based models have shown promise in their education applications, 

they are not without their own drawbacks. I classify impacts of TLLMs into two categories: (a) 

environmental and financial impacts, and (b) social impacts. In this section, I summarize the 

literature on these impacts.  
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Regarding environmental and financial impacts, researchers have cautioned about impacts 

of TLLMs due to their huge resource consumption (Bender et al., 2021; Dodge et al., 2022; Rillig 

et al., 2023). For instance, Strubell et al. (2019) calculated the energy required to train the BERT 

model was equivalent to a flight from the US to England. This resource usage relies heavily on 

non-renewable energy sources and increases carbon emissions. In addition to carbon emissions, 

data centers can cause other environmental issues like high water usage and potential soil pollution 

(Bender et al., 2021; Dodge et al., 2022; Rillig et al., 2023). According to these studies, this 

resource consumption in developing TLLMs is more likely to disproportionately affect 

marginalized communities. Moreover, these communities often do not benefit from the resulting 

language technology. Another downside of the high financial costs of developing TLLMs is that 

it raises entry barriers, thereby limiting who can contribute to this research area and which 

languages can fully benefit from these technologies. For instance, more than 90% of the worldôs 

languages spoken by over a billion people have minimal to no support in terms of language 

technology (Bender et al., 2021). To mitigate the challenge of resource consumption and for 

transparency, some researchers have suggested that TLLM developers should report the resource 

costs. With that information, users of TLLM s can then consider the trade-offs between resource 

consumption and TLLMsô performance (Bender et al., 2021; Dodge et al., 2022; Rillig et al., 

2023). 

Regarding social impacts, researchers have discussed impacts of TLLMs such as biases, 

privacy threats, and increased misinformation. First, TLLMs have the potential ability to propagate 

social biases and stereotypes when used in downstream NLP tasks (Bartl et al., 2020; Gonen & 

Goldberg, 2019; Ullmann, 2022). TLLMs are trained on textual data which primarily originates 

from the internet. The textual data available on the internet has social biases and stereotypes 

embedded in it. Therefore, TLLMs trained on this data also inherit those biases and stereotypes. 

As an example of gender bias, in these kinds of models, an artifact from training on biased data on 

the internet is the modelôs learned association between ñdoctorò ñmanò and a second association 

between ñnurseò and ñwoman.ò  Moreover, some researchers claim that TLLMs encode more bias 

against identities marginalized along multiple dimensions (Caliskan, 2021; Crenshaw, 1990). 

Although researchers have proposed de-biasing methods, complete removal of social biases and 

stereotypes from TLLMs is undesirable (Bender & Friedman, 2018; Gonen & Goldberg, 2019). In 

TLLM  research community, there is a debate on whether completely removing biases from 

TLLMs should even be the goal. This is because a completely bias-free TLLM might be just an 

inaccurate representation of our lives and societies. Second, ill -motivated users could potentially 

access personal information from TLLMs because they are trained on public internet data (Bender 

et al., 2021). Third, high-quality output from TLLMs can appear truthful and such outputs can 
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easily be mistaken for expert opinions.This is because current TLLMs do not have true natural 

language understanding and they simply operate on prediction based on  patterns in the training 

data (Bender et al., 2021; Johri et al., 2023).  

I endorse the aforementioned environmental, financial, and social impacts and researchers 

should consider those impacts when using TLLMs in their work. However, I believe TLLMs can 

be used to glean nuanced insights from textual data at a large scale; but they must still be deployed 

judiciously  

Next, I describe the existing assessments methods for ethics and systems thinkingðthe use 

cases in this dissertation study.  

2.9. Existing Ethics Assessment Methods 

Recently, Kim & Bairaktarova (2023) conducted a literature review of existing engineering 

ethics instruments and found that most focus on measuring individual studentsô abilities at the 

individual level. Furthermore, I categorized these ethics instruments into two main types: 

psychometric instruments and case studies. Psychometric instruments tend to be quantitative in 

nature, while case studies are typically qualitative (Hess et al., 2023). 

2.9.1 Ways of Categorizing Psychometric Instruments 

Psychometric ethics assessment instruments can be categorized across several dimensions: 

(i) measured ethics construct, (ii) format, (iii) theoretical framework, and (iv) original target 

population.  

Categorizing these ethics assessments by their measured constructs produces several 

groupings. For example, many instruments focus on ethical sensitivity, defined as an ability ñto 

identify and recognize relevant ethical issues emerging from a situationò (Borenstein et al., 2008, 

p.13). This is also similar to ethical issue recognition, as used in the Test for Ethical Sensitivity in 

Construction (TESC) (Sands II et al., 2020; Sands & Simmons, 2014). Another construct measured 

is ethical knowledge, as in the study of ethics and curricular experiences from Finelli et al. (2012). 

This can be defined as knowledge of ethical principles. A third common construct measured, 

appearing in EERI, ESIT, SER, and DIT, is ethical reasoning. Ethical reasoning is defined as an 

ability to apply moral theories or logical arguments to reason through ethical dilemmas. With a 

slightly different view towards ethics related constructs, one could measure interest in ethics, 

perceptions of the value of ethics education, feelings of autonomy in the classroom activities 

related to ethics, feelings of connection or relatedness with their classmates, perceptions of oneôs 

own competence when it comes to ethical issues, and understanding of systems thinking as it 
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relates to ethical issues. These were measured in the Survey of Ethical Reasoning (SER) (Lewis et 

al., 2019). Bloomôs taxonomy provides an alternative schema for organizing ethics assessments as 

some instruments measure understanding of ethical theories or professional engineering codes of 

ethics while others measure higher order constructs such as an ability to apply ethical theories in 

ethical dilemmas and evaluation of ethical decision-making (Junaid et al., 2021). Finally, one can 

try to measure ethical behavior, focusing on realized or hypothetical responses to ethical issues. 

Relevant issues pertaining to ethical behavior for students may include cheating, volunteerism, or 

boundaries around shared work on course assignments (Finelli et al., 2012). 

Beside categorizing by constructs measured, I categorize by the formats of ethics 

assessment instruments, which can include closed-ended items, open written response questions, 

and even oral responses. For example, in the EERI, participants are given six separate case 

scenarios related to ethics dilemmas such as issues of safety, design standards, and constraints of 

cultural norms. A participant reads a scenario and is then presented with twelve unique items that 

may bear on an ethical decision about the dilemma (Odom & Zoltowski, 2019). The participant is 

then asked to rate each item on an ordinal scale in reference to how significant they think the item 

is when considering how to respond to the dilemma, after which they are asked to rank the top four 

items which they reasoned to be most important. In a similar format, in the EDM, participants 

receive twelve scenarios relevant to their field research setting (i.e., health, social, or biological 

science). Each scenario provides contextual and background information for six ethical (and 

technical) events that followed. For each event, six to eight action items are provided to 

participants as a potential response to resolve the issue. They are then asked to select two different 

responses that they felt would most likely resolve the problem. Other classic closed-ended formats 

ask respondents to rank a series of statements in terms of their perceived importance of ethical 

reasoning and their confidence in applying the ethical reasoning process as on the SER (Lewis et 

al., 2019). For more open-ended formats, participants can receive case scenarios related to industry 

and respond to a prompt to ñreflect on the situation, and write down at least 3 issues you are 

concerned with and/or questions you may have about the situation, and please be as descriptive as 

possibleò (Sands II et al., 2020, p.9). For a second example, in the Moral Judgment Interview 

(MJI), three hypothetical moral dilemmas are presented to participants in an oral interview (Colby 

et al., 1983). Each dilemma is then followed by 9-12 standardized probe questions designed to 

elicit participantôs moral judgment process. 

Of course, most of these assessments build upon various theoretical frameworks. Many 

assessments refer to a neo-Kohlbergian moral development theory (Colby et al., 1983), e.g., DIT, 

EERI, SER, SRM, and ESIT. The ethical sensitivity and moral imagination framework developed 
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by Johnson and Werhane (Johnson, 1994) is a second example and is used as the foundation for 

TESSE. A third is Terenzini and Reasonôs College Impact Model (Terenzini & Reason, 2005), as 

applied in SEED. The TESC uses Restôs four component model of cognitive moral development 

(Rest, 1986). Finally, some reference taxonomies such as the taxonomy of ethical behavior from 

(Helton-Fauth et al., 2003) or even Bloomôs taxonomy, as mentioned above. 

Finally, one can categorize ethics assessment methods by their original target populations. 

For example, the EERI, SEED, TESSE, and ESIT have each been developed (or used) with 

undergraduate engineering students (Borenstein et al., 2008, 2010 Finelli et al., 2012 Odom & 

Zoltowski, 2019). The DTEC on the other hand has been used with undergraduate students 

working in design teams (Oakes et al., 2011). On the other end of the higher education spectrum, 

the SkillSET has been used with graduate and professional students (Berry et al., 2013). Some 

instruments have been used across that spectrum, such as the PMEAR (Rudnicka et al., 2013). 

Finally, others such as the SER and the ESIT have been applied beyond engineering to students 

across STEM disciplines. 

Despite the availability of the aforementioned ethics assessment methods, case studies are 

one of the most common methods to teach and assess ethics in engineering programs. Illustrating 

this point, in a literature review study of ethics education interventions, Hess and Fore (2018) 

found that 80% of reviewed papers in their study of ethics interventions incorporated case studies 

as the way to teach and to assess engineering ethics content. Therefore, due to common teaching 

and assessment method and availability of student responses, I selected an engineering ethics case 

study as a use case for demonstrating my NLP approaches. 

2.9.2 Ways of Applying and Accessing Case Studies  

(Hess and Fore, 2018; Hess et al., 2021) and (Martin et al., 2021) have categorized case 

studies used in engineering ethics in the US and Irish engineering education contexts, respectively. 

The authors used the following categorizing variables: (a) historical versus hypothetical, (b) thick 

information versus thin information, (c) evaluative versus participative, and (d) featuring macro 

issues versus micro issues. As an example, (Ermer, 2004) is a hypothetical, thin information, 

participative case study featuring a micro issue about a catalyst used in a product. Engineering 

ethics cases typically include individualistic, hypothetical, and historical scenarios (Hess and Fore, 

2018; Hess et al., 2021; Martin et al., 2021). Martin et al. (2021) concluded that their study faculty 

participants highlighted the need to switch from hypothetical scenarios towards more realistic case 

settings. 
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2.10. Existing Systems Thinking Assessment Methods  

Systems thinking educators use a battery of measurement methods to assess studentsô 

learning outcomes in systems thinking-related courses. Demonstrating this point, Dugan et al. 

(2021) conducted a systematic literature review of 27 systems thinking assessments in engineering 

and found that 16 of the 27 assessments targeted professionals and/or postsecondary students in 

engineering. In this section, I categorize (and summarize)ðsimilar to ethics assessments in the 

previous sectionðthe systems thinking assessments used in the engineering education context. I 

have categorized systems thinking assessments across the following dimensions: (i) theoretical 

constructs measured, (ii ) measurement methodology, (ii i) format, and (iv) medium used for student 

responses submission.  

The first categorizing variable I used is theoretical constructs. Commonly measured 

constructs in systems thinking assessment instruments are (a) ability to identify elements of 

systems and (b) ability to identify relationships at various levels for constructing a problem space 

with specific boundaries between the elements of systems. However, the terminology used to refer 

to these two constructs varies across assessment instruments. For instance, (a) is termed as 

individual objects and processes in the Systems Thinking Assessment Rubric (STAR) (Lavi et al., 

2020, 2021) and concepts in the Systemic Synthesis Questions (SsynQs) (Hrin et al., 2016). Other 

instruments used the following terminologies: components, system structure, key variables, and 

terms (Brandstädter et al., 2012; Hrin et al., 2016; Keynan et al., 2014; Lavi et al., 2020, 2021; 

Meilinda et al., 2018; Rehmann et al., 2011). Related to (b), instruments not only recognize 

relationships between system elements but also levels of relationships. These levels of 

relationships are key to characterizing complexity of identified systems or problem spaces. For 

example, the Climate Change Systems Thinking Instrument (CCSTI) includes both identifying 

relationships within one level of organization and analyzing those relations across different levels 

of organization (Meilinda et al., 2018). Likewise, the STAR instrument asked participants to 

examine structural and procedural relations within individual objects and processes. Additionally, 

participants were instructed to include the refinement of those relations into hierarchical functions 

(Lavi et al., 2020, 2021). Grohs et al. (2018) included a separate section in their scoring rubric that 

checks if participant responses are aligned across different aspects of systems thinking skills in 

their response. Taylor et al. (2020) considered identifying roles/purposes for each system element 

as part of the relationship construct. Lastly, feedback loops represent advanced forms of 

relationships between system elements. Identifying those feedback loops was explicitly included 

in the evaluation rubrics of (Davis et al., 2020; Hu & Shealy, 2018; Meilinda et al., 2018; Sweeney 

& Sterman, 2000).  
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In addition to constructs (a) and (b), another theoretical construct measured in systems 

thinking assessments is the identification of factors that influence a given system or problem space. 

Many assessment methods go beyond the traditional technical factors and include social, 

economic, environmental, political, and legal aspects of a given problem space. Frank (2010) 

referred to these factors as engineering and non-engineering consequences. Jaradat (2014) labeled 

them as non-technical issues, while (Camelia et al., 2018; Camelia & Ferris, 2018) described them 

as political, social, and environmental responsibilities. Notably, both Grohs et al. (2018) and Hu 

& Shealy (2018) incorporated contextual aspects throughout their scoring rubric, and explicitly 

included the identification of stakeholders in rubrics. In the case of Hu and Shealy (2018), 

stakeholder considerations were one of several dimensions influencing a holistic score. 

Meanwhile, Grohs et al. (2018) evaluated awareness of stakeholders as a distinct construct.  

Lastly, another construct measured in assessment methods was temporal awareness, which 

is an ability to account for dynamic behavior of elements, relationships, and influencing factors. 

For example, Grohs et al. (2018) included an assessment question about identifying both short-

term and long-term goals and consequences. Another assessment that emphasized time was 

(Keynan et al., 2014) that involved thinking temporally as an advanced systems thinking 

competency. Furthermore, STAR included temporary objects and decision nodes as a systems 

thinking attribute in its rubric (Lavi et al., 2020, 2021).  

The second categorizing variable I used is measurement methods. The constructs of 

systems thinking have been measured in various ways, including behavior-based, preference-

based, self-reported, and cognitive methods (Dungun et al., 2021). In their systematic literature 

review of systems thinking assessments in engineering, Dungun et al. (2021) concluded that 19 

out of the 27 instruments included in their review paper were behavior-based. Behavior-based 

measurement methods evaluate a participantôs knowledge or skill based on their performance in 

specific tasks such as drawing a concept map, answering open-ended questions, or completing a 

fill -in-the-blank activity. Examples of behavior-based systems thinking instruments include the 

CCSTI and the STAR; the former includes multiple-choice questions, while the latter encompasses 

concept-mapping (Meilinda et al., 2018; Lavi et al., 2020, 2021).   

Second, preference-based assessments aim to characterize individualsô values and 

aptitudes towards systems thinking perspectives. These instruments require participants to indicate 

the extent to which a statement aligns with their values and interests on a scale (Camelia et al., 

2018; Kordova & Frank, 2018). For instance, Castelle & Jaradat (2016) developed participantsô 

systems thinking profiles based on their responses to 39 binary questions presented in a 
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cybersecurity case scenario. This method of developing a systems thinking profile is also 

integrated into the authorsô virtual reality gaming-based assessment (Jaradat et al., 2019).  

Interestingly, Dungun et al. (2021) compared behavior- and preference-based assessment methods 

in engineering and found that preference-based assessments tended to push beyond a narrow 

technical focus more than behavior-based assessments. However, as mentioned earlier, the 

majority of systems thinking assessments are behavior-based. This suggests that engineering 

educators may undervalue the importance of considering broader contextual aspects of a problem 

when evaluating systems thinking skills in engineering students.  

Third, self-reported assessments ask participants, rather than an external observer, to 

provide their own evaluations of their understanding and knowledge of systems thinking 

competencies.  For example, Hadgraft et al. (2008) asked students to rate their learning of 14 

systems thinking skills. Similarly, the Engineering Systems Thinking Survey, developed by Degen 

et al. (2018), was divided into two sections. The first section contains Likert-scale questions on 

self-efficacy regarding systems thinking skills, while the second section measures knowledge and 

skills through multiple-choice questions. However, Davis et al. (2023) compared performance of 

engineering students on a selfreport assessment and a scenariobased assessment used in 

engineering education. Their findings indicated that solely using self-report assessments have 

limitations and suggested educators should incorporate other assessment formats. Fourth, 

cognitive-based assessments measure brain activity during solving systems thinking problems. An 

example of this approach is Hu and Shealyôs Assessment (2018), where participants wore a 

functional near-infrared spectroscopy (fNIRS) cap to monitor brain activity during concept 

mapping activities. 

The third categorizing variable I used is format. Instruments can also be categorized based 

on their format into either closed- or open-ended types. For closed-ended instruments, participants 

are presented questions with predefined answers or are asked to complete missing information. 

Keynan et al. (2014) is an example of the multiple-choice format, in which participants were 

presented with 15 terms related to an ecosystem. They were instructed to select three terms from 

the list, and among the three chosen terms, two needed to be similar to each other but different 

from the third term. Another example of a multiple-choice assessment is the CCSTI instrument 

(Meilinda et al., 2018). Example assessments of the fill -in-the-blank format are (Hrin et al., 2016; 

Sweeney & Sterman, 2000; Timofte & PopuἨ, 2019), where participants were provided a diagram 

or graph for completion.  



 

48 

 

The primary examples of open-ended assessments are scenario-based instruments. In these, 

participants are presented with a realistic or fictitious problem followed by a series of open-ended 

questions. Open-ended questions can vary in their complexity and the degree of scaffolding 

provided to elicit participant responses. For instance, the Systems Assessment Test (SysTest) used 

a single prompt where, after reading a customer needs statement, students were directed to describe 

the system (Tomko et al., 2017). Conversely, Grohs et al.ôs (2018) assessment instrument consisted 

of multiple prompts designed to operationalize systems thinking constructs, using the scenario of 

heating problems in the fictitious town of Abeesee. Davis et al. (2020) developed an assessment 

tool which comprised several paragraphs describing the real-world shrinkage of Lake Urmia in 

northwest Iran. Apart from written responses, one part of the Brandstädter et al. (2012) instrument 

asked participants to draw non-directed concept maps after reading a scenario about the Blue 

Mussel in the sea ecosystem.  

The fourth categorizing variable I used is medium used for response submission. One could 

categorize assessment methods based on the medium used to represent participant responses, 

which include textual, oral, visual, and simulation. First, (Davis et al., 2020; Grohs et al., 2018) 

are examples of instruments where participants conveyed their response in textual medium. 

Second, (Rehmann et al., 2011) asked students to submit their responses as oral presentations. 

Third, visual-based responses vary in the degree of structure provided to draw visuals. For 

example, the STAR instrument follows a highly structured conceptual model approach based on 

object-process methodology (Lavi et al., 2020, 2021). Conversely, (Vanasupaa et al., 2008) 

allowed participants to draw free-form rich visuals. Fourth, (Brandstädter et al., 2012) and (Hu & 

Shealy, 2018) blended both concept-mapping and written mediums. Lastly, Jaradat et al. (2019) 

used a virtual reality gaming environment where counts of touch controller characterized how 

students react to uncertain situations. 

2.11. Chapter Summary 

The NLP field has evolved from rule-based to statistics-based to modern TLLMs. This 

development has enabled researchers to develop computer applications that can process, 

understand, and generate human language in more flexible and comprehensive ways. This 

chronological development in the NLP field coincides with how NLP tools have been incorporated 

into open-ended educational assessment. In the last fifty years, NLP and education researchers 

have used a variety of lexical and syntactic text features, combined with both supervised and 

unsupervised ML approaches to assess studentsô written responses. Despite their useful 

performance in some contexts, lexical features can still fail to capture the meanings of sentences, 

and syntactic features can only do so to a limited degree. On the other hand, capturing how 



 

49 

 

studentsô responses and reference responses are connected not by their words or sentence structure 

but by their meaning and concepts, can significantly enhance the performance of automatic grading 

of student written response. To achieve this purpose, TLLMs have been used recently. Given that 

TLLMs have been available in the last five years, there is a significant lack of research related to 

integrating TLLMs in the evaluation of open-ended case scenarios, broadly within engineering 

education. My dissertation study aim to fill this research gap. 
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Chapter 3: Research Methods 

3.1. Chapter Overview  

In Chapter 3, I describe the methodology used to answer my RQ. First, I describe two use 

cases and provide my rationale for selecting question prompts from those to demonstrate 

application of my NLP approach. Next, I discuss steps involved in data analysis. These sequential 

steps are as follows: (i) pre-processing of text, (ii) developing example banks through two 

approaches: (ii -a) human in the loop natural language processing (HILNLP),  and (ii -b) traditional 

qualitative coding, and (iii) assigning codes to unlabeled student responses through two NLP 

methods: (iii -a) k nearest neighbor, and (iii -b) zero-shot classification. Finally, I elaborate the 

procedure to evaluate accuracy of those assigned codes to answer my RQ. Notably, I document 

not only the NLP algorithms used to implement the aforementioned steps, but also provide a 

detailed justification of the choices I made when using those NLP algorithms in this study. This 

detailed memo-ing is helpful for researchers and practitioners to transfer or adapt my NLP 

approach in their own settings.    

3.2. Cases Scenarios  

In my dissertation, I applied and evaluated NLP approaches to student written responses to 

the following two case scenarios: (i) the Big Belly Trash Can Ethics Case Scenario, and (ii) 

Abeesee Village Systems Thinking Case Scenario. Details about these two case scenarios are 

provided below. 

3.2.1 Big Belly Trash Can Ethics Case Scenario 

The first-year engineering program (FYE) in the Department of Engineering Education at 

Virginia Tech teaches students an ethics module. The module comprises a case-based instructional 

design of two hours in a semester. For the assessment of the ethics module, the majority of the 

FYE instructors use an ethics case study. While there are several cases that instructors might use, 

the most popular one is the Big Belly Trash Can ethics case. After reading the case and its related 

material, the students are required to submit their written responses to question prompts about: (a) 

recognition of an ethical issue, (b) identification of a stakeholder, (c) possible decisions according 

to various ethical decision-making theories, and (d) consequences of those decisions on various 

stakeholders. Students are also given the grading rubric to follow for writing their responses. The 

case scenario and question prompts are provided in Appendix A.  

To collect studentsô submissions, Dr. Katz as principal investigator (PI), and I as co-PI 

received a VT Institutional Review Board determination of ñNon-human subject researchò (IRB 

#22-092) for a project titled, ñAssessing Ethical Decision Making in Engineering Education.ò 

Under this project, I collected studentsô submissions to the Big Belly Trash Can case scenario from 
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the FYE instructors for Spring 2021 and Spring 2022. I used only responses from students who 

consented to participate in research associated with the class, resulting in a total of 755 student 

responses in this study. Of these 755 responses, 550 were from students of Spring 2022 and 205 

were from students of Spring 2021. 

3.2.2 Abeesee Village Systems Thinking Case Scenario 

Grohs et al. (2018) developed a case scenario to assess systems thinking competencies. The 

scenario is framed in a community setting, the fictitious town of Abeesee (pronounced like 

A.B.C.), facing heating issues in harsh winters. The respondentsô reasoning process is captured 

through their written responses to the question prompts, which are distributed across the following 

three phases: (1) processing, (2) response, and (3) critique. First, in the processing phase, the 

question prompts are about the identification of the problem, stakeholders, and respondentsô 

decision-making process and its goals. Second, in the response phase, the question prompts ask 

respondents to (a) outline a plan addressing the identified problem, (b) anticipate challenges in 

implementing their proposed plan, and (c) list potential measures of successful outcomes. Lastly, 

in the critique phase, someone elseôs solution is given to respondents, and they (i) interpret its 

goals; (ii) predict its unintended consequences, and (iii) judge the adequacy of resources in the 

given solution implementation. The case scenario and question prompts are given in Appendix B.  

In my dissertation, I used 424 studentsô responses to the Abeesee case scenario that were 

collected by Grohs and his team in the project titled (IRB# 20-688), ñSolving Complex Problems 

through Transdisciplinarity.ò These 424 students were from two settings: (a) 262 students from 

the Virginia Tech Rising Sophomore Abroad Program between 2017 and 2022, and (b) 162 

students from statistics and human development related undergraduate courses at Virginia Tech in 

Spring 2021. 

3.3. Dividing Student Responses into Training and Testing Datasets 

In NLP studies, it is common practice to divide the total dataset into two samples: one for 

training NLP algorithm and the other for its testing. Following this practice, I divided the collected 

student responses in this study into these two samples. Notably, in this study, the training sample 

represents the dataset that was used to develop example banks, while the testing sample represents 

withheld student responses that were labeled through my NLP approach. I used the collection- 

setting-context as the demarcation for dividing the collected student responses into training and 

testing samples. For instance, in the Big Belly Trash Can case scenario, I used student responses 

from Spring 2022 for developing the example bank and from Spring 2021 for assigning codes 

using my NLP approaches, as shown in Table 3.1. I chose the collection-setting-context as 
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demarcation line for training and testing samples to demonstrate that the example bank developed 

using student responses in one classroom setting could be used to analyze student responses from 

other classroom settings, if both samples belong to the same case scenario. 

Table 3.1: Counts of Studentsô Responses for Each Case Scenario, Training, and Testing 

Samples   

Case Scenario 
Total Student 

Responses  
Used in Example 

Bank  
Used for Testing    

Big Belly Solar Trash Cans 755 550 205 

Collection-Site-Context  Virgnia Tech 

First-Year 

Engineering  

course in  

Spring 2022 

First-Year 

Engineering  

course in  

Spring 2021 

Abeesee Village Systems 

Thinking 
424 262 162 

Collection-Site-Context Virginia  

Rising 

Sophomore 

Abroad Program  

Statistic and 

Human 

Development 

courses   

3.4. Selecting Question Prompts from Case Scenarios 

Given the response counts listed in Table 3.1 for each case scenario, the original data for 

both case scenarios were collected as student assignments but not with the explicit purpose of 

being used in research related to the NLP like this dissertation study. The NLP approaches that I 

tested work best when the respondent focuses on one idea at a time. As such, some of the question 

prompts were phrased in a suboptimal manner for the NLP approaches. This is because students 

might have described multiple ideas in a single short sentence, which could sometimes lead to 

noisy performance of the NLP approaches. This challenge of eliciting multiple pieces of 

information at once due to the question phrasing and response format is an inherent limitation of 

my dissertation study. Therefore, I selected question prompts from both case scenarios where 

student responses tended to be more structured and focused on one idea at a time (at least in a 



 

53 

 

parseable manner). These selected prompts provided the best opportunity to demonstrate how the 

NLP approaches could perform thematic analysis of student responses. 

For the ethics case scenario, I used studentsô responses to the following two question 

prompts (out of a total of six): (i) identify an ethical dilemma, and (ii) identify a stakeholder and 

explain the impact on the stakeholder. These two question prompts including their abbreviations 

used to reference them throughout this study are listed in Table 3.2 and highlighted in Appendix 

A. This table will be a useful reference for the reader in Chapter 4 when analyzing the results. 

Table 3.2: The Selected Question Prompts from Case Scenarios and their Abbreviations 

Case Scenario Question Prompt Abbreviations 

Big Belly Solar 
Trash Cans 

 

Ethical dilemma is clearly and thoroughly identified and related to the 
case study. 

ethics_q1 

A clear description is included of a stakeholder, including how they 
are related to the case study. Their relationship to the ethical 
issue/dilemma is clearly explained. 

ethics_q4 

Abeesee 
Village 
Systems 
Thinking 

 

Given what you know from the scenario, please write a statement 
describing your perception of the problems and/or issues facing 
Abeesee. 

sys_q3 

What additional information do you need before you could begin to 
develop a response in Abeesee? Consider both detail and context of 
the problems/issues you identified. 

sys_q4 

What groups or stakeholders would you involve in planning a 
response to the problems/issues in Abeesee? 

sys_q5 

Please briefly describe the process you would use planning a response 
to the problems/issues in Abeesee. 

sys_q6 

What would you expect a successful plan to accomplish? sys_q7 

What challenges do you see in implementing your plan? What are the 
limitations of your approach? 

sys_q11 

 

For the systems thinking case scenario, I used student responses to all question prompts 

except, (i) ñGiven what you know and a budget of $50,000, develop a plan that would address the 

Abeesee situation....Use a numbered, step-by-step guide, and recipe style to explain your response 
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planò and (ii) critique phase question prompts (Grohs et al., 2018, p. 118). This means that I used 

only six question prompts (out of a total of 13) from the systems thinking case scenario. These 

question prompts with the abbreviations used to reference them throughout this study are also 

listed Table 3.2 and highlighted in Appendix B. 

3.5. Data Analysis 

To answer my studyôs sub-RQs, the data analysis comprised four processes as shown in 

Figure 3.1ðpreviously captioned as Figure 1.1 in Chapter 1:. First, I pre-processed the raw text 

data before passing it to the NLP workflow. Second, I developed the example banks to identify 

themes in the studentsô responses with two procedures: (a) HILNLP and (b) traditional qualitative 

coding. In the third step, I assigned labels to unlabeled studentsô responses using the example bank 

with the following four NLP approaches: (i) k Nearest Neighbors (kNN) top score (k=1), (ii) kNN 

majority vote (k=3), (iii)  Zero-shot Classification (ZSC) (multi-label=false), (iv) ZSC (multi-

label=true). Notably, the kNN approaches took input of both sentences and their labels from the 

example bank. On the other hand, the ZSC approaches took only the input of labels from the 

example bank. Lastly, I read those (newly) labeled studentsô responses to evaluate whether the 

codes assigned to those responses through the kNN and ZSC approaches were accurate or not. 

Here, accuracy meant that the assigned code represented the idea expressed in student responses. 

Figure 3.1: Overview of Data Analysis Steps 
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For the technical implementation of the data analysis steps shown in Figure 3.1, I used 

Google Colab notebooks, written using a combination of the R and Python programming 

languages. I describe the technical implementation of the four steps of data analysis below. 

3.5.1 Pre-processing of Text 

For both case scenarios, I collected studentsô assignments as pdf files from instructors. I 

skimmed the pdf files to see how consistent formatting was among studentsô submissions. In the 

case of the ethics scenario, there was a wide variation in the formatting that would have been 

problematic for downstream NLP tasks. I decided to resolve those formatting issues in studentsô 

submissions. I converted the original pdf files into txt files and then manually added unique symbol 

patterns, both at the start and end of each questionôs answer, to be able to separate studentsô 

responses to the question prompts. With the help of those symbol patterns, I extracted each 

studentôs answer to each of the two question prompts. These excerpts were then cleaned to remove 

Arabic numerical symbols such as ñ[1], ñ[2]ò, etc., or legend symbols. In the case of the systems 

thinking scenario, studentsô responses had fairly consistent formatting for each question prompt. 

Here, a noteworthy step in data analysis was that studentsô responses were typically a single 

block of text which may or may not have consisted of multiple sentences. Before passing these 

blocks of text to the NLP processes, I had three options to choose from: (a) no split of a single 

contiguous block of text, (b) split at sentence level via spaCyôs sentence segmenter (Honnibal & 

Montani, 2017), or (c) split at phrase level within a sentence via punctuation of a comma, as shown 

in Figure 3.2. The purpose of splitting was to optimize the performance of the NLP approaches 

because they worked best when the input text focused on one idea at a time. A block of text (e.g., 

a paragraph or a sentence) might have expressed multiple topics at a time, but the vast majority of 

single phrases or some sentences might have expressed fewer (i.e., only one) topics. From (a)-(c), 

which option worked for what type of question prompt to thematically analyze studentsô responses 

was an open question that I addressed on a question-by-question basis, as provided in Table 3.3. 
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Figure 3.2: Options for Pre-processing of Raw Text Corpus 

 

As given in Table 3.3, for all question prompts from both case scenarios, except sys_q4 

and sys_q5, I segmented the responses at the sentence level using spaCyôs sentence segmenter. 

However, for sys_q4 and sys_q5, I segmented the student responses at phrase level within a 

sentence using commas as delimiters. I took this approach because these questions asked students 

to list additional information or stakeholders, which students typically listed as (proper) nouns 

separated by commas within single sentences. Conversely, for all other question prompts, splitting 

at the phrase level might disrupt the reasoning students developed across sentence(s). 

Table 3.3: Pre-processing Methods used for Question Prompts  

Pre-processing Method Question Prompt  

Split at sentence level via spaCyôs 
sentence segmenter 

ethics_q1 

 ethics_4  

sys_q3 

sys_q6 

 sys_q7 

 sys_q11 

 

Split at phrase level within a sentence 
via punctuation of a comma 

sys_q4  

sys_q5 
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3.5.2 Developing Example Bank  

To label student responses through the NLP approaches, first, I developed an example bank 

for each of the question prompts that I selected for my dissertation study. The purpose was to 

develop a saturated space (that covered all possible aspects) of responses with assigned labels to a 

question prompt. For example, in the systems thinking case scenario, there was one question 

related to stakeholders: ñWhat groups or stakeholders would you involve in planning a response 

to the problems/issues in Abeesee?ò The example bank of this question prompt (an abridged 

version is shown in Table 3.4) included sentences related to the following labels: builders, 

businesses, charities, citizens, consultants, donors, energy companies, engineers, environmental 

groups, etc. After developing the example bank, unlabeled responses were matched to those 

example responses in the example bank for assigning labels. I described those matching processes 

in the section 3.5.3 on labeling the unlabeled student responses.  

Table 3.4: Preliminary Codebook for a Question Prompt* of Systems Thinking Scenario  

Example Bank Sentences  Example Labels 

people who run businesses in that part of the town Businesses 

a professional charity society that helps these people like Mercy medical. Charities 

I would involve the Abeesee People Citizens 

outsiders who can be brought in to consult about solutions Consultants 

*What groups or stakeholders would you involve in planning a response to the problems/issues in Abeesee? 

 

To develop example banks, I utilized the following two approaches, as depicted in Figure 

3.3, depending on the question prompt: (i) HILNLP approach, and (ii) traditional qualitative 

coding. For all question prompts considered in this study except ethics_q1, the HILNLP was used 

to develop example banks, as provided in Table 3.5. For ethics_q1, I developed the example bank 

with traditional qualitative coding procedure. I give details of (i) in section 3.5.2.1 and (ii) in 

section 3.5.2.2.   
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Figure 3.3: Methods for Developing Example Bank  
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Table 3.5: Counts of (Parsed) Student Responses in Example Bank and With-held Samples  

Question Prompt  
Method Used for Developing 

Example Bank  

Counts of  Labeled 

Statements in Example 

Bank 

Counts of  

Unlabeled 

Statements in 

With -held Sample 

ethics_q1 
Traditional Qualitative 

Coding  
743 911 

ethics_q4 

HILNLP  

2185 1036 

sys_q3 401 247 

sys_q4 1182 440 

sys_q5 900 396 

sys_q6 913 336 

sys_q7 478 188 

sys_q11 712 282 

3.5.2.1. Example Bank via the HILNLP Approach 

From the dataset of each case scenario, I sampled studentsô responses to develop an 

example bank through the HILNLP workflow as I have described in Section 3.3. For example, in 

the Big Belly Trash Can case scenario, I used student responses from Spring 2022 for developing 

the example bank using the HILNLP approach. Next, I explained the technical implementation of 

the HILNLP.    

Technical Implementation of the HILNLP workflow.  

The technical implementation of the HILNLP workflow was completed through the 

following six sequential steps: (a) sentence embedding, (b) dimension reduction, (c) clustering, (d) 

LexRank summary, (e) LexRank summary labeling, (f) augmentation. 

Sentence Embedding. I embedded the pre-processed textðsentences of studentsô written 

responsesðinto a 768-dimensional vector space using pre-trained Microsoftôs Masked and 

Permuted Pre-training for Language Understanding (MPNet) (Song et al., 2020). The pre-training 

meant that these models had been trained on large corpora of text (e.g., all of Wikipedia) to 
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generate embeddings and therefore allowed easy off-the-shelf use. These embeddings were 

intended to be high-dimensional abstract representations of text in a vector space. A less 

mathematical way of stating the preceding sentence was that we wanted to try and represent each 

response with a long array of numbers. What each of those numbers meant by itself was not 

particularly important. The key was in how each of those arrays of numbers (i.e., numerical 

representations of the sentences) related to each other. The advantage of this sentence embedding 

into vector space was that it enabled mathematical operations (e.g., clustering, cosine similarity 

for semantic similarity) on the subsequent numerical representations of the text.  

Dimension Reduction. Theoretically, the clustering could have taken place in this original 

embedding space. Historically, clustering algorithms suffer in higher (768) or intermediate 

dimensional spaces (in the range of 50-100) since every point (i.e., text embedding) is far from 

every other pointðthe phenomenon defined as the curse of dimensionality (Assent, 2012; 

Bellman, 2017). Therefore, this reduction process aimed to project the original text embeddings 

into a lower dimensional space where clustering could meaningfully occur. First, I used Principal 

Components Analysis (PCA) to reduce the original embedding space (d=768-dimensional space) 

into an intermediate embedding space (in the range of 65-80 dimensions) (Jolliffe, 2002; Sankaran, 

2022). Second, I used the Uniform Manifold Approximation and Projection (UMAP) to reduce the 

intermediate embedding space (d=768-dimensional space) to a lower dimensional space (d=5) 

because UMAP worked well only up to fewer than 100 dimensions (Allaoui et al., 2020; McInnes 

et al., 2020). The combination of PCA and UMAP rendered minimum loss of information during 

dimension reduction. After those dimensionality reduction steps, the data was ready for clustering. 

Clustering. I used a Hierarchical Agglomerative clustering algorithm with Ward linkage 

to discover semantic groupings in the studentsô responses(Murtagh & Legendre, 2014). The 

resultant clusters theoretically had semantically homogeneous texts within a cluster without 

necessarily relying on syntactic similarity. For example, in our paper (Shakir et al., 2022), we 

explored the perspectives of undergraduate students about the roles of social class, gender, and 

race in shaping their educational experiences. We used the HILNLP workflow to analyze studentsô 

interview transcripts. With the workflow I used for my dissertation and for the aforementioned 

paper, Student Aôs response, ñI think income level is kind of related to what you are getting now 

in terms of financial resourcesò, and Student Bôs response ñBecause like, money indeed buys you 

opportunities.ò were clustered together. This was because the combination of steps including word 

embedding to dimension reduction to clustering could identify those statements as discussing the 

same theme, even though the two responses shared no words in common. In short, the HILNLP 

workflow that I used for my prior paper and this dissertation study received raw texts and produced 
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suggested groupings of those texts to which a human user could ascribe specific meanings. I then 

described the process of identifying the themes in each cluster. 

LexRank Summary and its Coding. With the clusters now formed, I needed to 

summarize the themes discussed. To do this, one had several options belonging to either 

abstractive or extractive summarization. I used LexRank, an extractive text summarization process 

that produced document summaries without paraphrasing information. The LexRank algorithm 

does this by identifying and sub-setting the most salient sentences in the original document(s) 

(Erkan & Radev, 2004). Using the LexRank approach, I identified representative student responses 

from the clustering results. The ultimate output from this process was a subset of studentsô 

responses to which I assigned labels and made an initial example bank. I did this by reading each 

studentôs response to assign it a label. My advisor performed member checking for the quality of 

that coding process(Creswell & Poth, 2016; Lincoln & Guba, 1985). I counted the number of 

response sentences by each label in the example bank. It is noteworthy here that I decided to have 

at least five instances of response sentences in the example bank for each label. When there were 

fewer than five instances for a label, I augmented the example bank with my written sentences that 

should have expressed the same idea in other words. I added special identification digits to those 

sentences to separate them from student responses. Next, I describe how I also developed an 

example bank with the traditional qualitative coding method.  

3.5.2.2. Example Bank via Traditional Qualitative Coding  

To consider whether the codebook generation process impacted the labeling outcomes, I 

also used a traditional qualitative coding approach to label 550 student responses for the ethics_q1 

question prompt. I suggest this number sufficed to develop a saturated example bank that covered 

all aspects of responses to the question prompt. I uploaded the data in Dedoose for traditional 

thematic analysis (Clarke & Braun, 2017). I read studentsô responses, defined and assigned codes, 

and selected excerpts. I iterated on these processes to refine and merge codes. When I observed 

that new codes were not emerging from the data, I downloaded all codes and their excerpts from 

Dedoose as an initial example bank. It is noteworthy to contrast example banks developed with 

both the HILNLP and traditional qualitative coding method, to which I turned next.   

3.5.2.3. Comparing the Example Banks developed with HILNLP and Traditional 
Qualitative Coding    

In traditional qualitative coding, a qualitative code (or thematic) unit can be a phrase, a 

sentence, or multiple sentences, depending on researcher judgment. In contrast, in the HILNLP 

approach the text prior to coding was preprocessed and segmented either at the sentence or comma 
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level. Therefore, assigning a single code to multiple sentences simultaneously was not an option. 

In this dissertation study, the primary difference between example banks developed using the 

traditional qualitative coding method and the HILNLP method is as follows: in the former, labeled 

example responses might contain one or more sentences, whereas in the latter, labeled example 

responses include a phrase or a single sentence. The final counts of example responses included in 

example banks are listed in Table 3.5. Using these example responses, next I describe the NLP 

approaches used to code unlabeled (or new) student responses. 

3.5.3 Labeling the Unlabeled Student Responses 

First, the withheld student responses were pre-processed with the method described in 

Section 3.5.1ðsimilar to student responses used in example banks. The counts of these pre-

processed unlabeled response sentences are given in Table 3.5. Next, these unlabeled (or new) 

responses were matched with example responses using the following two NLP methods: (a) kNN 

(Hechenbichler & Schliep, 2004) and (b) ZSC (Pushp & Srivastava, 2017; Yin et al., 2019). When 

one compared (a) and (b), it is worth noting that (a) needed an example bank with both sentences 

and labels. On the other hand, (b) needed just the labels themselvesðand this made it more 

resource efficient than (a). This was because, in the case of the ZSC approach, one could start the 

thematic analysis with just a preliminary list of candidate labels and not need example sentences. 

Moreover, in the kNN approach, there was no guarantee that all responses would get a label. At 

least with the ZSC approach, everything would get a labelðthough there was an expression of 

uncertainty about the labelôs accuracy. This can be a tradeoff between the two approaches because 

it may not always be desirable to assign a label, such as in instances where there is ambiguity about 

the topics in an unlabeled response. I now describe the technical implementation of the kNN and 

ZSC approaches.  

3.5.3.1. k Nearest Neighbors (kNN) 

For the kNN methods for matching, the technical implementation included the following 

three steps: (a) sentence embedding, (b) calculating cosine similarity, and (c) assigning labels by 

either identifying the top score (k=1) or a majority vote (k=3). Notably, these methods applied one 

label to each student statement.  

Sentence Embedding. Similar to the HILNLP workflow, I embedded textðsentences or 

phrases from the unlabeled dataset and the example bankðinto a 768-dimensional vector space 

using the MPNet embedding model (Song et al., 2020). After embedding both data sets, I 

determined the semantic similarity between unlabeled sentences and labeled sentences using the 

cosine distance measure. 
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Cosine Similarity Score. I used the cosine distance measure between embedding vectors 

of labeled and unlabeled sentences. I chose this for two reasons: First, it is the most used distance 

measure among others (e.g., Euclidian distance, and Manhattan distance) in word embeddings to 

estimate the similarity of student and reference answers in ASAG (Putnikovic & Jovanovic, 2023). 

Second, tshe cosine distance is considered favorable as this does not include the length of text 

(magnitude of text vectors), which is regarded as irrelevant for measuring semantic similarity 

between two text statements (Kerkhof, 2020; Qiao & Hu, 2023). Theoretically, the similarity score 

ranged from 0 to 1. The maximum value, a similarity score of 1, represented the exact match 

between unlabeled and labeled sentences. As the similarity score between two sentences decreased 

from 1 to 0, we inferred that those two sentences did not match each otherðin other words, they 

were less likely to be about the same topic. Each unlabeled sentence had a similarity score from 

its comparison with each sentence from the example bank as shown in Figure 3.4. The question 

was which label of an example bank sentence should be assigned to an unlabeled sentence. To 

achieve this purpose, I used the following two kNN processes: (a) top score (k = 1) and (b) majority 

vote (k =3). 

Figure 3.4: Using kNN Process for Labeling Unlabeled Responses  
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Assigning labels Top Score (k =1). The unlabeled sentence was assigned the code of an 

example bank sentence for which it had the maximum similarity score. Likewise, in Figure 3.4, 

the unlabeled sentence was assigned label A because the unlabeled sentence had a maximum 

similarity score of 0.90 with labeled sentence 1. Theoretically, all unlabeled sentences in top score 

(k =1) method should match a response in the example bank, though the top similarity score can 

range from 1 to 0. Notably, I selected 0.70 as the threshold value of the top match similarity score 

to assign a code to the unlabeled sentences. Any unlabeled sentences with similarity scores below 

0.7 to example responses were not incorporated for subsequent analysis in this dissertation study. 

The rationale for this methodological decision was that the likelihood of an inaccurate label below 

this similarity score increases significantly based on my experience and judgment. After applying 

a threshold value of 0.70 similarity score in the kNN topscore method, the final number of (newly) 

labeled response sentences through the NLP method was lower than the number of input sentences 

for all question prompts investigated in this study. These counts are listed in Table 3.6.  

Assigning labels Majority Vote ( k=3). When k =3, first, the NLP method selected the 

three example bank sentences with the highest similarity scores with an unlabeled sentence. 

Among labels of those three example sentences, any label with a majority vote (2 or more) was 

assigned to the unlabeled sentence. For example, in Figure 3.4, the unlabeled sentence was 

assigned label B because it had the majority of 2. If any label did not have the majority vote (2 or 

more), the unlabeled sentence remained unlabeled. Letôs assume sentence 3 of the example bank 

in Figure 3.4 had the label C rather than B. In this case, the unlabeled sentence was not assigned 

any label among the three (A, B, C) because none of the labels had a majority. Similar to the top 

score kNN method, the number of (newly) labeled response sentences through kNN majority vote 

(k=3) was lower than the number of input sentences. These counts are listed in Table 3.6. 
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Table 3.6: Counts of Input and Output Sentences for NLP Approaches  

Question 
prompt 

Total 
Input (Parsed) 

Sentences 

Output -Assigned Labels   

Top Score  
(k=1)  

Majority 
Vote  
(k=3) 

ZSC 
(multi= 
False) 

ZSC  
(multi= 
True) 

ethics_q1 911 602 476 911 990 

ethics_q4 1036 659 899 1036 1053 

sys_q3 247 199 219 247 384 

sys_q4 440 259 381 440 716 

sys_q5 396 

 

267 

 

 

358 

 

396 

 

553 

 

sys_q6 336 213 198 336 1254 

sys_q7 188 152 152 188 302 

sys_q11 282 116 159 282 294 

3.5.3.2. Zero-shot classification (ZSC) 

Without task-specific training, the ZSC approach aims to associate an appropriate label to 

a text snippet using ready-made, pre-trained natural language inference (NLI) models (Yin et al., 

2019). In my dissertation study, this approach took the following inputs: (a) the studentsô sentences 

that I was interested in labeling and (b) the list of candidate labels from the example banks. As 

shown in Figure 3.5, consider the following example unlabeled text , ñhow cold does it get there?ò, 

and candidate labels ñtemperatureò (L1), ñresourcesò (L2), and ñlocationò (L3). The ZSC model 

embedded the unlabeled text and candidate labels into the same vector space. Then, first, the ZSC 

approach posed the unlabeled sentence (how cold does it get there?) as the premise. Second, the 

approach turned each candidate label (i.e., L1, L2, L3) into a hypothesis to determine whether the 

hypothesis was true or false given the premise. In the case of the example given in Figure 3.5, the 

ZSC approach constructed the following three hypotheses: 

Is the text ñhow cold does it get there?ò about temperature? 

Is the text ñhow cold does it get there?ò about resources?  

Is the text ñhow cold does it get there?ò about location? 
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Figure 3.5: Using ZSC Process for Labeling Unlabeled Responses 

 

Using the NLI models, the ZSC approach fitted discrete probability distributions to 

determine probabilities for labels (or the posed hypotheses). The NLI models had the following 

two options to determine probabilities: (i) multi-labels=false and (ii) multi-labels=true. Notably, 

(i) applied one label to each student statement, while (ii) applied more than one label to each 

statement. 

Assigning labels through ZSC (multi -labels=false). In this case, the NLI models fitted a 

single discrete probability distribution among all three candidates, as depicted on the left side of 

Figure 3.5. This meant that the sum of probabilities for L1, L2, and L3 was equal to one. I chose 

the single label with the highest probability (i.e., L1) to assign to the unlabeled sentence. Therefore, 

all input response sentences for each question prompts investigated in this study received one label 

through ZSC (multi-labels = false), as I listed these counts in Table 3.6.     

Assigning labels through ZSC (multi -labels= true). In this case, the NLI models fitted 

separately the Yes-No probability distribution to each of the candidate labels, as shown on the 

right side of Figure 3.5. I chose a threshold value of 0.90 for label probabilities to assign them to 

unlabeled sentences. This was because, according to my experience with the ZSC approach (multi 

labels = true), labels with probabilities above the threshold value of 0.9 were more relevant to 

unlabeled sentences. Likewise, for the example given in Figure 3.5, L1 and L3 were assigned to 
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the unlabeled sentence. To further illustrate the phenomenon of assigning more than one label to 

a single response sentence through ZSC (multi-labels=true), I gave two example response 

sentences for sys_q3 with their assigned labels in  

Table 3.7. Notably, ZSC (multi-labels = true) is the only NLP method among all four 

considered in this dissertation study where the number of output labeled sentences exceeds the 

initial input numbers as listed in Table 3.6.This is because ZSC (multi-labels = true) is only method 

among four NLP methods investigated in this study that can assign more than one label to a 

sentence.      

Table 3.7: Examples for a Question Prompt*  of Systems Thinking Case Scenario with 

ZSC (multi -label=true)  

(Parsed) Student Responses  Assigned Label 

They need a safe inexpensive way to heat their homes Affordability 

They need a safe inexpensive way to heat their homes Heat Availability 

The problem Abeesee people face is the isolation of their living 

spaces and the lack of wealth in the area. 
Poverty 

The problem Abeesee people face is the isolation of their living 

spaces and the lack of wealth in the area. 
Remote Location 

*Given what you know from the scenario, please write a statement describing your perception of the problems and/or issues 

facing Abeesee. 

 

3.6. Summary of Data Analysis   

In sum, for data analysis in my dissertation study I first pre-processed studentsô responses 

on a question-by-question basis. Second, I developed preliminary codebooks for question prompts 

that I selected for my dissertation study of ethics and systems thinking case scenarios. To develop 

example banks, I used traditional qualitative coding for the following one question prompt of the 

ethics case scenario: (i) identifying an ethical dilemma (ethics_q1). For all other question prompts, 

I used the HILNLP approach to develop example banks. Third, I used the kNN and the ZSC 

approaches to thematically analyze student responses. For the kNN approach, I used these two 

processes: (i) k=1 and (ii) k =3. For the ZSC approach, I used: (iii) multi-labels=false and (iv) 

multi-labels=true. I deployed (i)-(iv) for a total of eight question prompts (two for the ethics case 

scenario and six for the systems thinking scenario)ðthat I selected for my dissertation study and 

given in Table 3.2. Next, I describe the evaluation procedure to compare the accuracy of (i)-(iv) 
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for thematic analysis of student responses to each of the eight question prompts for the engineering 

case scenarios.  

3.7. Accuracy Evaluation Procedure  

After assigning labels to (parsed) student responses, I read each sentence or phrase to 

evaluate whether the assigned code represented the idea described in the sentence. If yes, then I 

assigned it a rating of an accurate label as 1. On the other hand, if not, then I assigned it a rating 

of an inaccurate label as -1. In between those extreme ratings, I had a third category of neutral as 

0. I used this category in instances of ambiguity or partial credit; for example, a sentence could 

have been about more than one idea, or the sentence itself might have been ambiguous. To 

demonstrate this evaluation procedure, Table 3.8. provides three example response sentences for 

ethics_q1 coded using the kNN majority vote (k=3) method along with their assigned accuracy 

ratings. For instance, in Table 3.8 the third example sentence discussed Wi-Fi and privacy issues, 

but it was assigned the ñaccess to incomeò label. Therefore, I rated this sentence as inaccurately 

labeled (-1) in my evaluation. Lastly, I used those numerical evaluation ratings to calculate the 

total number (and proportions) of sentences that were labeled (a) accurately, (b) inaccurately, and 

(c) neutral by the NLP approaches.  

Table 3.8: Evaluation Rating Example for a Question Prompt*  of Ethics Case Scenario  

Response Sentences 
Assigned 

Label 

 
Evaluation Rating 

I believe that the biggest ethical dilemma 
that is presented into this case study is the 
rejection of a source of income for the 
homeless that surround the urban areas 
around the bay. 

Access to 
Income 

 

Accurately 
Labeled 

True 
Positive 

1 

 

An ethical dilemma would definitely be 
seen the most within the homeless 
population. 

Access to 
Income 

 Partial Credit 
or 

Ambiguous 
Sentence 

Neutral 
0 

 

The wiý hotspot feature in these trash cans 
is the ethical dilemma from this case study 
that I am going to study. 

Access to 
Income 

 

Inaccurately 
Labeled 

False 
Positive -1 

* Identify Ethical dilemma related to the case study.  

The aforementioned quantitative evaluation procedure allowed me to answer my research 

questions in the following way. First, to answer sub-RQ1(How well do different NLP processes 
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(e.g., k nearest neighbors, zero-shot) label responses?), I selected a question prompt and compared 

its evaluation ratings across NLP approaches (i) kNN(k=1), (ii) kNN (k=3), (iii) ZSC (multi-labels 

= false), and (iv) ZSC (multi labels = true). Second, to answer sub-RQ2 (Does the answer to sub-

RQ1 vary by assessment questions in a case scenario?), I selected a case scenario and compared 

evaluation ratings across its question prompts for each of the NLP approaches from (i) to (iv). 

Third, to answer sub-RQ3 (Does the answer to sub-RQ1 vary by case scenarios? (e.g., Abeesee 

system thinking scenario vs ethics case scenario), I looked across all questions from both of the 

case scenarios. Then, I compared the evaluation ratings for each of the NLP approaches from (i) 

to (iv). Lastly, I summarized those evaluation ratings. I used this summary to develop the best 

practices to perform the thematic analysis of studentsô responses through the investigated NLP 

approaches. Those best practices answered my dissertationôs RQ: How can we apply the NLP 

approaches based on transformer-based language models to thematically analyze studentsô 

responses to open-ended question prompts of case scenarios?  Given details of my studyôs research 

design, I now mention limitations specific to the studyôs design that could qualify my results in  

Chapter 4. 

3.8. Study Method-specific Limitations 

This section includes the discussion about the studyôs design specific limitations. These 

are related to the following: (a) kNN method, (b) graphical or mathematical representations, (c) 

sentence or phrase level analysis, (d) subjective choices for the HILNLP and traditional qualitative 

coding procedures, and (e) comparison metrics and standardized data set.  

3.8.1 kNN Methodology  

The kNN approach does not label all sentences. This discrepancy can be attributed to the 

unbalanced example bank, which might show bias in terms of the frequency of example sentences 

for a qualitative label. For example, the label of ñprivacy concernsò in the first question prompt of 

ethics case scenario (ethics_q1), most of the example sentences related the label of ñaccess to 

income.ò The absence of example sentences may cause testing responses to remain unlabeled 

during the matching process using the kNN method. The kNN methods are ill-suited for rare labels 

because they require several example sentences to establish for matching tasks. To control this 

limitation, I developed at least five example responses for a label in the example bank. Another 

limitation with the kNN method is the need to pre-define a value for nearest neighbors (k) that can 

be influenced by data characteristics. If we are confident that unlabeled responses have a similar 

matching sentence in the example bank, then the k=1 could work well. Conversely, if there is 

uncertainty in the example responses and each label has a smaller number of instances, then one 
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should opt for a higher value of k. However, determining the optimal value of k is dependent on 

researcher judgment and a process of trial-and-error. 

3.8.2 Graphical or Mathematical Representations  

Student responses to open-ended question prompts may include mathematical or graphical 

representations, particularly in engineering courses. An instructor manually parsing through 

studentsô written responses can easily interpret those mathematical or graphical representations. 

However, my NLP approach could not include those for grading.  

3.8.3 Sentence- or Phrase-level Analysis  

In the current implementation, I selected individual sentences because the data were 

structured in such a way that responses to multiple sub-questions were contained within the same 

paragraph and would thus confound the labeling. By splitting the sentences, I might lose context 

and reasoning when a student develops an argument in more than one sentence. 

3.8.4 Subjective Choices Between HILNLP and Traditional Qualitative Coding 

I subjectively chose to perform traditional qualitative coding of student responses to 

ethics_q1 and HILNLP for all question prompts investigated in this study. The choice of the 

HILNLP and traditional coding also led to length differences in thematic units in the HILNLP and 

traditional qualitative analysis. In traditional qualitative analysis, a thematic unit could range from 

a word, phrase, sentence, or even an entire paragraph that I perceived as completely capturing a 

qualitative label. Unfortunately, this variability in the scope of a thematic unit is not possible in 

the example bank generated through the HILNLP due to the preprocessing of text. 

3.8.5 Generative Artificial Intelligence and the Studyôs Method  

ChatGPT, a GAI tool, a has made several things possible related to the studyôs method. 

First, I used MPNet for vectorization of student responses, which has a bandwidth of 300-500 

characters. To help with the bandwidth limitations, I split student responses using Spacyôs 

segmenter. However, GPT-4, the model behind ChatGPT, can vectorize much larger pieces of text 

without losing as much information. Therefore, the pre-processing steps I took may not be 

necessary if an instructor uses ChatGPT. 

Second, as a conversational GAI tool, an instructor would not need to use programming 

code for NLP tasks. So, the codebase I developed may not be necessary now. For example, (i) an 

instructor could directly input student responses into the ChatGPT interface and ask what themes 

are mentioned in the responses, or (ii) provide both the codebook (themes) and student responses 

as inputs, then ask ChatGPT about patterns of themes in the responses. However, despite the 
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benefits of (i) and (ii), there are still issues of deployment, student privacy, and cost when using 

ChatGPT that would need to be considered when using ChatGPT in academic settings.  

3.8.6 Lack of Standardized Metrics and Standardized Data Set  

First, my dissertation study lies at the intersection of computer science and education fields, 

where research studies report metrics for performance of the investigated NLP methods. The 

common accuracy metrics are recall, precision, and F1 metrics. I provided their definitions in 

section 1.9. These metrics are calculated by binary classification of results as true positives and 

true negatives on standardized datasets. Following this tradition of reporting metrics, my study has 

a limit, as I did not report these metrics. I justified this choice by using a three-way classification 

system (true positive, neutral, and true negative) rather than a binary in my accuracy check 

procedure. I included a third category, the neutral rating, to account for two situations. First, the 

pre-processing of text can generate a few meaningless phrases (like isolated transition adverbs). 

Second, students may pack more than one idea into short sentences, necessitating multiple 

qualitative codes rather than a single one. I argued that these two situations do not deserve a true 

negative tag in a binary classification context and do not justify penalizing the NLP approaches in 

accuracy calculations. This new category makes it technically unfeasible to calculate and report 

the standardized metrics of precision, recall, and F1 for my NLP approaches. This is a non-trivial 

limitation for the contemporary comparison of my NLP approaches, which others reported in the 

literature. 

Second, ASAG has established itself as a distinct body of literature within the field of 

education. Research studies related to ASAG employ their NLP tools on standardized public 

datasets (e.g., SciESt, Beetle), whereas my NLP approach is applied to a restricted dataset. 

However, my datasets are often considered to be the intellectual property of the instructors and are 

not publicly available. The unique composition of the testing dataset prevents the comparison of 

the performance of my NLP approach with other NLP approaches reported in ASAG studies.  

Despite the aforementioned study-method specific limitations, I suggest the novelty of my 

NLP approaches contributes significantly to the existing body of knowledge by (a) introducing a 

new accuracy measure, and (b) providing a novel testing.  
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Chapter 4: Results 

4.1. Chapter Overview 

Chapter 4 presents the results of NLP approaches that are described in Chapter 3 and used 

to achieve the studyôs purpose: to apply NLP approaches that use TLLMs to thematically analyze 

student responses to open-ended question prompts of case scenarios. In doing so, I explored the 

following sub-RQs: 

Sub-RQ1:  How well do different NLP processes (i.e., k-nearest neighbors, zero-shot 

classification) label responses? 

Sub-RQ2:  Does the answer to sub-RQ1 vary by assessment questions in a case 

scenario? 

Sub-RQ3:  Does the answer to sub-RQ1 vary by case scenarios (i.e., a systems thinking 

scenario vs an ethics case scenario)? 

To answer the above sub-RQs, I present results of the manual accuracy evaluation of 

assigned codes by the kNN and ZSC approaches to student responses to eight open-ended question 

prompts from two case scenarios - two are from the ethics case scenario, and six are from the 

systems thinking case scenario. For the kNN approach, I used these two processes: (i) top score 

(k=1) and (ii) majority vote (k=3). For the ZSC approach, I used the following two configurations: 

(iii) multi -labels=false and (iv) multi-labels=true. In total, four NLP approaches were used across 

eight question prompts, making 32 cases for manual accuracy evaluation.  

To demonstrate how I present results in this chapter, I consider here one case of kNN (k 

=1) for ethics_q1 among those 32 cases. For reporting results, I provide counts and proportions of 

three evaluation ratings: true positive (accurately labeled), false positive (inaccurately labeled) and 

neutral (partial credit or ambiguous response). For each evaluation rating, I first tallied counts of 

labels assigned in that rating. Second, I normalized these counts and calculated their proportions 

by dividing them with the total number of output labels assigned by the kNN (when k =1) for 

ethics_q1. Following this, I reported these proportions as the results of my study.  

I adopted the abovementioned results reporting methodology because output labels 

assigned vary across NLP approaches. To some extent, this normalization procedure could aid in 

comparing accuracy evaluation ratings across NLP approaches. However, this normalization 

procedure may be  just oversimplification in a few cases because in those few cases there is a large 

difference (~500 sentences) in the number of output labels assign between kNN and ZSC 

approaches.  
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After calculating counts and proportions of the evaluation ratings for the four NLP 

approaches, I use tables and bar charts to juxtapose those on a question-by-question basis. The 

reader should note two important ideas here.  

(i) The y-axis in bar charts shows counts of sentences and I changed limits of the y-

axis by question prompt for readability.  

(ii)  Pre-processing of raw data (student responses) often resulted in meaningless, 

standalone phrases or fragments, for example, introductory transition phrases such 

as ñthereforeò, ñhenceò, ñbutò, etc. I termed those as ñnoise.ò I separately listed 

counts of ñnoiseò in tables and these were not included in calculations of 

proportions of the accuracy evaluation ratings. I took this approach to avoid that 

true positive ratings of NLP approaches were not unduly penalized due to assigning 

the wrong label to ñnoiseò.  

Along with presenting tables and bar charts for evaluation ratings for each question prompt, 

I also provide a descriptive synthesis of these evaluation ratingsô counts and proportions across 

four NLP approaches. In the next section, I explain the difference (or absence of difference) 

between the total number of input sentences for the NLP approaches and the output assigned labels 

that were manually evaluated for accuracy check.  

4.2. Differences Between Input-Unlabeled Sentences and Output-Assigned Labels  

To remind readers, I divided the collected student responses into two samples: one used 

for developing example bank and the other withheld for testing the labeling with the NLP 

approaches using the example bank. The example bank contained response sentences with 

assigned codes. The withheld student responses were split at phrase or sentence level. These 

unlabeled phrases or sentences for labeling purposes were then input into four NLP approaches: 

kNN topscore (k=1), kNN majority vote (k=3), ZSC (multi-label=false), and ZSC (multi-

label=true). Each of the input sentences were assigned labels, but I used different threshold values 

of semantic similarity measure for various NLP methods to shortlist labeled sentences from those 

input sentences for subsequent manual accuracy evaluation.  

For the kNN topscore (k=1), I used 0.70 as the threshold value for cosine distance. The 

rationale for this methodological decision was that the likelihood of an inaccurate label below this 

similarity score increases significantly based on my past experience with using the kNN 

methodology and k = 1 (i.e., a nearest match). For the kNN majority vote (k=3), only those labels 

were assigned to input unlabeled sentences that had a majority vote of two; otherwise, sentences 
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remained unlabeled. Therefore, in this study, the number of output labeled sentences was less than 

the number of input unlabeled sentences for both configurations of the kNN methods.  

Next, for the ZSC (multi-label=false), a single label with the highest probability from the 

ZSC model was assigned to input unlabeled sentences. This is the only method in this study for 

which the number of output labeled sentences were equal to the number of input unlabeled 

sentences. Lastly, the ZSC (multi-label=true), I chose a probability value of 0.90, so labels with a 

probability value 0.90 and above from the ZSC model were assigned to input sentences. This 

approach was taken because, according to my experience with the ZSC model when multi labels 

= true in multiple contexts and datasets, labels with probabilities above the threshold value of 0.9 

were more relevant to the input unlabeled sentences compared to suggested labels that fell below 

the 0.9 probability threshold. Finally, ZSC (multi-label=true) was the only method among the four 

NLP methods investigated in this study where a sentence could receive more than one label.  

The combination of these observations means that the number of input unlabeled sentences 

and output labeled sentences used for the subsequent accuracy check for each of the NLP methods 

varied on a question-by-question basis. I reported those details by each question prompt in section 

4.3 to section 4.4. Next, I describe (a) input sentences that were not labeled in the kNN methods 

and (b) input sentences that were assigned more than one label in ZSC (multi-label=true).  

4.2.1 kNN Methods 

Related to (a), the sys_q11 had the maximum proportion of input sentences that were not 

assigned labels by kNN approaches in this study. The kNN topscore (k=1) method did not assign 

labels to 166 out of 282 (59%) input sentences, whereas the kNN majority vote (k=3) method did 

not assign labels to 123 out of 282 (44%) input sentences. The reason approximately half of the 

input sentences in sys_q11 were not assigned labels in the kNN was that I did not have labeled 

sentences in the example bank to which those unlabeled input sentences could be matched (i.e., 

have semantic similarity). This is because the example bank for sys_q11 is deficient and I discuss 

this further in Chapter 5. The proportion of input sentences that were not assigned labels across 

various question prompts was almost always higher for the kNN topscore (k=1) method compared 

to the kNN majority vote (k=3) method, as depicted in Table 4.1and Figure 4.1.  

For example, with the kNN topscore (k=1) method, the proportions of input sentences that 

were not assigned labels were 36% (377 out of 1036) for ethics_q4 and 41% (181 out of 440) for 

sys_q4. In contrast, with the kNN majority vote (k=3) method, these proportions decreased to 13% 

(377 out of 1036) for ethics_q4 and (59 out of 440) for sys_q4. This discrepancy arises because 

the kNN topscore (k=1) method labels an input sentence based on a single similar example 
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sentence. If there are no highly similar example sentences in the example bank, the input sentence 

would not exceed the similarity threshold (i.e., 0.70) and would remain unlabeled. Conversely, the 

kNN majority vote method (k=3) labels an input sentence based on three nearest neighbors instead 

of one, providing more chances for the input sentence to match with similar example sentences. 

Table 4.1: Counts of Input Sentences and Labels Assigned (or not-Assigned) by kNN 

Approaches   

Case 

Scenario 
Question 

Counts of (Parsed) Sentences  

Input  
Assigned Labels  Not-Assigned Labels  

(kNN =1) (kNN =3)  (kNN =1) (kNN =3)  

ethics q1 911 602 478  
 

309 (34%) 
 

433(48%)  

ethics q4 1036 659 899  377(36%) 137(13%)  

sys q3 247 199 219  48(19%) 28(11%)  

sys q4 440 259 381  181(41%) 59(13%)  

sys q5 396 267 358  129(33%) 38(10%)  

sys q6 336 213 198  123(37%) 138(41%)  

sys q7 188 151 152  36(19%) 36(19%)  

sys q11 282 116 159  166(59%) 123(44%)  
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Figure 4.1: Proportion for Input Sentences that were not included in Accuracy Evaluation 

by kNN Approaches 

 

4.2.2 ZSC Method (multi-label=true) 

 Related to ZSC (multi-label=true), the sys_q6 among all question prompts had the highest 

proportion of input sentences that had one or more label when using the ZSC (multi-label=true) 

method, i.e., 71% (259 out of 336), as shown in Table 4.2 and Figure 4.2. This was because 

multiple interrelated ideas were present in the unlabeled sentence and that labels input to the ZSC 

model were also closely related. I gave one example: ñmeet with the residents to hear their 

concerns and then discuss this among the government of Abeesee to decide a course of action.ò 

This example sentence received the following labels: ñinteract with governmentò, and ñinteract 

with localsò. Conversely, for ethics_q4 and sys_q11, the proportion of input sentences receiving 

more than one label was less than 5%.  

For example, in ethics_q4, only 16 out of 1036 (2%) input sentences received more than 

one label using the ZSC (multi-label=true) method. This was because very different stakeholders 

were described in the sentences, and ten different labels were input into the ZSC model. Some of 

the input labels were homeless population, students, waste management workers, and wildlife. 

Besides sys_q6, ethics_q4, and sys_q11, the remaining question prompts had proportions of input 

sentences that received more than one label ranged between 30% and 40%, as shown in Table 4.2 

and Figure 4.2. Next, I provide the results for my Sub-RQ1.  
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Table 4.2: Counts and Proportion for Input Senetences and Labels Assigned by ZSC 

Appraoches   

Case 

Scenario 
Question 

Counts of (Parsed) Sentences  

Input  

Labels Assigned   
Gets more 

than one label 
 

ZSC 

(multi=  

False) 

ZSC 

(multi=True)  
 ZSC (multi=True)   

ethics q1 911 911 990  71(8%) 

ethics q4 1036 1036 1053  16 (2%) 

sys q3 247 247 384  99 (40%) 

sys q4 440 440 716  175(40%) 

sys q5 396 396 553  123(31%) 

sys q6 336 336 1254  259(71%) 

sys q7 188 188 302  73(39%) 

sys q11 282 282 294  11(4%) 

Figure 4.2: Proportion of Input Sentences that got Assigned more than one Label in the ZSC 

(multi -label=true) 
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4.3. Sub-RQ1  

To answer my Sub-RQ1, I provide results of the NLP approaches by each engineering case 

scenario and its each question prompt investigated in this dissertation study.  

4.3.1 Big Belly Trash Can Ethics Case Scenario 

For the ethics case scenario, I collected a total of 755 student responses. Of these 755, I 

used 550 to develop the example bank, while the remaining 205 were withheld for labeling using 

the NLP approaches. Now, I turn to report results for ethics_q1.          

4.3.1.1. ethics_q1 

After traditional qualitative coding of 550 student responses, the example bank contained 

743 excerpts with assigned codes. The withheld 205 student responses were split at the sentence 

level using Spacyôs segmenter, resulting in 911 unlabeled sentences. These 911 sentences along 

with the 743 excerpts were input into the kNN methods.  Those 911 sentences were also input into 

the ZSC model along with thirteen labels. After applying threshold values described in section 4.2, 

the number of sentences for evaluation were 476 for kNN majority vote (k=3) and 990 for ZSC 

(multi-label=true), as tabulated in Table 4.3. 

For ethics_q1, kNN majority vote (k=3) yielded the highest accuracy rate with 80% (381 

out of 476) being assigned an accurate label as shown in Table 4.3 and Figure 4.3. On the other 

hand, ZSC had labeled every input sentence but with lower accuracy rates between 61% to 63%. 

The ZSC (multi-label=true) had the highest false positive rate at 31%, meaning 231 out of 990 

labels assigned were inaccurate codes. However, when comparing accuracy rates between kNN 

majority vote (k=3) and ZSC (multi-label=true), it is noteworthy that the kNN approach had 

labeled 476 sentences with at most one label per sentence compared to ZSC (multi-label=true) 

wherein the 911 input sentences could receive more than one label (990 in this instance). Neutral 

ratings were comparable at 9-11% across the four methods. Notably, ethics_q1 is the only question 

prompt among eight question prompts considered in this study for which I used traditional 

qualitative coding to develop an example bank, as discussed in Chapter 3. I argue that complete 

excerpts, which may have single or multiple sentences (e.g., ñThe case study mentions that their 

source of income by recycling bottles was also hindered by the trash collectors, but their source of 

food is also hindered.ò) , as examples used for labeling might be a reason for the better performance 

of the kNN approach than ZSC, which only required labels. Next, I describe the results for the 

ethics_q4. 
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Table 4.3: Evaluation Ratings of Assigned labels by NLP approaches for ethics_q1 

Methods 
Input  

Sentences 

Total # 

of labels 

Assigned  

True 

Positive 
Neutral 

True 

Negative 
Noise 

Topscore 
(kNN =1) 

 

911 
 

602 
411 

(68%) 
62  

(10%) 
129 

 (21%) 
0 

Majority vote 
(kNN =3) 

 
476 

381 
(80%) 

54 
(11%) 

36 
(8%) 

5 

ZSC 
(multi = True) 

 
990 

599 
(61%) 

60  
(6%) 

308 
(31%) 

23 

ZSC 
(multi = False) 

911 
571 

(63%) 
83 

(9%) 
231 

(29%) 
26 

 

Figure 4.3: Counts for Evaluation Ratings of Assigned labels by NLP approaches for 

ethics_q1   










































































































































