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ABSTRACT (Academic)

My dissertation is about how engineering educators can use natural language
processing (NLP) in implementing opended assessments in undergraduate engineering
degree programgEngineering students need to develop an ability to exercise judgment
about better and worse outcomes of their decisi@rge important consideration for
i mproving engineering student séo judgment
assessment€urrently, engineering educators facdéradoff in selecting between open
and closeeendal assessments. Closedded assessments are easy to administer and score
but are limited in what they measure giv&@ndents areequired in many instancego
choose frona priorilist. Conversely, opeended assessments allow studentgrite their
answes in any way they choose in their own words. Howewogerended assessments
are likely to take more personal hours and lack consistency for botlgratésr and intra
grader grading. The solutida this challenge is the use of NLFhe working pringples of
theexisting NLP models is the tallying of words, keyword matching, or syntactic similarity
of words, which have often proved too brittle in capturing ltmeuagediversity that
students could writeTherefore, lhe problemthat motivatedthe present studis how to
assessstudent responsebased onunderlying concepts and meaningsstead of
morphological characteristics grammatical structure in sentencgsme of this problem
can beaddressedby deweloping NLRassisted gradintpols based onransformetbased
large language model$l{LMs) such as BERT, MPNeGPT-4. This isbecausd LLMs
are trained on billions affordsand have billions gbarameterghereby providingapacity
to captureicher semantic representatgaof input text Given theavailability of TLLMs
in the last five yearghere is a significant lack of research related to integrdtiridvis in
the assessmermtf openrendedengineeringcasestudies My dissertation study aims to fill
this research gap.

| developedand evaluatedour NLP approaches based dhLMs for thematic
analysis of studentesponses teight question promptsf engineering ethics and systems
thinking case scenarioshes t udy 6 s r ecompase thé folldweng stegsirirst,
| developed an example bank for each question prompt with two procedures: (a} human
in-the-loop natural language processing (HILNLP) and (b) traditional qualitative coding.



Secondl assigned labels using the example banks to unlabeled student responses with
two NLP techniques(i) k-Nearest Neighbors (KNN), and (ii) ZeBhot Classification
(ZSC). Further, 1 tilized the following configurations of #tsse NLPtechniques(i) kNN
(whenk=1), (ii) KNN (whenk=3), (iii) ZSC (multilabels=false), and (iv) ZSC (muiti
labels=true) The KNN approach took input of boientences and their labels from the
example banks. On the other hand, the ZSC approach only took input of labels from the
example bankThird, | read each sentence or phrasé ong wi th the model 6
label(s) to evaluate whether the assignkatbel represerdad the idea described in the
sentenceand assignedhe following numerical ratingsaccurate(1), neutral(0), and
inaccuratg-1). Lastly, | used those numerical evaluation ratings to calc@ateiracy of

the NLP approache3he results of my stly showed moderate accuracy in thematically
anal yzi ng sthdeddesporisesfo two difeerent engineering case sceffdni®s

is becaus@o single method among the four NLP methods performed consistently better
than the other methods across all question pranipts highest accuracy rate vatie
between 53% and 92%epending upothe question promptandNLP method. Despite

these mixed results, this study accomplishes multiple goals.

My dissertatiordemonstrateto communitymemberghat TLLMs have potential
for positive impacts on improving classroom practices in engineering edudatidoing
so, my dissertation study takes up one aspect of instructional deagg®ssment of
studentsé6é | earning outcomes i n duatherrnyeer i ng e
study derivedimportantimplications for practice in engineerireglucation First, | gave
important lessons and guidelines for educators interested in incorporating tdLtReimn
educational assessmegtcondtheopensource codé uploaded t@a GitHub repository,
thereby making it more accessible to a larger group of .uBkirsl, | gavesuggestions for
gualitative researchers on conducting Na$3isted qualitative analysis of textual data.
Overall, my studyintroducel stateof-the-art TLLM-based\LP approacksto a research
field where it holds potential yet remains underutilized. This study can encourage
engineering education researchers to utilize these NLP methods that may be helpful in
analyzing the vast textual data generated in engineering educati@hbytlieducing the
number of missed opportunities to glean informafor actors and agents in engineering
education.



A Novel Method for Thematically Analyzing Student Responses to
Openended Case Scenario

Umair Shakir
GENERAL AUDIENCE ABSTRACT

My dissertation is about how engineering educators can use natural language
processing (NLP) in implementing opended assessments in undergraduate engineering
degree programg£ngineering students need to develop an ability to exercise judgment
about better and worse outcomes of their decisi@rge important consideration for
i mproving e n g i nudgnrent mgolvess treating nsbusnd educational
assessment€urrently, engineering educators factadeoff in selecting between open
and closeeended assessments. Closeaded assessments are easy to administer and score
but are limited in what they measure given students are required, in many instances, to
choose fronma priori list. Conversely, opeended assessments allow students to write their
answers in any way they choose in their own words. However -apded assessments
are likely to take more personal hours and lack consistency for botlgratésr and intra
grader gading. The solution to this challenge is the use of NLP. The working principles of
the existing NLP modelsire the tallying of words, keyword matching, or syntactic
similarity of words, which have often proved too brittle in capturing the language djversit
that students could write. Therefore, the probthat motivated the present stuidyhow
to assessstudent responselased onunderlying concepts and meaningastead of
morphological characteristicg grammatical structure in sentenc8sme of this problem
can be addressed by developing Nag3isted grading tools based on transforbased
large language models (TLLMsDhis is because TLLMs are trained on billions of words
and have billions of parameters, thereby providing capacity to capture sielmamtic
representations of input text. Given the availability of TLLMs in the last five years, there
is a significant lack of research related to integrating TLLMs in the assessment of open
ended engineering case studidy.dissertation study aims to fill this research gap.

The results of my study showed moderate accuracy in thematically analyzing
st udentended respomses to two different engineering case scenips
dissertatiordemonstrateto communitymemberghat TLLMs have potentiafor positive
impacts on improving classroom practices in engineering educdfite study can
encourage engineering education researchers to utilize these NLP methods that may be
helpful in analyzing the vast textual data generated in engineering education, thereby



reducing the number of missed opportunities to glean informédrasctors and agents in
engineering education.
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Chapter 1: Introduction

This dissertation is about how engineering education researchers and practitioners can use
natural language processing (NLP) in implementing epaaied assessments in undergraduate
engineeringdegreeprograms.n doing so, | will answer the following research questiBQ):

How can we apply NLP approaches that use transfofmasedlarge language models to
thematically anal vy z e-eldduyuestiontpo@ptsrofecasp scenaries? t o o
sectionsl1.1 and 1.2 | give rationalefor why | choose thigritical problem space anRQ by
identifyingresearclgapsin theengineering educatimommunityd snderstandingelated to NLP
andtheneedto integrate NLRnto educatiorassessmesit

1.1.Research Motivation

Textual data (such as publications, studesponseto openendedassignmentdeaching
evaluatiorstatementsand interview transcripts) form an important means of dialogue between the
various agents and actors of the engineering education ecosgstera.challengingssues with
textual dataarethat it is complex and idiosyncratiandits analysisincurs hugecost in terms of
personrtime and expert trainingf researchers and practitionddaie tothiscost, nany researchers
and practitionerdo not analyze textual datBherefore textual datgpresents missed opportunity
for our community memben® glean information foeffective decisioamaking in engineering
educatiorecosystemWhile there is a lot to be gained througlnualanalysis of texial data,we
could benefit froma computerassiste@pproactwhich couldquickly and accuratelgeveal trends
and patterns in giveriextual datasetsThis needpresens the following challenge: how can we
handletext dabonalargescale in resource efficient weB/Ehe solutiorl propose to this challenge
is the use oNLPJ a set of techniqueat the intersection ofcomputer sciencestatistics,and
linguistics Natural language processitaplsenable computers to understamd generateatural
languagesvhich evolvethrough human usever time for example English, French or German
(Hirschberg & Manning, 2015; Terrace et al., 1981)

Before recentmodel releasedike GPT-4, NLP tools were dictionarybased and
deterministicas they relied on a restricted set of rules\achbulary encoded into algorithms to
detect patterns and relationships in text corporgortunately,such aworking principleoften
renders those dictionatyased NLP tools inflexible to respond to variations in words for
describing the same idéKalyan et al., 2021; Mikolov, Sutskever, et al., 20)r example,
consider the following two senters€i) how do locals think about the heating problem, or (i)
what is the residentsd6 perspective on the el e
same idea of the r esi deéEhedcbosarybgsaed NiPdoolsauldnod i f f er
be able to identify thosgentences astatements expressitige same idea.



However, engineering education researchers now have methods to resahfekislity
by developing NLP tools based on recadivancessuch astransformetbasedlarge language
models(TLLMs). Prominent examples afea c e b 0 0 k 6 Y. RweBaE,RT18)Goo gl e 6 s
BERT (Devlin et al., 2019) Microsoft MPNet (Song et al., 2020)The working principle
underlyingTLLMs is calleddistributional semantics andésx e mp | i fi ed by the qu
know a word by t [Feth, £968nplaNThesdrliL Mskaee elgsigned to learn
dependencies in sequences of wofdentences and paragraphs) to model sequential and
hierarchical structures in human languagen how nevtheseTLLMs are, the NLP approaches
based on them have been underexplored for applicatioassessment practiced student
learning outcomem engineering education

1.2.The Problem

Given the nature of engineering work and its potential impact on community stakeholders,
engineering students need to develop an ability to reason through complex scenarios and exercise
judgment about better avdorse potential outcomex their engineering decisionPart of that
development can come in the form of teachofigystens thinking andethicscompetencies in
undergraduatengineeringeducation As part of that education, it is helpfuléssess t udent s 0
development in their ability to recognize broader economical, leghkijral,and ethical factors
and theirimpacs on various stakeholder®ielefeldt et al., 2018; M. Davis & Riley, 2008;
Stephan, 1999Moreover, in the interest of preparing stotefor the engineering challenges in
an increasingly complex, interconnected world, it has beenreaignized that engineering
educators of today need to address not only technical skills, but also professional skills, including
engineering ethics angsens thinking. This raises the question of how to demonstrate students
have developed this ability in theindergraduate engineeripgograms

Popular approaches to ethics and systiamnking assessment include closatted items
in the form of validated instruments and case studies with-epdad question&Camelia et al.,
2018; Castelle & Jaradat, 2016; Finelli et al., 2012; Zoltowski et al., 2CL&ently,engineering
educators face tadeoffin selecting between opemnded and closeended assessments. While
closedended assessments may be limited in what they aasddhe information they provide
they do have some positive aspects. For example, they are relgtiiatyand easy to administer
andscore, andhey providegrading consistency across studeBisgineering educators use these
met hods to produce infor mat i Adrawhabckofclseadgntedd e nt s ¢
assessments is that students are forced to recognize the answer &qmanlist for a given
problem rather than construitteir ownresponse. This approach can be suboptimal for a more
authentic assessment of student knowledge and understdritimigs whatteaches strive to



achieve.For example, what if someone wanted to asshgal sensitivity to stakeholder
identification using multiplehoice items? That format would require listing potential
stakeholders, but the ability thamistructormost likely wants to assess is whether students can
identify those stakeholders themselves without such priming. Instead, one would want to allow
students to write their own responses. Conversely, in the case e¢oged assessments, question
prompts ar@pen tobeingansweedi n any way i n st u-endedassedsmentgn wor
therefore can be conduits to engage students in hayder thinking, reasoning, and judgment
(Anderson, 2016; Brookhart, 2010 this sense, students can demonstrate their understanding
(or lack of understanding) in creative and informative ways. However -@pged assessments

have their own downsides: they are likely to take more resources, in terms of personal hours and
time, and lack consistency for both inrtgrader and intrgrader gradinginter-grader consistency

refers to consistent grading between multiple graders, while-gnader consistency refers to
consistent grading by a single grader across students overRiurteermore drawbacksthat
characterizehuman scoringof openendedassessmentsiclude grading fatigue,disparity in

training and background knowledge of graders, and ihieerentsubjectivity associated with
interpretatiorof openended responséllenm & Haertig, 2012)

To addressdrawbacksof human scoring of opeended responsesducators and
researcherdiave incorporated NLP techniqués their assessment practices of opewled
responsesuch asautomaticshort answergrading (ASAG) in diverse subject contextslike
Biology, Chemistry,and Physic§Bai & Stede,2022; Blessing et al., 2021; Caratozzolo et al.,

2022; Zhai et al., 2021)hose existing\NLP techniquesncorporate a variety afnethods for
example,words frequencieskeyword matchingpr syntacticsimilarity of words which often

proved too brittle incapturinglexical diversity in whichstudentscould write.Here, Igive two

distinct examples. The first is tNéinograd Schema Challenge, in which ghieblemis identifying

thereferent ofa pronoun For examplefi T hrephy did not fit in the suitcase because it was too
small 6 and AThe trophy did not(Lekesque et ah, 201B;e s u i
Winograd, 1972)Theproblemi s i n i dent i f y irhe geconchegaampldiggation r ef er
handling Forinstancei The students did not | ike the ¢l ass:s
did Iike the cl| as Jheprobkkm is mentifyindthe correttsstopeuot theo r 0 .
negation whether it applies tdithe clasg, fithe instructos, or both Theseare some notrivial

limitations of previousNLP techniquesAutomatic assessment tools established on those NLP
modelsachievereducedaccuracyand scalabilityvhen applied in classro@(Burrows et al., 2015;

Haller et al., 2022; Shah Rareek, 2022)n contrastmodernTLLMs can mitigate some of those
challenges because these the attention mechanism to selectively focus on relevant parts of the

input text therebycaptuing relations between words of a sentence over longer distamcks



providing richersemantiagepresentationsf text(Devlin et al., 2019; Reimers & Gurevych, 2019a;
J. Wei et al., 2022)

Giventhat TLLM s have been available last five yearsthere isa significantlack of
researclrelated tointegratingTLLMs in the evaluation of opeandedcase scenarip®roadly
within the field of education angarticularly within engineering educatio.o assess students
using operended scenarios and written responses, at least two processes need to happen from the
instructords side. First, one must identify t
apply the relevant rubrics. This study fees on the first procesbo the best of my knowledge
there isno research study publishedengineering educaticthathasexploral the applicatiorof
TLLMs in assessment aftudent responses tngineering ethics and systerthinking case
scenariosMy dissertation studgims tofill this research gap.

1.3.ResearchPurpose andResearch Question

The purpose of this study ie apply and evaluateerformance oNLP approachessing
TLLMs f or t hemati c anal ysi s eiided <case dcenartos i the e s p o
engineering education conteRtccordingly, the overarching research questiRQ) guiding this

study is:

How can we applypatural language processirgpproaches that use transforrieased
large language models tthhematically analyze studerdgsponses to opeended question
prompts of case scenarios?

1.3.1Sub-Research Questions
The subresearchlguestion{Sub-RQs)guiding thisinquiry are:

SubRQL: How well do different NLP processeise(, k nearest neighbors, zesbot
classification) label responses?

SubRQ2: Does the answer tubRQ1vary by questiopromptsin a case scenario?

SubRQ3: Does the answer subRQ1vary by case scenarias(, asystensthinking
scenario vanethics case scenario)?

In the remaining sectiors Chapter 1,:1 first providedetailsof theresearch site anithe
two different casescenariod used toanswerthe aforementionedulb-RQs Then| provide an
overview of theechnicaketupothes t udy 6 s N L Hustaafe pow the prdcess functions.



Finally, | concludewith a discussion ahecurrentiteration of my NLPapproachests limitations
andits implicationfor researchers and practitioners

1.4.Case Scenarios

To illustrate my NLP approach | applied and evaluaté its accuracy inthematically
labelingwritten responsesf studentgo the following two case scenarios: (i) the Big Belly Trash
Can Ethics Case Scenario, and (ii) Abeesee Village Sgdtbimking Case Scenariouked data
collected from multiple engineering coussa Virginia Tech The original data for both case
scenarios was collected as studentsd assi gnme.
research related to NLP, like this dissertat&indy However, because of their relevance,
availability, and amount| leveraged those student assignments here for demonstration purposes.
In my dissertation study, | uder55 student responses for the ethics casenarioand 424
responses for the systems thinking case, as shoWeabie 11.

Table 11: Counts of Student®Responses for Case Scenarios

Case Scenario Response Count
(i) Big Belly Solar Trash Cans 755
(i) Abeesee Villag&ystens Thinking 424

In case scenaridi), the firstyear engineering program (FYE) in the Department of
Engineering Education at Virginia Tech teaches students an ethics bdtdemprises a case
based instructional design of 2 hours in a semdsi¢he FYE, instructors use gariety of case
scenarios, thougthe most popular one is the Big Belly Trash Can ethics case. di$missing
the case and its related matenmatlasssessios with peers and teachgistudents are required to
submit their written responses to question prompts about: (a) recognition of an ethical issue, (b)
identification of a stakeholder, (c) possible decision choices according to various ethical €ecision
making theoriesand(d) consequences of those decisionshenchosestakeholder. Students are
also given the grading rubric to follow for writing their responses. The case atddyestion
promptsare given ilPAppendix A

In case scenarigii), Grohs et al. (2018yleveloped a case scenario to assess sgstem
thinking competencies. The scenario is framed in a community setting, the fictitious town of



Abeesee (pronounced I i ke A.B.C.), facing hea

reasoning process is captured through their written responses to the question prompts, which are
distributed across the following three phases: (1) processingg@ymse, and (3) critique. First,

in the processing phase, the question prompts are about the identification of the problem,
stakehol der s, a n dnaking [rqress atitkeimn goasd Secbredc in the response
phase, the question prompts askogglents to (a) outline a plan addressing the identified problem,

(b) anticipate challenges in implementing their proposed plan, and (c) list potential measures of
successful outcomes. Lastly, in the andentsi que
and they @) interpret its goalgb) predict its unintended consequences, ahjlilge the adequacy

of resourcesf the given solutionis implementedThe case scenaregnd question promptsre

given inAppendix B

Notably,some of the question prommkbothcase scenariagere phrased in a suboptimal
manner for the NLP approachésiavechosenonly eightamong thirteemuestion promptfrom
both casescenariogi.e.,two from (i) ethics case scenaramd six from if) systens thinking case
scenari® because studeriteesponses to thospiestion promptsend to be more structured and
focused on one idea at a time (at least in a parseable mariie)NLP approaches wobkest
when the respondent focuses on one aeatime Therefore, tk chosemuestion prompts present
the best opportunity to demonstrate howy NLP approacltould work for the thematic analysis
of studentesponses.

1.5.ResearchDesign

The study6s compssedaursteps ashevain gigure 11. As the frst step
| pre-processd the raw text data before passing it to the NLP workfléw.the £condstep |
develogdan example bankor each question promptith two procedures: (a) human-the-loop
natural language processing (HILNLP) and (b) traditional qualitative codilngpurpose oén
examplebank thatcomprisestudent responsesd their assigned labeis to develop a saturated
space that covers all possible aspectanatnswerto a question promptThe HILNLP workflow
that | used receives raw texts and produces suggested groupings of those texts to which a human
user could ascribe lal®lThe technical impl@entationof the HILNLP workflowis described in
Chapter 3For developing an example bank with the traditional qualitative coding methseld
a thematic analysisiethodto label student responses of a question prompt from the ethics case
scenario(Clarke & Braun, 2017)As the third step irFigure 11, | assigned labels using the
example banks to unlabeled student responses with following two NLP techniqueNeéjdst
Neighbors (kNN)and (ii) Zereshot Classification (ZSC). The kNN approach took input of both
sentences and their labels from the example b&nrk#he other hand, the ZSC approach only took



input of labels from the example bank. The technical implementation of (i) and (ii) is provided in
Chapter 3

Figure 1.1: Overview of the Studyb Research Desigs

Step 1: Pre-Processing J [Step 2: Example Bank] [ Step 3: Matching Methods (kNN or ZSC) ] [ Step 4: Evaluation

Pre-processing’
> Raw Text Example Bank
Student

Fmt T

1
l l Traditional | 1
s s Coding
Testing Training Sentence 1 Gets Label
Dataset Dataset or I Z5C (multi-label=false) Y,
I

HILNLP
ZSC (multi-label=true)
spaCy’s |

Sentence
Segmenter

[

1K

* White represents data (e.g., student responses)
** Gray represents process

As the fourth stepin Figure 11, after assigning labels tstudent responses, | read each
sentence or phrase to evaluate whether the assigned code represents the idea described in the
sentence. If yes, then | assgiit a rating of an accurate label as 1. On the other hand, if not, then
| assigred it a rating of an inaccurate label dls Between those extreme ratingsad a third
neutral category as 0.dssignedhis category in instances of ambiguity or partial credit; for
example, a sentence could be about more than one idea, or the sentence itself might be ambiguous.
Lastly, | usel those numerical evaluation ratings to calculate the total numbep apdrtion3 of
labdedinstanceshatwere(a) accuraté€l), (b) inaccuratg-1), and (c) neutra0).

The aforementioneduantitative evaluation procedure alleshme to answer mgubRQs
in the following way. First, to answetubRQ1 (How well do different NLP processes (e.g., k
nearest neighbors, zeshot) label responses?), | seégth question prompt and compdrigs
evaluation ratings acro$sur NLP approaches (i) KNN (k=1), (ii) KNN (k=3), (iii) ZSC (multi-
labels = falsg and (iv) ZSC(multi-labels = trug Second, to answestub-RQ2 (Does the answer
tosubRQ1 vary by questiopromptsin a case scenario?), | seleta case scenario and comphre
evaluation ratings across its question prompts for each of the NLP approaches from (i) to (iv).
Third, to answesubRQ3 (Does the answer BubRQ1 vary by case scenarios (e.g., Abeesee
system thinking scenario vs ethics case sceryidpokedacross all questiopromptsfrom both
of the case scenarios. Thergdmparé the evaluation ratings for each of the NLP approaches
from (i) to (iv). Lastly, | summarize those evaluation ratingghdusedthis summary to develop
the best practices for performing the thematic analysis of stugspionses through the



investigated NP processesThose best practices anseemy overarching RQHow can we
apply the NLP approaches based on transforlvesedlarge language models to thematically
anal yze st uden t-endedquessop mompte o cateGCer@mos n

For the technical implementation of the data analysis steps showigure 11, | used
Google Colab notebooks, written using a combination of the R and python programming
languages. All code mvailablein the github repositgrat: https://github.com/andrewskatz

1.6. Limitations of the Study

| classified the limitations of my study into two categories: (i) study despgwific, and
(i) TLLM -specific.Related to (i), identified limitations due to the manner in which the dataset
was collected andowthe example bank was developBelated to (ii), summarizedimitations
of TLLM s, as reported in literaturéo endorse itsiegativesocial and environmental impacts on
society.

Regarding study desiggpecific limitations the first limitation arose from using
assignmentshat had already been given and collectad not with the explicit intent of being
used in a methodological study like thissertatiorstudy. Although studentswere often given
clear formatting directions, the directions were not always followed example responsgto
two sequential questiggromptsmay have beewritten as asingleresponseThis tended to create
issues with the data pprocessing that @re not always caughthis could lead to subpar
performance of thes studydés NLP approach

In the current implementation, the second limitation is that | selected individual sentences
asthelabeling unit rather than using paragraphwhole responseThis isbecaus¢éhe embedding
modelused in this studhasa character limit in the range of 3@DO0 characterBy deciding to
split responsesit thesentencelevel, it is possibleto lose context when a student develops an
argument in more than one senteridas challenge of eliciting multiple pieces of information at
once due to the questiohnasing response formatand character limit of h e sembedding s
modelis an inherent limitation of my dissertation study

The third limitation is related to the kNN methodology. First, it requires one to predefine a
value for k (i.e., the number of nearest neighbors required for matchiogever, determining
the optimal value of k often involves a process of trial and err@ gorendatase{Hechenbichler
& Schliep, 2004; Tan, 2005%5econd, the kNN approach does not label all input sentences due to
(a)the values chosen in this study for k d&bythe similarity score threshold@his limitation could
beminimized in future by having a larger example bank.


https://github.com/andrewskatz

The fourth limitationis thatl did notusestandardized datas€is.g.,SciESt, Beetleand
calculate common accuracy metricge.g., F1 score, recall, and precisjo Notably, | give
definitionsof these metrics isectionl.9. Thesemetricsare typically reported ihiterature orNLP
tools incomputer sciencer ASAG in educationl acknowledgehis isa nontrivial limitation of
my NLP approacdbsfor engineering educatiacommunityto benchmark performance of my NLP
toolscompaed to otherNLP approacheseported inhe literature

RegardingTLLM -specific limitations it is important to acknowledgeoncerns about
environmental and financial costs DELM s (Rillig et al., 2023) These costsould potentially
limit communities and language that can contribute to or benefit from theseadvanced
technologiesin addition TLLMs operate on statistical relationships of wordomzurrencsrather
than actual comprehension of the world. This may lead to various social irtiEcisuld range
from increased misinformation and privacy threats to the perpetuation of biases and stereotypes
(Bender et al., 2021; Johri et al., 20ZBherefore, wheMLLMs are used in downstreatasks
they mayinadvertentlycontribute tdbiased decisions:.or examplethe problematic association of
Adoctoro with fAmano a@xsth inAliMsr(Gored & Boldbdrg, Z201®p ma n o
Ullimann, 2022)1 accounted fobias in my study in two ways: (a) during theqprecessing, | de
identified instructor8names from student assignments and created integer identification numbers
for studenté names to protect privacy, (b) given the gerndeutral nature of responsasedin
this study| maintaingender bias would likely not manifest in the results.

1.7.Contemporary Relevanceand ResearchContributions of the Study

Recent headlines have featured questions about how ChaaGPIM, could impact the
ways we teach.suggesmy dissertations contemporaryo theengineering educaticcommunity
becausel demonstra how TLLMs would have potential positive impacts on improving
instructionalpracticesin engineering educatioiy dissertation studfyocusedon the following
aspect ofnstructioral design: assessment of studém¢srning outcomeselated toengineering
ethics and systems thinkimgpmpetenciegn engineering courseblext, | describehe outcomes
and contribution®f my dissertation studfpr researchers and practitioners

The first contributionis that| developedand evaluatech methodusing TLLM s for
thematicallyanalyzingstudentdescriptive answerdhis is an impactful contributiosince itlays
the foundationfor automaticassessmeribols thatincorporatestateof-the-art TLLMs for open
endedcase scenargin engineeringlassroomsThe second contributiois thatl introducedand
provided a use case fothe HILNLP approachfor qualitative analysis ofextual dataat scale.
Manual analysis otextual data is resouremtensive even with small samples and presents



challenges related to inteand intracoder reliability (Creswell & Poth, 2016; Tashakkori &
Teddlie, 2009)On the other handhé HILNLP approach auld resolve these challeng®staking
the first pass of identifying similar sentersceMoreover,the HILNLP approactcould enable
gualitative researchdp uncover novel themes and patteimgextual databy analyzing in its
entirety, rather than in a sequential manner as in manual analysis.

Natural language processing is not widely used in engineering edu@eiatanier et al.,
2018; Bhaduri, 2018; Johri et al., 2023; Qadir, 20Z)addresghis gap, ny dissertation study
lies at the intersection of NLRnd engineering educatioand advocate the use of NLP in
engineering educatiofrurther this researchalso addressate callfrom engineering educatio
community memberfor developingnovel approacheto tackle emerging challengesthme field
(Borrego & Bernhard, 2011; J. M. CaseL&ht, 2011) In addition to research contributionket
resultsof my research havienplicationsfor practice which | describe below

1.8.T h e S tirptcgations for Practice

First, in section5.4, | havegivenimportart lessondearnedfrom my studyfor educators
interested in incorporating NLP into theiperendedassessmergracticesIn addition tothose
lessons,| have also given guidelines abouhow to navigate thse lessonsin the future
implementation Second,our project teanuploaded opensource code to a GitHub repository
(referencedin sectionl.5), thereby making it more accessible to a larger group of UBkirsl, in
this researchstudy | curated a lisbf identified codes relatetb engineering ethics and system
thinking constructs n st udent s 6 .|lwil sharé that listrwihsthe firgtearcENGE
instructional team. That list could help the team to determine to what extent students are
consistently missing a particular perspective in respondiogdescenariose.g., a minority group
stakeholder who is being negatively affected by an engineering project. The ENGE instructional
team may adapt their pedagogynudge students to that missing perspectivibéir classroom
teaching.
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1.9. The Studyés Keyword Definition

1.9.1Natural LanguageProcessing

The principle aim of NLP is to gather information on how humans understand and use
language through the development of computer programs intended to process and understand
language in a manner similar to humagiifafsky & Martin, 2008Crossley, 2013Manning &
Schitze, 1999)

1.9.2Machine Learning

Machine learning commonly refers to a broader set of algorithms with the ability to adapt
its parameters to given data automaticélishop, 2006)

1.9.3SupervisedMachine Learning

In supervised ML, humatabeled data are used to tréme machine in order to generate a
model based on a set of attributes extracted from thgdtatdan and Mitchell 2015).

1.9.4K nearest neighbo(kNN)

KNN is a supervised learning technique used for classification and regreasimThe
kNN algorithmsearches the training dataset fortke n e a r e s &nd rewrnsgthe lowiputs
label as the majority class (for classification) or average (for regression) offikteseighbors
(Altman, 1992; Cover & Hart, 1967)

1.9.5Zero-shot Classification(ZSC)
ZSCrefers to the task of classifying objects into classes that were not seen during training.

It relies on transferring knowledge from seen classes to unseen classes, often abxoliayly
attributes(Pushp & Srivastava, 2017; Yin et al., 2019)

1.9.6Ethics
AEt hi cs i s-folnded sathdarlsof righd andl wrong that prescribe what humans
ought to do, wuswually in terms of rights, oblic

(Velasquez et al., 198p. J)

1.9.7Systens Thinking

N $stems thinking as a system of synergistic analytic skills used to improve the capability
of identifying and understanding systems, predicting their behaviors, and devising modifications
to them in order to produce desired effasrnold & Wade, 2017, p.1)
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1.9.8Confusion Matrix
Thisis adapted fromSilva et a] 2019

Predicted No Predicted Yes

Actual NO | True Negative (TN) False Positive (FP)
Actual YES | False Negative (FN True Positive (TP)

1.9.9Recall

Recall measures the fraction of actual positives that were correctly ide(@tied et al.,
2022; Yik et al., 2021)

Recall = TP/(TP + FN)

1.9.10Precision

Precision measures the fraction of identified positives that are actually p¢Buleg et
al., 2022; Yik et al., 2021)

Precision = TH(TP + FP)

1.9.11Accuracy

It is defined as the ratio of the number of correct predictions to the total nunibputsf
(Kerkhof, 2020b)

Accuracy = (TP + TN)(TP + FP + TN + FI\

1.9.12F1-Score

The F1 Score is the harmonic mean of precision and rézaltovide a balance between
the two when their valuadiffer significantly (Kerkhof, 2020b)

F1 7T Score = 2 IPreciflaneRacal)i on I Recal |)

1.9.13Quadratic Weighted Kapp&QWK)

QWK measures the agreement betweenhimaan graded score and the predicted score.
(Putnikovic & Jovanovic2023
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Chapter 2: Literature Review
2.1.Chapter Overview

In Chapter 1:1 presented the overarchiiRQ for this study: How can we apply NLP
approaches that use transformasedarge language models to thematically analyze students
responses to opeended question prompts in case scenaribe?understand the body of
knowledgerelated to theRQ, | review literatureboth from STEM educationand engineering
education. first provide thehistorical evolution otthe NLP discipline Next, | review studies
investigating the use of NLP in the analysisd/or gradingdf studentgenerated descriptive text
In thesesectionsthere is variation alontpe followingdimensions(a) whattext featuresre usegd
(b) how these texteaturesareextraced and(c) whatmachine learning (MLjnodelsare trained
with extractedtext features Notably, | give distilled definitions of computer science (CS)
terminologies at relevant poiftsor r e a d e r s Bollawmgltlastl discusdmutationg of
TLLM s rdated totheir social, environmental, and financial impaots society Lastly, | review
the existing assessment methods éogineering ethicand systers thinking competencies
becausehe use cases afy NLP approach are related to these.

2.2.Historical Evolution of NLP Methods

Natural language processiniL(P) is collection of approaches edto analyze natural
languageghat evolve through human ugelirschberg & Manning, 2015; Terrace et al., 1981)
During the 19504.980s, NLP tools wenaile-based and deterministic, primaruginga relatively
small set of predefined rules atichited vocabulary encoded by researchers intomputer
algorithms.This processvastime-consuming and often provedcapable because those hand
crafted rules would only cover a portion of #vgensive diversity ohaturallanguags. During
the 19802000, an increase in computational capacities led to the emergence of stzistids
NLP approached hese approaches useedquencybased lexicaleatures to ideify patterns and
relationships in text corporand statistical inferences for performing NLP task$ie heavy
reliance of these statistitmsed\LP tools orfrequencybased lexicaleaturedimited their ability
to handle structures and content beyond specificééxataseti.e., similar to training datgathat
wasa significant limitationl/Ahmad et al., 2022; Burrows et al., 2015; Zhou et al., 2023)

In the 20002010 period,NLP tools began to incorporatdependencies of words in a
sentene, named as syntactic features, in text analysms instance, ependency 1grans were
developedy grouping subjectandverbs These syntactiteature based NLP tools analgzext
with theunderlying assumptiorsimilarly structuredgsentencesveremore likely to have a similar
meaning Howeverthese approachesadilimited flexibility in capturing the semantic meanings of
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words(Putnikovic & Jovanovic, 2023; Ramnardseetohul et al., 2022 that era, proliferation
of dataon the Interneand frther leaps in computationedpacitesallowedthe use ofarge digital
text corporafor developingNLP tools Consequently, NLP tools began to incorporate train
ML algorithmswith humanrannotated dat&xamples of those ML algorithms inclucegression,
supportvectormachines (SVM), andaive Bayesian classifi¢€C. D. Manning & Schitze, 1999;
Sebastiani, 2002)From 200 to the presenta major milestone in the NLP fieldvas the
development ofvord embeddingnodels.Some exampkeof these modelare Word2/ec, Global
Vectors for Word Representation (GlovVe@nd Embeddings for Language Models (ELMo)
(Mikolov et al., 2013; Pennington et al., 2014; Peters et al., 20h&se modelsap words or
phrasesinto higher dimensionalector representations, thereby capturbah semantt and
syntactic informationTo remind readershe formemefers to the meaning of words wherd#as
latter corresponds tav o r dteuctural rolein sentences. Word embedding models nseral
networkarchited¢ures that werentroduced in the 1980Gmd have become central to the NLP field.
This means that understanding modern NLP requires understanding the scope of common neural
network model architectures.

Existing neural network models in the NLP field can be classified into sequential and
attentionbased models. Examples of sequential models include Recurrent Neural Networks
(RNNs) and Long ShoiTerm Memory (LSTMsheural networksSequentiamodelsaredesigned
to learn dependencies in sequencesafs (sentences and paragraphs) to model sequential and
hierarchical structures itanguageHowever, RNNs tend to focus more on skterim context
information while not being able to robustly capture longeige dependenciesf words in
sentencedlo address this issueSTM neural networks were developaad provednore effective
in capturing relations between words of a sentetivereby providing richer sentence and
paragraph representatiofochreiter & Schmidhuber, 1997; Sundermeyer et al., 26i®yever,
LSTMs encounter difficulties with long@assagedue to their sequential processing mechanism.
In contrastattentionbased mode)svere introduced in 2018 aadecommonly known a§LLMs,
process inputextin parallé andutilize the attention mechanism to selectively focus on relevant
parts of the inputext, enabling them to better capture ler@nge dependenci¢¥aswani et al.,
2017) Prominent examplesf TLLMs includeGPT-4, BERT, XLNet, and MPNe(Devlin et al.,
2019; Radford et al.,, 201%ong et al., 2020; Z. Yang et al., 2013hese TLLMs have
demonstrated statd-the-art performance across a wide range of NLP task$r asmachine
translationtext classificationandsentiment analysi&ao et al., 2023; Mu et al., 2023; W. Zhang
et al., 2023) My dissertationstudy is about howthose TLLMs can be used ihematically
analyzingopenendedresponses of engineering studentsuo engineering case scenarios.
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In sum, the NLP field has evolvébm rulebased to statisteebased to moderfLLMs.
This development has enabled researcheidevelop computeapplicationsthat can process,
understand, and generate human language in fhexidle and comprehensiveways. This
chronological development in the NLP field coincides with how NLP tools have been incorporated
into operrended educational assessmartich | explorein thenextsection

2.3.Use of NLPin Open-ended Educational Assessments

Literatureon theuse of NLP in opemnded educational assessments can be categorized
into two areasAutomaticShort AnswerGrading (ASAG) and AitomaticEssayGrading(AEG).
These two categories can be differentiated as follayvéhe length oShortanswers ranges from
one phrase to one to four paragrapifsereasessayextend from one paragraph to several pages
2) ASAG focuses on the content of the answeiisile AEG emphasizgrammar or writing style
(Burrows et al., 2015; Ramnarafeetohul et al.2022; Shah & Pareek, 2022%piven these
differences in ASAG and AEQ scope myliterature review to focuesn ASAG and similar
literature(such as student descriptiaaswergo survey questiong)ecause my identified problem
andRQ are relevanto thatresearclarea.

The NLP approachessed to analyzer grade student opesnded responseuld be
categorizedbased orhow the NLP approachseshumanscored answers he categoriesareas
follows: referencebased or respondmsedGalhardi & Brancher, 2018; Putnikovic & Jovanovic,
2023) In the referencéased approach, student responses are scored based on their similarity to
expertprovided reference answers, or by choosing the highest seoréwger On the other hand,
the responséased approach uskamanscored ansersto trainML models. These models are
then used to assigtores to newesponses.

Another categorizatiorvariable for NLP approachess the types of textual features
extracted from the input texthese features are as followexical, syntacti¢ orsemantic features
Lexical features arderived from the words and vocabulggesent in the texte.g., counts of
words). §ntactic featureare derived fronthe grammar and sentence structure in thesigt as
parts of speecliPOS)tags. @mantic features represent the underlying meaning and concepts
within the textrather tharonly voceulary or grammar utilize a combination othe following
two categorizatiowariable® (a) how the NLP approach uskumanscored answers, and (b) the
types of textual features extracted from the input@gtorganize the sectisirom 2.3to 2.6 of
the literature reviewin addition,| demonstrate this literature review as a proflessdiagramin
Figure2.1. In this figure, Iparticularlyvisualizewhere mydissertation studgituateswithin the
existingbody ofliterature

15



Figure 2.1: ProcessFlow Diagram for the Literature Reviewon the Use of NLP in Open
ended Educational Assessments

Open-Ended Educational Assessments
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In the following sections| first review studies thaisedreferencebased approachdsr
ASAG. Second | provide an overview of studiedboutresponsdasedapproacheshat utilized
lexical and syntactic features to tréfL. algorithms Third, | give example®f unsupervisediL
in NLP. Fourth, I move to discuss initial word embedding models developed to extract semantic
feature in text and how those were usettheassessment of student opamded responsdsastly,
| examinethe application ofTLLMs in educational assessmenishe purpose of this extensive
literaturereview is to outline prior work in this space of using NLP to asseskents, where that
work has fallen short, and identify the area where my work edhtributeto the body of
knowledge.

2.3.1Referencebased Approaches

In referencebased approaches, the fundamental mechanism involved in assessing student
openended responses is the comparison of a candidate response with reference (or graded)
answers. The distinction between approaches lies in how they accomplishdh&nism.

A rudimentary NLP approach searches for similar keywords between reference and
candidate text. Notable examples of this work are Open Mark and Indus Marker grading systems

16



(S. Jordan, 2009Building off of similar keywordsa more sophisticated NLP approacalled

pattern matchingvas develope (Butcher & Jordan, 2010)n this method, a lexicon of words is
compiled, with the elements of that lexicon being referred tegmms. In this context,-gram

refers to a string of n number of waer@urafsky & Martin, 2009a)For examplea bigram is a
two-word sequence while a trigram is a thveerd sequence. Continuingth this example, given

t he prhanyswmidentdaretalgexam® a bi gr am wvmanystlenfsbstdudent A
are0 fNar e tha kaikn.gh gA exmansi-gaams i€ vehenen equdls tanl; this is known

as a Bagpf-Words (BOW). Ngrambased assessment methods measure the degree of overlap of
n-grams between a reference text and a student response text. For instance, one might consider the
simple binary presence or absence -gframs that exist both in the reference text and the student
response.

Likewise, another common lexktfeature is the frequency ofgrams in a document. This
is called the term frequency (TF). However, TF alone could present challenges when comparing
verbose responses with terse ones. To addids challenge, the TF can be multiplied by a
proportional weight to penalize general words (e.g., prepositions, stop words, or articles), resulting
in a metric called the term frequenitywerse document frequency (TBF). Notably,Galhardi &
Brancher (2018jound in their literatug review of 44 ASAGelated papers that the most popular
lexical feature used in their reviewed papers-ggams and its THDF, which was present in 30
(70%) of their reviewegapers Another lexical feature often employed includes text statistics
such as the length of the response, count of unique words, verb counts, and similar lexical statistics.
However, algorithms based on keywords matching egram frequency lack knowledge of
grammar or syntgxand are highly prone to failure from cases such derdiit words with
identical meanings.

To overcome these limitations to some extent, Faafted grammar or syntactic rules
were embedded in NLP approachdsaudek et al. (2012) and Nehm & Haertig (20b2jlt
dictionaries andexical featureextraction rules in the SPSS Text Analy8®SSTA)software In
their handcrafted dictionaries, they identified keywords and phrases used by 812 undergraduate
studentsé responses to a biology exam. Their
locating synonyms of such ternas)d identifying digribution patterns afhoseterms inresponses.
Although the model was able to identify some information correittéy authorgautionedabout
the paid subscription of SPSS and its limited ability to automate scorimgagtudentanswers
Developinglexical featurdibrariesrequiressignificanthumantime, effort, and expertiseg~urther,
these librariesypically cannotbe used for automategyradingprocessesTherefore, ® automate
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grading of new student answeglsxical and syntactiéeatures areintegrated with supervised or
unsupervisediL algorithms in responsbased approaches for ASAG

2.3.2Responséased Approaches

In responséased approachestudent responses are usem train supervisedor
unsupervisedML models. A supervised ML algorithsitrained on a dataset that has human
assigned scores combined with textual information extracted from the responses, such as lexical,
syntactic, or semantic features. During training, the model learns regression or classification rules
based on input texall features. After training, the model applies the rules to assign scores (or
labek) to new student responsér examplean answer could be correct, partially correct, or
incorrect. Some common classifiers includiggistic regressionSVM, randomforeg, or naive

Bayes classifiers. Additionally, some approaches use ensemble methods that combine predictions

from multiple different classifiers. On the other hand, unsupervised ML models are designed to
learn from and make score or correctness predictions based omrledlaata. Examples of
unsupervised ML include clustering (e.gsneans clustering and hierarchical clustering) and
dimension reduction (e.g., principal component analysis). Next, | review published papers to
examine howresponséasedappro&@hesand textual features (lexical, syntactic, and semantic
featureshave been used in educational assessment.

2.3.2.1.Use of Lexical Featuresn Supervised ML

As an example of an approach that used both a lexical feature complemented by a
supervised ML algorithntla et al. (2011) and Nehm et al. (20d2yeloped a classificatidpased
ML software called the Summarization Integrated Development Environment (SIDE). The SIDE
program was designed to score undergraduate
BOW model. The model marked the presence or absence of each elethe®@¥ matrix and
couned the frequencyof the present elemenisn st udentsd response.
subsequently fed intan SVMmodelfor classification and scoring purposés SVM identifies
decision boundaries (imagine separating two teams on a field with the most effective line) that
differentiatevariousclasses of data (known as support vectors) with the largest margin. Once the
decision boundary is establish&{/M classifies new data points by determining on which side of
the line the points fall. Applying a similar mechanism (i.e., BOW used as thet@xpualfeature

for the SVM mode) of the SIDE softwareMoharreri et al. (20145evelopedan automatic

assessment tool for evolution theory afid et al. (2021)developed or Lewi s6As aci d

another example of supervised ML model used for classifying student respafilses, et al.
(2022) used the TH DF met hod to vectorize students?®o
representations to develop two classifiersidarest neighbors and logistic regression. The data

18

S



came from studentsat the University of Colorado Bouldewho completed the Physics
Measurement Questionnaire (PMQan assessment tool for studying student reasoning around
measurement uncertaintputhors found thatheir logistic regression classifier yieldéetter
classifications thather k-nearest neighb@pproachkandwith the same level of agreement as that
between two humans categorizing the data.

In the past decadendto-endneuralnetworkshave replacedlassical supervisddL and
dominated most areas of NkBlated research, ameSAG is no exceptior(Bai & Stede, 2022;
Haller et al., 2022)Jnlike in non-neural networkbased supervised Mapproaches, neural models
learn a dense, nenterpretable vector representation of the input text(s) and feed it to an output
classification or regression layeks recentexample of the ASAG approach thatisedlexical
featureandneural network, Zhang et al (2022)andZhai et al. (2022rombined three distinct
lexical featurento a latent feature and then fed it intoRNN for training purposed hesdexical
features included(i) difference in word count between student aeferenceanswers; (ii)
maximum IDF value of matched wortgtweenstudent andeferenceanswers; and (iii) cosine
similarity between THDF vectors of studdrandreferenceanswersThrough this procesgZhai
et al., 2022; Zhang et al., 2028 monstrated th&NNs can extract latent featurésat aremore
representativgor informative) of input texthan the originallexical features.Despite these
positive findings|exical featurebasedsupervised MLapproacheare considerably limited in their
ability to captire themeaning of tei For examplewords are treated as independent from one
another, and therefore syntactic relationship
are studyingo and fAstudying ar &xica based Nb s 0 ar
approachesTo addressthese limitations, ygtactic featuresare usedo train supervised ML
algorithms.

2.3.2.2.Use of Syntactic Featuresn Supervised ML

Syntactic features areefinedas roles andelationships of words within a sentende
capture syntactic relationshipdependency sgrams are developed by PQ&gging In this
process, each word in thegnam corpus is labeled with its correspondi@Stag (such as noun,
verb, adjective, or adverbPependency 1gram models typically use a triple format containing
two words and the dependency relasioipbetween thent-or instance hte Stanford ParséKlein
& Manning, 2003)is a commonly used tool fageneratingPOStagsfrom text In ASAG, the
underlyingphilosophyin the syntactiefeaturebased NLP approach is that if tvaswers share
numerous POS tags, they possess a similar syntactic structure and are more likely to convey the
same meaning.
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Pulman & Sukkarieh (200%)eveloped a prototype of theater system that automatically
grades shornswersTheir systernmuseda Hidden Markov Model (HMMPOStagger to extract
syntactic features from the resporses1HMM is a statistical model used to represeata with
underlying hidden statesThese syntactic features were then used to traiaise BayesML
classifier to assign gradékhe crater has been commercialized by the Educational Testing Service
as eraterML (Heilman & Madnani, 2013a, 2003 For grading purpose the craterML extracts
several types of lexical and syntactic features: (a) concepts expressed in words, sequences of
words, and sequences of characters; (b) syntactic relationships between these concept words; and
(c) the response length. TheaterkML engine uses SVM, wherein weights of all features are used
for scoring.As an exaple of application é c-raterML in educationalassessmentee et al.

(2019) used the c-raterML to analyze secondary school student respoabesit scientific
argumentation.

Expanding beyond a singlsupervised MLmodel, multiple different supervised ML
modelscan betrained and combined to make predictichgreby making better predictions than
an individual modelThis process is called ensemble learnidg.an exampleRoy et al. (2016)
proposed aMNLP approach based on an ensemble of two classifiers. The first classifier used a TF
IDF representation of BOW. The second classifier used five similarity measures covering lexical,
semantic, and vect@pace dimensions betweegferenceand student answer. Ultimately, the
classifiers were combined in a weighted fashion to form an ensemble used to predict the final score
(label). In another examplelescovitch et al. (2021tyained anML model based on an-8
classification algorithm ensemble. In their work, text features of each document were extracted as
n-grams and used as inpuat the ensemble algorithm to predict whether each given document
belongs to each clasdsing ensemblenodelscan give better predictions, behsemble mdels
alsohavedownsidesFirst, it takesmore resource® train and usensembleanodels Second, ti
canbe difficult to inderstand why the ensembitedelmakes certain predictiori®ecausenany
models are combined\fter describingthe downside®f ensemble models) next paragraph, |
discusghelimitation of supervised ML models in NLP.

Supervised ML requires humamnotated data, and NLP researchers caution about the
inherent subjectivitywhen humansannotatedata to establisldesired outpufrom the moel
(Bender & Friedman, 2018; T. Sun et al., 2019; Wilson et al., 2022pntrast with supervised
ML, unsupervised ML ofteoperatesvithout human annotations and can detect patterns in a text
corpus thatnay differ from what humans would expethis discrepancygan occur due to several
reasons such &a) humans tend to label data in an ordered manner, whamagservisedL can
analyzeall data simultaneously;(b) there areinter- or intracoder consistency issuaghen
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manually labeling datbor training purposeswhile ths issues not relevant tainsupervisedL.
Althoughthese issuefor supervisedML may be resolvd with onetime, upfront fixed costs
during labelng the original training datathey can someémes beprohibitively expensive in
pradice. This raises the question aboutattatives to supervisédL, i.e., unsuperviseanodels,
which | discussext

2.3.2.3.Use ofUnsupervised ML and its Combination with Supervised ML

A widely used unsupervised ML approach in the NLP field is topic modeling.most
popular topic modelinglgorithm isLatent Dirichlet Allocation (LDA).The LDA algorithmis a
probabilisticapproach that presumes documemecomprised of various topics, and each topic is
characterized by a distindtstributionof words(Blei et al., 2003)The LDA approactestimates
these probable topics and corresponding word distributions based on wamclecencestatistics
within a set of documentd he technique has been used to model the distribution of topics in a
variety of contexg (Chauhan & Shah, 2022)n edua@tion, researchers have used the LDA
algorithm for thematic analysis of student responsasrong other thingd-or instance, in the
physics education fieldzeiger et al. (2022¢mployed LDA to identify distincideas instudent
written responses to op@&mded questions about electric circuit design. In the math education field,
Cronin et al. (2019dentifiedkey themes using the LDA approach in 21,84&Iback data entries
from studentonsultatiorsessionst two mathematics support cester

Sincethe traditionalLDA approachrelies on word cabccurrencessuchtopic models
struggle to identify latent topics in sparse texts (e.g., short ansfiueeg)al., 2017) Limitations
such as these have led researchers to extend the traditional LDA model, leaatwitpeo topic
modelingalgorithmbased on the Dirichlet Multinomial Mixture (DMM) distributiofhe DMM
assumes that each document can be represented by just one lateim tapitrast, LDAallows
documents to have multiple topi®iei et al., 2003; Li et al., 201:AYadapally et al. (2022pplied
both DMM and LDA for anal yzi ng si&anwuddergradsate r es p
software engineeringourse. In thie minute papes; students provide short answers to two
guestionswhat they learned and what theyl aiotlearn in each class. Vadapally etancluded
that DMM performed better than LDA for generating lategicsin thoseshort texts Despite
topic models carfind usefultopics (themes) in texts, but thaye limited.l gavefollowing two
reasons: Firstopic modelssolelyrely on word ceoccurrences ancannot capturéheunderlying
meanings ofvords Second, interpretation aferivedtopics from topic models not universal
Two different analysts might interprigte derived topicdifferently based on theknowledgeand
experienceAfter describing the challenges of topic models, in the next paragraph, | discuss the
limitation of unsupervised ML models in NLP.
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Aldea et al. (2020yautioned that unsupervisd&tL. methods alone might nabmpletely
automategrading processeatie tolack of referenceesponsewhich encompasall possiblevays
to answer an opeended questianTherefore researchers have combined both supervised and
unsupervised ML algorithms for assessment of student anstgeea.example otthis approach
Rosenberg & Krist (2021analy2d845mi d d | e s c¢ h espdnses dboutiseientesmddel
explanationsusing a sequence of unsupervised and supervigéd algorithms First, they
developed a documetgrm matrix by tokenization with unigram and converted frequencies of
those unigram on a legcale .Then they used a combined hierarchical agglomerative ame&ns
clustering technigue to identify similar st
descriptive coding to identify categories in
supervised ML algathmsd naive BayesSVM, andsequential neural netwabkto classify held
out st ud e n Thedutharsefmimddhatshe agreement betweenaddsigned codes and
manual coding ranged from 0.62 for naive Bayes to 0.66 for SVM.

However, thecombination of supervised and unsupervised ML models in NLP is not
without challenges. In the case of supervised ML, one inherent limitation is theffdubtween
optimization for a specific task and generalizability across different contexts. Traisingervised
ML model with specific labeled data may not generalize well to unseen data from other contexts.
Additionally, unsupervised ML models can cluster data that should be separated, introducing noise
that could propagate if the unsupervised modetdambined with a supervised ML model
downstream. Next, for readersd overview, in T
along with their respective NLP methods and limitations that | cited in the sectionsT2BIR.

2.1 shows that NLP researchers have used a variety of lexical and syntactic text features, combined
with both supervised and wunsupervised ML app
Despite their useful performance in some contexts, lexézdlres can still fail to captarthe

meanings of sentences, and syntactic features can only do so to a limited degree. On the other
hand, capturing how students6é responses and r
or sentence structure but by their meaning and conceptsjgnificantly enhance the performance

of automatic grading of student written responses (Ahmad et al., 2022; Haller et al., 2022;
Magliano & Graesser, 2012; Putnikovic & Jovanovic, 2023). To clarify, semantic features
represent the deeper meaning andcepts conveyed in the text, beyond just the vocabulary and
grammar captured by lexical and syntactic features. Over the past 10 years, researchers have
proposed several semantic featbessed NLP approaches to build on this concept, which | review

next.
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Table 21: Summary of Studies that used Lexical andSyntactic Features in Referenceor

ResponseBased NLP Approaches

Papers

NLP Method(s)

Limitations

(Jordan, 2009;Butcher and Jordar

2010

(Nehm and Haerti@012 Haudek et al..

2011

(Ha et al., 2011 Nehm et al. ,2012
Moharreri et al2014 Yik et al,, 2021

Matchingkeywords

TF-IDF

BOW model + Support
Vector Machinebased
classification

POS tagging anddecision

(PUlmar& SUkkanehZOOS Heilman & tree |earning and Naiv

Madnani, 2013a, 2013b Lee et al.

2019

(Roy et al, 2016 Jescovitch et al2021)

(Zhang et al.2022 Zhai et al, 2022

(Rosenberg & Krist2021)

(Wilson et al., 202p

Bayesian machine learnir
algorithms

Ensemble ML

Lexical Feature +RNN for
supervised training

TF-IDF+ hierarchical
agglomerative and-keans
clustering

TF-IDF- KNN + logistic
regression

Methods depend
upon morphologica
characteristics o]
words and resouree
intensive for training
supervised ML
models. Further, thes
models are task
dependent

(Geiger et al.2022 Cronin et al. 201p

(Vadapally et al.2022

LDA

Dirichlet Multinomial
Mixture (DMM)

Methods depend
upon words co
occurrence an(
interpretation of
outputs significantly
depends upon analys
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2.3.2.4.Use of Semantic Features in Supervised ML

It is noteworthy that | have given semareaturebased NLP approaches a separate level
two heading, instead of a level four heading ursbmtion 2.3.2, due to its significance in my
dissertation.

2.4. SemanticFeaturesbased NLP Approaches

Natural language processirtgchniques for extracting semantic features of e
commonly categorized as follows: (a) knowledhbased and (b) corpimsed(Galhardi &
Brancher, 2018; Kerkhof, 2020a; Shah & Pareek, 2002 knowledgebased techniquasse a
knowledgedatabasehat already storelandcoded semanticelationdips between wordand
reflect the waythe analyst(NLP developerperceives thsesemantic relationshipd his external
database is usdd calculate théinary semantic similarity btweenwords.For example, a word
pair could be designated as synonyms (having the same or similar mear@ntgnyms (having
opposite meanings

In contrast to knowledgbased methodsorpusbased methods typically use large public
corpord like Wikipedia or digital libraried to automaticallyestablish semantic relationships
between wordss vectors in a highelimensional spacbased on thie usagein those corpora.
These corpubased semantic models are commonly calledd embeddingdVord embeddings
calculate smantic proximity between words or phrasesreal numberrather than bingr
(synonymor antonyn). The important idea to note about embeddimodels is their ability to take
raw text and generate a representation for that text in-dilgbnsional vectarto perform
subsequent mathematical operatidhnss not without limits but thisfunctionality opens many
possibilities
2.4.1KnowledgebasedMethods

One example adheknowledgebased method is WordNet mantic lexicatlatabaséhat
groupsEnglishwordsinto setscalled synsetsike {car, auto, automobile, machine, motorcar}
Each synset represents a distinct condaptaforenentionecexample is about vehicl¢sellbaum,
2010; Miller, 1995) These synsets are interlinked Sgmanticrelatiorshipssuch assynonym,
antonym, and hypernyyponymwith other synsetslo clarify, hypernymhyponymrepresents
one wordn a more general form and the otlrea more specific instance of the same cono&pt
examplewould be as follows: hypernymehicleand hyponym: caGalhardi and Brancher (2018)
found thatWordNetbased semantic features were used i2b%0) of the 44 papers includién
their systematic reviews of ASAG literature.
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As anexample,Pribadi et al. (2017&¢mployed WordNet to find semantic synonyms of
words used by students in their short ansveérsut omputer architectureelated questionsn
their study after sentence tokenizatistudent answers and graded responses were converted into
the WordNet synsetsSentence tokenization the task of segmentinga text into individual
sentencessingpunctuation marks like periods (.), exclamation marks (!),cuastion marks (?)
as delimiterto identify sentence boundarieBhe Dice Coefficient is then used as a semantic
similarity measureThis coefficient is calculated as twice the number of common synsets between
two responses, divided by the total number of distinct synsets in both respbresesficient
valueclose to 1 indicates higkemanticsimilarity, while a coefficientalueclose to 0 indicates
low semanticsimilarity. The aithorchoseathresholdvaluefor the coefficient that wasonsidered
to sekct semantically similar paifer student and reference anss/@rhese selected pairs were
then given the same scorethg corresponding reference answine authordound thattheir
ASAG systendid notyield the best resultThis is because their system produtma similarity
values when measuring two sentences of different lengths despite having the number of
overlapping words by almost 80%.

To improve knowledgdased ASAG systenresearchers have combin&dowledge
based measuresith ensemblebasedsupervised ML models. For exampgahu & Bhowmick
(2020)developed an ensembbasedsupervisediL model using a combination of knowledge
based measures and a stacked regression approach. In this regression task, tfeastadent
was <categorized as fAcorrect o, Apartially <cor
Ana@lromai ndo based on its semantoadel answerthiebbuthors t y wi
reported that theirproposed stackedegression based ensemble model showed a huge
improvemenin F1 score®n standardizeASAG datasets: ScientBank and Beetle.

Despite their utility as demonstrated in the aforementionedy skmbwledgebased
methods require significant human effortsbigld domainspecific knowledgehesaurusethat
encode the lexical, syntactic, and semantic understanding of human lanboagercome the
limitations of nanual effors, NLP researchers have developedpusbased methodspmmonly
known asfixed word embeddings Fixed word embedding automaticallyidentify semantic
relationships between wortly usinglarge public corpora like Wikipediand the ways in which
those words appear in sentences alongside other wottalsse corpora.

2.4.2Corpushbased MethodsHixed Word Embeddings

Some gamples offixed word embedding modeksre Word2Vec(Mikolov et al., 2013)
and GloVe (Pennington et al., 2014Word2Vecis a pretrainedword embedding modain a
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portion of the Google News dataset (approximately 100 billion wordg médelcomprises 300

dimension vectors for 3 million words. The GloMerd embedding model igained on the

Common Crawland consists of 30@imension vectors for 2.2 million word¥hese word
embeddings represent wordsvastorsin a highdimensional spaceyhere each dimension holds

semantic or syntactic featureéthe words.The intuition behind word embeddingseagplained

by the distributional hypothesia linguistics: words appearing in similar contexts often share

similar meaningsAlternatively, hishypothesiss exemplifiedin linguist John Firtbs qu ot e, A YO
shall know a wor d [§Frth, 196& p.17 DForpesample, thetword weetqrss 0

of O6fant asy 6 aercldeindighdengnsional spacgimcé theirsemantianeaning

is similar, in part because they often appear in similar contexts

In evaluation of student response®rd embeddings are usedaidress the challengfeat
motived the present studyow to comparstudent responsesrielevanteference responses based
on the concepts and meanings that are behimids instead ofthe words themselvesr their
grammatical structure in sentences.

2.4.2.5.Use of Fixed Word Embeddings in Evaluation of Student Responses

To address the challengaentionedin the preceding paragrapNLP researchers have
developedthe following two-step method first, both candidate and referenanswersare
convertedinto a high dimensionarectorspaceusinga textembeddingnodel Second, various
distance measures are usedctonpae distance(semantic similarity) betweethe vectorsof
candidate and reference answ&sme populadistancemeasures areosine distance, Euclidian
distance, and Manhattan distanGde cosine distances considered favorable as this doex
include the lengtbf text(magnitude of text vectorsyhich is regarded as irrelevdat measuring
semantic similaritypetween twdext statemest(Kerkhof, 2020; Qiao & Hu, 2023pimilar tothe
Dice Coefficient, those distance measureeapgessed using a real number between 0 ~ 1, where
0 represerg nosemanticsimilarity and Irepresentan exact match in meanirigerkhof, 2020a)

In the first scoping revievon the use ofword embeddings in ASAGPutnikovic &
Jovanovic (2023jound that a total of 17 research studies have been publishedsiivard
embeddingsn ASAG. Further, they founchost of the articles used word embeddings, mainly to
estimate the similarity of student and model answers using the cosine similarity mAasame
exampleMagooda et al. (201@isedWord2Vec and Glge for the vector representation of student
and reference answerfhey then calculatedhe Manhdtan distancebetween tbse two éxt
categoried Manhattan distances the total distance between twwoints if onefollows a grid
based path between theirhosemeasurmentswerethenusedto train an SW1 ML model for
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automatic grading purposebhe authors founthat their systei@ performance was comparable
to that of a lexicahnd syntactideaturebased system like-rater.

In addition to nomeural network ML modelssemantic features extracted from word
embeddings havalsobeen usedh training of modern neural networks for automatic grading or
automatic classification systems. For instanegly et al. (2023)and Jiang et al. (2020)ised
word embeddings followed byls5TM model forscoring studentesponses in science education.
They concluded that extracting semantic features usiogl embeddingsand subsequently
feedingthem intoneural sequential network moddilse LSTMs improved the performance of
automatedscoringsystems.

Likewise, xample studes that use word embeddings in automatic text classification
systems aréSun et al.2019; Capuano et al., 2021) the former exampl&un et al(2019 used
Word2Vecto feed an LSTMnheural network for identifying binary classification of urgent posts
in massive open online courses (MOOM)the latter exampleZapuano et a(2021) developed
an experimental setup to classify MOOC forum posts with a combination of word embeddings
train an attentiofbased hierarchical RNN. The data corpus contained 29,604 learner forum posts
from 11 Stanford University public online classes withinkioenanities, Medicine, and Education
fields. The classification of MOOC forum pestas performed for the following attributes: subject
area, domain topics, sentiment polarity, level of confusion, and level of urgency of a forum post.
The authorsconcluded that theiexperimental setup was able to successfully detect subject,
domain, sentiment, confusion, and urgency of forum posts, achieving an accuracy betteen 74
and88%.

While some of these models illustrate the utility of applying embedding models in
education settingsjxed word embeddingmodelslike Word2Ve¢ Doc2Veg and Gld/e were
developed in the early 20s rendering thenoutdated Other models have built on these original
embedding models. For example, recentigrsyth & Mavridis (2021)applied the newly
developedat the timeSpacyfien_vectors_web_fgembedding model in their automatic grading
system for high school studeashort answers related to computer science conaiptaujo et
al. (2023)andAlmazova et al. (2021)sed Wiki40bim-multilingual (Guo et al., 2020)and USE
multilingual2 (Yang et al., 2019)to feed into an LSTM neural netwebased classifier,
respectivel. The reason is likely because U§ttiltilingual2 was prdrained on questiors
answers pairs from web forumsshich have more informal communication, and the latter
Wiki40b-Im-multilinguallonWikipedia articleswhicharewritten agormal encyclopedia entries
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The purpose of t he <c¢l| assi fdaleud protogads intan ontthnat egor

environment.

In addition to being slightly outdate@ord embedding modelalso may strip the full
context of a document into individual words because these models are limited to converting
individual words into vectorsTo address this limitation, two strategies are often used. First,
sentence embeddings can be created by summing or averaging individual word embeddings
Secondresearchers can uperposebuilt modelsthat aredesignedo generatembeddings for
larger units of text, such as entire sentences or docunfamexamplelLe & Mikolov (2014)
developed th®oc2Vec modelsThe Doc2Vec model considers the order and context of words in
a document during the vectorization process, which allows the model to preserve semantic
relationships between different pieces of text in docusnent

Bulut et al. (2022)utilized the Doc2Vec model in the qualitative coding of medical
studenté responses fothe Situational Judgment Tesd common ope®nded assessmefdr
medical school admissions in North America. First, the authors developed ltaskx on a
theoretical framework related to professionalism. Second, they used the Doc2Vec model to embed
both the code list andtudentdocuments. Lastly, they employed a cosiimailarity measure
between the centroid of embeddings for each document anéfipexti code to determine
semantic similarity and assign labels to response documents.

Using Doc2VecRomereGomez & OrjuelaCafion (2022romparedt with TF-IDF and
Word2Vec methodsfor the thematic analysis dfiomedical engineering studeatesponses
These responseslated to what theyundersbod aboutBioinformatics before and after taking the
undergraduate Advanced Bioinformatics course. The vector representations of responses, before
and after taking the course, belonging to the same student were compared using cosine distance.
The authors concludetidat TRIDF showed fewer dissimilarities than Word2Vec and Doc2Vec
between two documenitelonging tahe same studenfBherefore authors concluded thtdte TR
IDF text vectorizatioimethod might not be appropriate for analyzing the legrgains of students
because the TIDF model cannot detect such differences
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Table 22: Summary of Studies that used Fixed Word Embeddings

Paper(s)

NLP Methods

Limitations

(Pribadiet al., 2017; Shaukat «
al. 2021
Sahu and Bhowmick, 2020

WordNet

Wordnet is a préuilt
knowledge thesaurus, whic
a resourcentensive and tasl
dependent

(Guerrero and Wiley, 201¢

Magooda et al. 2016

(Ariely et al. 2023; Jiang et a
2020; Sun et al. 20}9

(Forsyth and Mauvridis, 2021)

(de Araujo et al, 2023

Almazova et al. 2021

(Bulut et al. 202

(RomereGdémez

Word2Vec and Glove

Word2Vec + LSTM

Spacy "en_vectors_web_Ig"

Wiki40b-Im-multilinguall

Doc2 Vec

All  of the mentioned
methods produce fixe
embedding for wordsFor
exampl e, t he
could refer to a shipping po
or a USB port, but fixec
word embedding model
would generate the san
vector to represent bot
meanings.

. - TFIDF, Word2Vec, and Doc2Vec
& OrjuelaCarfion 2022

(Capuano et al., 2021 Word + Sentence embeddings

The aforementioned studies have demonstrated that fixed word embeddings are useful, to
some extent, in comparing student responses to reference responses based on the concepts and
meanings. | summarized the research studies that | cited in the liteeatigne section 2.4, along
with their respective NLP methods and limitations, in Table 2.2. However, fixed word embeddings
like Word2Vec and GloVe have a major limitation, to which I turn in the below paragraph.
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Fixed word embeddinganap each word to one contarsensitive vector.This is
problematicwhen dealing with polysendywhich refers to the capacitgf a word or phrase to
have multipleneaningslepending upon its conteXorexamplet he worr @d c dul d r e f e
a shipping port or a USBort, but fixed word embedding models wogkeheratehe samerector
to represent botmeaningsTo address ik limitation of fixed word embeddings, NLfesearchers
have recentlylevelopedtontextualizedvord embeddings that can generate vector representation
of a word based on its context (i.e., surrounding wdifelsders et al., 2018; Vaswani et al., 2017)
Next, | turn to describingontextualized word embeddings.

2.5. Contextualized Word Embeddings

The contextualizedvord embedding models can be classified(@sequencdasedand
(i) attentionbased(Ahmad et al., 2020; Haller et al., 2023equencdased word embeddings
process input text in an ordered mannertend to focus more on shdadgrm context information
An example of sequendmsed word embedding E4-Mo. As a result, thegtruggle to robustly
capture longerange dependencies text In contrast to sequential modelsttentionbased
models, commonly known a$LLMs, process inputext in parallel and se the attention
mechanism tgelectively focus on relevant parts of the input, enabling them to better capture long
range dependencieSome examples of TLLMs aBERT, MPENT, XLNET, and GP-B.5. Next,
| explorehow TLLMs have been used in analyzing operded responses

2.6.Use of TLLMs in Evaluation of Student Openrended Responses

There are two approachesitworporaé TLLMs for automated analysi®r scoring)of
openended response&) featurebased approaesor (b) finetuningbased approa€ls In the
featurebased approaelg the pretrainedTLLM is frozenand used only tgenerateontextualized
vectorrepresentations of the input data. These representations are then extractéaeditldé
andfed intoa separatdownstreanmaskspecificML model(Shaik et al., 20220nthe other hand,
in the case of findunedbased approaelg TLLM s can be finguned for downstream tasks an
specific domairto further improve the accuracy of pirainedTLLMSs, a process called transfer
learnirg (Emerson et al., 2023; Radford et al., 2021; Raffel et al., 20e&)sfer learning provides
the possibility for NLP researchdwsfine-tune TLLMswithout incurring huge training casfThis
is becauseNLP researchers cagxploit existing features thatLLMs have learned from large
corpora of éxt data during their initial development and training pbasg.,BERT is trained on
Wikipedia anddigital book cormra (Devlin et al., 2019)Next, | review research studies where
researchers havesedTLLMs in featurebasedapproaches
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2.6.1Feature-basedApproaches

Researchers havmt only utilized prerained TLLMs but also compared them witkeid
word embeddingsor lexicatfeature based text analysis methods. Here | presenexample
studies that demonstrateatcurrentTLLMs outperformed previouexicalfeaturebased or fixed
word embedding based methods acidkP classificationtasks.

In thefirst exampleLiu et al. (2022compared a threway classifier model comprised of
a BERT embedding that was then fed into a CNN (BEFIN) with othersix baseline models to

classify across several dimensions of cognitive and emotional engagement. The data corpus

contained MOOC discussion form peftom 8867 participants registered in an Introduction to
Psychology courselhe thredexicalfeaturebased methods used in the stwdsre: (i) TF-IDF

fed into a KNN classifier, (ii) TF-IDF fed a Naive Bayesian classifier, and (ilif--IDF fed a
Random forestlassifier The remaininghree baseline methodgere: (iv) the Word2Vecbased
word embeddings fed int6NN, (v) the Word2Vecbasedword embeddings feohto RNN, and
(vi) theWord2Vechbasedvord embeddings feito attentionrbasedL,STM. Compared witlhese
six baseline methogdshe BERT-CNN modelimproved the F1 score for emotional and cognitive
engagement recognition tasks by 10% and 8%, respectilrelthe second exampl&iordan et
al. (2020)compareda) lexicalfeatures fed into SVR algorithm (b) GloVe embeddingfed into
RNN algorithm and (c) BERT for automatic gradingf science explanationsritten by K-12
students. Their study found that even base BERTLa without fine-tuning, outperformed the
other two conventional ethods

Further, Shah & Pareek (2022)onducted a literature review of NLP for automatic
evaluation ofshortanswers They concludel that studies which used NLP approaches based on
BERT reported more than 90% precision in their classification t8asides TLLMs being used
in supervised MlapproachesTLLMs arealsocombined with unsupervisddL approacheésuch
as clustering and dimension reduction) in NLP workfloWss is done to achiewdual purpose:
minimize human input to redudeias andreduceresourcecostsin terms ofnumber of analysts
andpersonhours(Haller et al., 2022; Kerkhof, 2020daJhe following paragraphgives two such
examples.

As the first example,Chang et al. (2021applied the NLP approachcomprisel of
WordNet, BERT, and clustering fdtrematicanalysisof 5,000responsesollected from healthcare
workers about working during the COVH29 pandemickFirst, the authors used WordNet to
normalize linguistic variations responsef=or exampl e, the phrases

i v

and Avirtual meetingo were nor malwereeedtorited Avi d
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using theBERT model Third, they used theSNE dimension reductiomlgorithm toidentify
groups ofsimilar comments. Lastly, the authors read those similar comments for thanadyisis

In their paper, the authoc®rroboratedhe utility and efficiency otheir NLP method It allowed

their team to complete thematic analysis of 5,000 text responses in twoatteystharthe two
montls their teamwould haveneeded without NLPAs the second example, from the physics
education field, Wulf and their team developed an NLP workf@omprised othefollowing three
steps: first, sentence embedding through BERT; second, dimension reduction through UMAP; and
third, clustering via HBDSCANWUIff et al., 2021, 202& 2023) Their data contained reflection
responses of preervice physics teachers while watching a video vignette. Wulff et al. concluded
that their NLP worlow was successful in classifyirtg e a ¢ Wrigten seflections according to

the reflectionsupporting theoretical model.

In addition to featurdased approach for TLLMs, imather studyWulff and colleague
fine-tuned BERT formreflection classification taskusing the same dataeflection responses of
preservice physics teachemd found improvegerformancecompared to basBERT (Wulff et
al., 202d). Next, | provide examples of how researchers have useduineg of TLLM s for
ASAG.

2.6.2Fine-Tuning-basedApproactes

Asthefirst example of use ofLLM sin fine-tuningbasedapproackes Sung et al. (2019)
fine-tunedthe baseBERT model by augmenting data from psycholeggcific resourcefor
ASAG. On two psychologyelatedASAG dataset, he authorsdemonstratedn improvemenbof
6% to 10%in accuracyas compared tahe baseBERT. As the second exampleCamus and
Filighera (2020) experimented with fireining differentTLLMs such as BERT, RoBERTa,
AIBERT, XLM, and XLMRoBERT through the process of knowledge distillatibimeyreported
an improvemenbf up to 13%n macreaverager-1 scoreover SciEntsBank. Through knowledge
distillation, the authorfoundthatthe BERT and its variantould be finetuned using only a few
humanannotated examples dWLP-assistedtext classificationtasks. These finetuned BERT
models couldapproximateB ERT 6 s b eerforinaneeat & fractionof the computational
cost Although effective, one should note that fto@ing TLLMs on a specific domain and task
may limit its crossdomain generalizatiofAhmad et al., 2022a)

Another limitation of the aforementionedlLLMs is that theygenerate wordevel
contextualized embeddingo addresghis limitation, esearchers hawdeveloped sentendevel
TLLMs to extractthe semantics of longer text segments such as sentences or paragraphs for tasks
like ASAG. An example ofsentencdevel TLLM is the Sentence BERT (SBERT) moglel
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introducedby (Reimers & Gurevych, 2019ondor et al. (2021¢omparedthe SBERTwith
Word2Vec and BOW models f&xSAG dataset. The dataset was collectethm 201%ield test
of a Critical Reasoning for College Readiness assesshyetite Berkeley Evaluation and
Assessment ResearClenter Authorsfoundthatoverall SBERT performetetterthanthe other
two models investigated in their studplthough, their results are not promising for the
generalizability of auto grading models to unseen questions.

Therefore, he sentencéevel TLLMs are also finduned to improveperformance For
exampleAhmed et al. (2022fne-t uned SBERT f or ASA Gheddmputerer 6 s
science fieldAhmed et al foundthattheir fine-tunedSBERT model outperformed conventional
BERT, SBERT, and GloVe embedding modfs automatic grading oMohlerd s d.alhea s e t
authorsrecommendedhat combining sentenekevel embedding fronTLLMs with fine-tuning
approachescan enalle NLP workflow to extract nuanced semantic imf@tion thereby
substantiallyimproving the accuracy of automatic evaluation methods for student writing.

In Table 2.31 list the publications with their NLP methotlsose Icited insection2.6.
Moreover, @gven these recent findingthe research community has been concluding that TLLMs
offer substantial advantages over prior Nh&sed approaches to ASABowever, h a recent
literature review about deep learning approaches in ASAG, Haller(202B) concluded that the
bestperforming models in ASAG tasks are those tt@nbinehandengineered features with
TLLMs. As an example thkiology field, TLLMs can capture general semantic understanding of
student answsibut might not capture specific nuances ebaect biology answer. This is where
handengineered featurese helpfuto capture the use of specific biological terms. Therefore, the
authors suggest théty combining theTLLM & broad understanding of language with these
specific hanekngineered features, ASAG can both understamdantics ofthe answer and pay
attention to the specifiechnical termshat are crucial for domain specific answers.
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Table 23: Summary of Studies that used Transformetbased Large Language Models

Paper(s)

NLP Method(s)

(Liu et al., 2022

(Chang et al.202])

(Wulff et al., 2021, 2022a, 2023)

(Wulff et al. 2022h

(Sung et al., 2019

(Camus and Filighera, 2020

(Condor et al.,, 2021; Ndukwe et a
2022; Ahmad et al2022)

BERT into CNN TF-IDF fed into: (i) a KNN
classifier, (i) a Naive Bayesian classifier, a
(i) a Random forest (RF). The oth
Word2Vecbased models  were (in
Convolutional neural networks, (v) RNN, ai
(vi) attentionrbasedLSTM.

WordNet, BERT, and clustering

first, sentence embedding through BEF
second, dimension reduction through UMA
and third, clustering via HBDSCAN

fine-tuned BERT forclassification task o
reflection responses of preservice phys

teachers

BERT modelwas augmened with data from
psychologyspecific resources for ASAG

fine-tuning BERT, RoOBERTa, AIBERT
XLM, and XLMRoBERT

SBERTmodel

2.7.Use of NLPApproachesin Engineering Education

In this section, review examples ithe existing literaturabouthowthe NLP approaches
reviewed abovéave been used in engineering education fi¢ldrganize this section as follows:
first, | discuss lexical featurdsased NLP method$econd, Ireview syntactic featurbased NLP
methodsThird, | summarize research studies utilizing topic modeling techniduzss, | provide
anoverviewof engineering education literatureglated tathe use of semantic featuteased NLP

methods includingLLMs.
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2.7.1Use ofLexical Featuresin Supervised NL

Lexical featurebased NLRpproachessefrequencybasedwords countd anddictionary
based(word matching techniques to extract lexical featuresteftual data These featuresare
combined with superviseédL algorithms to automate text analysis tadlesxt, | provideexamples
of both frequencyand dictionarybased techniquas the followingparagraphs.

As an example of frequendyasedechniqueSoledad et al. (201Analyzed undergraduate
engi neer i ng ssonuthk Smderd Bercepgos pf daachiag Survey at Virginia Tech.
First, the authors manually labeled those epeded responses accordingthe theoretical
constructs of the Success and Caring components in the MUSIC Model of Academic Motivation.
Second, they used those annotated responses to TiailDé& model to automate the classification
process. To remind the reader, e IDF model is a method for texectorizationin which the
textual features in the document are represented by weifjatpeenges of individual words.

Another NLP scholar fom Virginia Tech, Bhaduri & Roy (2017)used the THDF
approach to analyze the mission statements of 59 engineering soiidge U.S.29 public, and
30 private First, authors extracted 713 unique unigram tokens present in the corpus after-the stop
words (e.g., articles) wememoved Those pregrocessed documents with unigram tokens were
passed through the TIBF feature extractorEach document is encoded in a MiBensional
feature spacand he output of the THDF feature exiactor resulted in a 59x71ldmensional
matrix. Their studyfoundthat there werindeeddifferences in the vocabulary of words used in
mission statements of public versus private engineering colleges.

In her second studyhaduri (2018)ollectedresponsefrom 152 firstyear engineering
studentsat VirginiaTech in ametacognition class interventidrirst, she manually coded student
responsesnto a threeway metacognition level: high, medium, and lo&fter developing the
annotated datasethe extracted the followintexical features. number of sentencesumber of
tokers, andnumber ofPOStagsin each student response. Those features theraused to train
the following threesupervisedVL classfiers. SVM, logistic regression, and random forest. She
concluded that the random foretssifierwasmore accurate than the other talassifiers

One moreexampleof a studyusingthe TRIDF modelis (Verleger, 2014)The author
classified engineeringstudent team performance on Moddiciting Activities (MEAS). The
MEAs are operended engineering problems where teanstuafents produce a written document
describing the steps to solve a given engineering problem. The ausleorgord frequencieand
correspondinggrading rubrié sategory labalto train adecision treeML model Subsequently,
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that ML model was used eutomaticallyclassifynew studentresponses intdifferent categories
of the MEA rubric.

As an example oflictionarybased lexical featusg Berdanier et al. (202Q)sed these
featuredo analyze a corpus of 54 interview transcripts about graduate engineering student career
preparation. The authors created two codebooks about the theoretical framework of Community
of Practice: expetthandcurated and machirgenerated. The first dictionacomprised 69 words
and phrases. The second dictionary was formed by mining the theoretical framework sections of
14 journal articlesthat primarily employed the Community of Practicetheory. For analysis
purposes, everinterview transcriptwas vectorizedand &ery value in avector indicatd how
many times the corresponding dictionary word apgebarthat transcript After vectorization, the
data was clustered and represented in hidjmensional space using PCA visualization and
pairwisedistance plots.

In anotherstudy, Berdanier et al.(2018)emonstrated twexamples of thapplications of
NLP in engineering educatioim the first example, the authorsombined both frequeneyand
dictionarybased featuregor discourse analysis 0500 engineeringrésumésaccording to
descriptions of engineering competencies developed by the American Association of Engineering
Societies.First, they handcrafted a dictionaof labels bycoding 100 engineering résumés.
Second, the authors developed an NLP workflow in Python computer language that tallied up the
frequencies of those code words in the remaining 400 engineésimgésin thesecom example
Berdanierand her colleagisedeveloped a classifier for genre analysisresearcharticles
according to Swales rhetorical mova$e data corpusomprisa literature review sections of
papers published in 2042018 in theJournal of Propulsion and Powga journal published
throughthe American Society of Mechanical Enginedtsst, frequencybased lexicafeatures
wereextracted by POS counts and then those were fe@d It5@ M classifierfor genre analysis

Following lexical featurdbased methodsn the next sectionl, provide example studies
from engineering education literature thatdusgntacticfeaturebased NLP approaches.

2.7.2Use ofSyntacticFeaturesin Supervised M

Syntactic featurddased NLP methods rely on grammar or structural roles of words in
sentences. In engineering education, researchers have combined syntactic features of text with text
vectorization methods. For instandayakodi et al. (2015)sed Wordlet similarity to classify
engineering coursexam questions according to Blo@rtaxonomy. First, verbs (PQ8&gs) in
exam qQquestions were extracted, and then thos
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vectorized using WordNet. The cosine similarity score between verbs of exam questions and
Bloomé taxonomy were used for exam question classification according to &ldaxonomy.

Using WordNetArbogast & Montfort (2016xalculated lexical diversity index in semi
structured interviews of undergraduate engineering students to understand their mental processes
during engineering problesolving. Firstauthorscompleted POS tagging in transcripts with the
Stanford POS tagger. Second, they used WordNet to ginogp POSagsbased orsimilarity in
meaning. Third, they calculated a lexical diversity indthat incorporated those groupBe®S
tags Authors foundhata large amount oéngineering jargomwasused by engineering students
in interviews.

Additionally, the sytectic-features have been incorporated nimobile educational
applicatiors. An example iSCourseMIRR@ that has been used in engineering classrooms to
analyze and generate summaries editn student reflection@Butt et al., 2022; Fan et al., 2015,
2017) The CourseMIRROR functions in three steps. First, it uses POS taggsegregate noun
phrases in studeriis r e f | Seaorid] tkesesnoun phrases are clustered based on semantic
similarity via Latent Semantic Analysiand the KMedoids algorithm. Third, representative
phrases in each cluster are choserthid_exRank modefor instructor consideratioto achieve
thefollowing purposephrases mentioned by more students should attract more attention from the
instructor.

Next, | provide an example study on topic modeling, an unsuperviseohdhod, from
the engineering education literature.

2.7.3Use ofUnsupervised ML

The LDA algorithm is a probabilistic approach that presumes documents are comprised of
various topics, and each topic is characterized by a distinct distribution of {Btedst al, 2003
An example study othe LDA algorithm in engineering education (Fanda et al., 2022)They
utilized LDA to examine themes in petrpeer commentsf first-year engineering studesin
their engineering foundation courses. Students were directed to provide constructive feedback in
writing to themselves and teammates their teamwork behaviors via the Comprehensive
Assessment of TeaMember Effectiveness (CATME) interface. This tool is commonly used to
manage undergraduate engineering teams$1ddlleges. As of 2019, CATME kiaover 7,000
active instructor accounts across more than 2,000 institutions woddWldng et al., 2019)
Given the richness of data collected through this platfengineering educatiaesearchers have
also used th€ ATME data set in semantic featdpased NLP methods, the methods to which |
turn next.
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2.7.4Use ofSemantic Featursextracted withTLLMs

Continuingtheexample of the CATME datas&Vei et al. (2020)ntroduced an NLbased
pipeline tool for dadentifying peefto-peer comments. This tas&milar to POS tagging, was
performed at the word level in a sentence. The authors used a combination od Gloxexd
word embeddingmodeb and neural network to identify and replace names with pseudonyms.
Another example study relatedite CATME dataset i§Wang et al., 2019Yheauthorsconverted
peerto-peer comments from the CATME survey into a ntioa scale using combination of word
embeddings fromMRoBERTaand neural network classifier. First, the authors manually rated
CATME survey responses on a scald-& and embedded those rated responses using ROBERTa.
Second, those embeddings were fed into neural netbaskd classifier for training purpese
This workflow achieved an F1 score of 0.67 on the testing dataset.

Continuing a prior example ofthe CourseMIRRORNobile application Magooda et al.
(2022)recentlyupdated the application wiffiLLM. They integratedhe DistiBERTO a distilled
version ofBERTO into the applicatiorfollowed by a reflection quality prediction module based
on the SVM model The purpose wat® allow reattime feedback for students as they write and
submit reflectionsButt et al. (2022)showedthe efficacy of CourseMIRROR for enhancing
S t u d engagesnént in engineeristassooms

Moreover engineering education researchers have compared semantic feadece
approaches with lexical and syntactic feattvased approaches. For examplegker et al. (2019)
comparedlexical and BERFbased NLP approaches to evaluate misconceptions in electrical
circuit design related short question answers. Ingkiealbased approach, they createdious
rules that comprised a search for an ordered set of between two and four electrical circuit design
related keywords. After establishing those rules, thiese applied to each answer on a sentence
by-sentence basis for identifying misconceptions. On the other hand, the aighdBERT for
predicting binary classificatioreachanswer contained a sentence conveying a misconception
(positive), or it did not (negative). The precision scorglieBERT modelwas0.90 as compared
to 0.63 forlexicalbased approach.

To further improve accuracy 0L.LMs, engineering education researchers have alse fine
tuned those prrained models according to engineering education canfést instanceianesh
et al. (2022fine-tunedROBERT& an optimized version of BERI for threeway classification
(positive, neutral, and negat i v eapoutenfgineeringd ust r i
identity and transformative experienceslhe athors finetuned R®ERTa for sequence
classification using the Michigan Electrical Enginegriand Computer Science Targeted
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Sentiment Analysis Dataséthey found thathe finedtuned ROBERTa model improved macro
F1 score by @.from 48.4 to 55.1rom thebase ROBERTa model.

In the engineering education communitgatz et al. (2021haveintroduced arLLMs-
based humam-the-loop-NLP (HILNLP) workflow for text analyss. This workflow consists of
the following steps: (1pre-processed data is embedded in atdghensional space (ranging from
768 to 1024) using TLLMs, (2) this highdimensional space is then reduced to a rangeldf 5
dimensionghrough a combination of linear (PCA) and nonlinear (UMAP) dimension reduction
processes, (3) clustering algorithms (HBDSAN) are used to produce/identify homogeneous
clusters, and (4) these clusters are qualitatively codeddsearcher to identify potential themes.

Katz et al. (2021) suggested that their HILNLP allowed qualitative researchers to handle
larger data volumes while decreasing the time and coordination efforts needed for team analysis.
In (Katz et al., 2021), the HILNLP approach reduced the time fromol2sho just 3 hours in
analyzing over 3,000 student SPOT survey responses. The HILNLP approach has been utilized for
analyzing various data corpuses, including: (a) how engineering faculty members define
assessments (Chew et astructured 2nter®i@ws about $ogial jastica d e n t
i ssues (Shakir et asemester 2uved/2apqut the ENgineertngiRIcgeats is 6 p
Community Service program (Anakok et al., 2022); and (d) studentesdigl€tions (Gamieldien,
Case, et al., 2@®& 2023; Gamieldien, McCord, et al., 2023). In Table 2.4, | list the publications |
summarized in section 2.7 and note their NLP methods.
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Table 24: Summary of Studiesthat use NLPfrom the Engineering Education Literature

Paper(s) NLP Method(s)

(Soledad et al., 201¥erleger, 2013 BOW

(Bhaduri & Roy; 2017; Berdanier et ¢
20183

TF-IDF

SVM, logistic regression, and random forest

(Berdanier et al., 2018 POS + LSTM classifier

TF+PCA visualization and pairwisgistance
plots.

(Jayakodi et al. 2015; ,
POS tagging + WordNet

Arbogast and Montfort 2036
POS tagging+ LSA and the -Kledoids
algorithm.
DistiiBERTO a distilled version of the BERT

SVR machine learning algorithm

(Fan et al., 2015, 20)7

(Magooda et al., 2032

(Nanda et al., 2032 LDA

(Wang et al. 2019 RoBERTa+ neural netwotkased classifier
(Wei et al. 202D GloVe+ neural network

(Becker et al. 2019 Keyword + BERT

(Ganesh et al. 2022 FinetunedROBERTa

(Katz et al., 2021; Chew et al. 2022; She
et al. 2022 Anakok etal., 2022 MPNet, BERT,

2.8. TLLMs -specificLimitations and their Environmental, Financial, and Social Impacts

Even thoughTLLM -based models have shown promise in their education applications,
they are not without their own drawbackslassify impacts ofTLLMs into two categories(a)
environmental andinancial impacs, and (b) social impast In this section] summarizethe
literatureon thesempacts
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Regardingenvironmental andinancialimpacs, researchers have cautioned about impacts
of TLLMs due to their hugeesource consumptidiBender et al., 2021; Dodge et al., 2022; Rillig
et al., 2023)For instanceStrubell et al(2019) calculatethe energy required to trathe BERT
modelwas equivalent to Hight from the US to Englandrhis resource usagelies heavily on
nontrenewable eneygsources and increasearbonemissionsln addition to carbon emissions,
data centers can cause other environmental issues like high water usage and potential soil pollution
(Bender et al., 2021; Dodge et al., 2022; Rillig et al., 2028ording to these studies, this
resource consumptionin developing TLLMs is more likely to disproportionately affect
marginalized communitieMoreover, these communities often do bhenefitfrom the resulting
languagdaechnology Another downside of the high financial cestf developing TLMs is that
it raises entry barriers, thereby limiting who can contribute to this research area and which
languages can fully benefit frothese technologies. For instano@ore than 90% of the woidsl
languagesspoken by over a billion peopleave minimal to no support in terms of language
technology(Bender et al., 2021)lo mitigate the challenge of resource consumption and for
transparencysome researchers have suggestedithbM developershouldreportthe resource
costs With that information, sers ofTLLM s can then considéne tradeoffs between resource
consumption and L L MpedormancgBender et al., 2021; Dodge et al., 2022; Rillig et al.,
2023)

Regardingsocial impactsresearchrs havediscussedmpacts ofTLLMs such adiases,
privacythreas, andincreased misinformatiofirst, TLLMs have the potentialbility to propagate
socialbiases and stereotype$ienused in downstream NLP tasi@artl et al., 2020; Gonen &
Goldberg, 2019; Ullmann, 202ZJLLMs aretrained on textualdatawhich primarily originates
from the internetThe textual data available on the interhes sodal biases andtereotypes
embedded in itTherefore,TLLMs trained on this datalsoinherit thosebiasesand stereotypes
As an example of gender bjas these kinds of models, an artifact from training on biased data on
the internet i s the mo ddodtodBmard ada sacend asaosiaionc i at i
betweerfinurs® andiwomano Moreover, sme researcherdaim thatTLLMs encode more bias
against identities marginalized along multiple dimensi@@aliskan, 2021; Crenshaw, 1990)
Althoughresearchers hayaoposed ddiasing methodscomplete removal odocialbiasesand
stereotypefrom TLLMs is undesirabléBender & Friedman, 2018; Gonen & Goldberg, 2019)
TLLM researchcommunity, here isa debateon whethercompletely removing biases from
TLLMs should even be the goal. This is because a completelrb&a§LLM might be justan
inaccurateepresentatin of our lives andsocietiesSecondill -motivated sers could potentially
accesgpersonalnformationfrom TLLMs becauselteyare trained opublicinternet datgBender
et al., 2021) Third, high-quality output fromTLLMs can appear truthfuhnd such outputs can
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easily be mistaken for expert opinionkhis is becauseurrentTLLMs do not have trueatural
language understandiraqnd they simplyoperate orpredictionbased onpatterns in théraining
data(Bender et al., 2021; Johri et &023)

| endorse theaforementioned environmental, financial, and social impauisesearchers
should consider those impacts when using TLLMs in theirk. However | believeTLLMs can
be used to gleamuanced insightsom textual datat a large scajéutthey must still be deployed
judiciously

Next, | describe the existing assessments methods for ethics and systemsdhiin&inge
cases in this dissertation study.

2.9.Existing Ethics Assessmeniethods

RecentlyKim & Bairaktarova (2023¢onducted a literature review of existing engineering
ethics instruments and found that most focus on measuring individual stualeilites at the
individual level. Furthermore, | categorized these ethics instruments into two main types:
psychometric instruments and case studies. Psychometric instruments tend to be quantitative in
nature, while case studies are typically qualitagitess et al., 2023)

2.9.1Ways of Categorizing®sychometric Instruments

Psychometriethics assessmensitnumentsan be categorizeatross several dimensions
(i) measuredethics construct (i) format, (iii) theoretical framework, and (iWJriginal target
population.

Categorizing these ethics assessments by their measured constructs produces several
groupings. For exampl e, many instruments focu
identify and recogni ze r el evanBorersteiheta.a2008,i s s ue
p.13) This is also similar to ethical issue recognition, as used in the Test for Ethical Sensitivity in
ConstructionTESQ (Sands Il et al., 2020; Sands & Simmons, 20Adpther construct measured
is ethical knowledge, as in tiseudy of ethics and curricular experiences fieinelli et al. (2012)

This can be defined as knowledge of ethical principles. A third common construct measured,
appearing in EERI, ESIT, SER, and DIT, is ethical reasoning. Ethical reasoning is defined as an
ability to apply moral theories or logical arguments to reason thretigcal dilemmas. With a

slightly different view towards ethics related constructs, one could measure interest in ethics,
perceptions of the value of ethics education, feelings twnamy in the classroom activities
related to ethics, feelings of connection or
own competence when it comes to ethical issues, and understanding of systems thinking as it
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relates to ethical issues. These were measured in the Survey of Ethical Reg&®BRirigewis et
al.,,2019) Bl oombés taxonomy provides an alternative
some instruments measure understanding of ethical theories or professional engineering codes of
ethics while others measure higher order constructs such as an abibiphtethical theories in

ethical dilemmas and evaluation of ethical decisiaking(Junaid et al., 2021Finally, one can

try to measure ethicdlehavior, focusing on realized or hypothetical responses to ethical issues.
Relevant issues pertaining to ethical behavior for students may include cheating, volunteerism, or
boundaries around shared work on course assignrgienddli et al., 201

Beside categorizing by constructs measurddcategorie by the formats of ethics
assessment instruments, which can include cleseéd items, open written response questions,
and even oral responses. For example, in the EERI, participants are given six separate case
scenarios related to ethics dilemmas sucisages of safety, design standards, and constraints of
cultural norms. A participant reads a scenario and is then presented with twelve unique items that
may bear on an ethical decision about thengina(Odom & Zoltowski, 2019)The participant is
then asked to rate each item on an ordinal scale in reference to how significant they think the item
is when considering how to respond to the dilemma, after which they are asked to rank the top four
items which they reasoned to be inimsportant. In a similar format, in the EDM, participants
receive twelve scenarios relevant to their field research séttinghealth, social, or biological
sciencg. Each scenario provides contextual and backgroundnmafiton for six ethicaand
technica) events that followed. For each event, six to eight action items are provided to
participants as a potential response to resolve the issue. They are then asked to select two different
responses that they felt would most likely resolve the problem. Otlssictdoseeended formats
ask respondents to rank a series of statements in terms of their perceived importance of ethical
reasoning and their confidence in applying the ethical reasoning process as on thewEBt
al., 2019) For more opetended formats, participants can receive case scenarios related to industry
and respond to a prompt to Arefl ect on the s
concerned with and/or questions you may have about the situationgasd pk as descriptive as
p o s s (Sandslbet al., 2020, p.9%or a second example, in the Moral Judgment Interview
(MJI), three hypothetical moral dilemmas are presented to participants in an oral in{€wibyw
et al., 1983)Each diemma is then followed by-92 standardized probe questions designed to
elicit participantés moral judgment process.

Of course, most of these assessments build upon various theoretical frameworks. Many
assessments refer tmaoKohlbergian moral development thed@olby et al., 1983)e.g., DIT,
EERI, SER, SRM, and ESIT. The ethical sensitivity and moral imagination framework developed
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by Johnson and Werhafdohnson, 1994 a second example and is used as the foundation for
TESSE. A third is Terenzi ni(Teemidi & Reason,@00Fs Col |
applied in SEED. The TESC uses Restods four <co
(Rest, 1986)Finally, some reference taxonomies such as the taxonomy of ethical behavior from
(HeltonFauth etal.,2003) r even Bl oomds taxonomy, as menti

Finally, one can categorize ethics assessment methods by their original target populations.
For example, the EERI, SEED, TESSE, and ESIT have each been dev@opesd with
undergraduate engineering studef@srenstein et al., 2008, 2010 Finelli et al., 2012 Odom &
Zoltowski, 2019. The DTEC on the other hand has been used with undergraduate students
working in design team@akes et al., 2011Pn the other end of the higher education spectrum,
the SKIlISET has been used with graduate and professtudgntgBerry et al., 2013)Some
instruments have been used across that spectrum, such as the RRIchkicka et al., 2013)
Finally, others such as the SER and the ESIT have been applied beyond engineering to students
across STEM disciplines.

Despite the availability of the aforementioned ethics assessment metsrisiudies are
one of the most common methods to teatl assessthics in engineering programbustrating
this point, in aliterature review study of ethics education interventions, Hesdarel (2018)
found that 80% of reviewed papers in their study of ethics interventions incorporated case studies
as the way to teach and to assess engineering ethics cditergfore, due to common teaching
and assessment method and availability of stugsspionsed selected an engineering ethics case
study as a use case for demonstrating my NLP approaches.

2.9.2Ways of Applying and Accessing Case Studies

(Hess and Fore, 2018; Hess et al., 2021) (Muattin et al., 2021have categorized case
studies used in engineering ethics in the US and Irish engineering education contexts, respectively.
The authors used the following categorizing variables: (a) historical versus hypothetical, (b) thick
information versus thin inform@in, (c) evaluative versus participative, and (d) featuring macro
issues versus micro issues. As an exam({@aner, 2004)is a hypothetical, thin information,
participative case study feming a micro issue about a catalyst used in a product. Engineering
ethics cases typically include individualistic, hypothetical, and historical scenarios (Hess and Fore,
2018; Hess et al., 2021; Matrtin et al., 2021). Martin et al. (2021) concludebahmagtudyfaculty
participants highlighted the need to switch from hypothetical scenarios towards more realistic case
settings.
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2.10.Existing Systens Thinking AssessmentMethods

Systems thinking educatotsse a battery omeasurement methods to assess students
learning outcomes in systems thinkirgdated coursedDemonstratinghis point, Dugan et al.
(2021)conducted a systematic literature review of 27 systems thinking assessments in engineering
and found that 16 of the 27 assessments targeted professionals and/or postsecondary students in
engineering. In this sectioh,categorize(and summariz§d similar to ethics assessments in the
previous sectiod the systems thinking assesants sedin the engineering education contelxt.
have categorized systems thinking assessments across the foltbmigrgsions (i) theoretical
constructs measure(i,) measurement methodoladiti) format,and(iv) medium used for student
responses submission

The first categorizing variable | used is theoretical construotsnn@nly measured
constructs in systems thinking assessment instruments aebili&y) to identify elements of
systens and (b)ability to identifyrelationshig at various levels for constructirggproblem space
with specific boundarielsetween the elements of systeftdswever, the terminology used to refer
to these two constructs varies across assessment instruments. For instance, (a) is termed as
individual objects and processes in thet&ys Thinking Assessment Rubric (STARavi et al.,

2020, 2021 and concepts in the Systemic Synthesis QuestigsysQ9 (Hrin et al., 2016)Other
instruments used the following terminologies: components, system structure, key variables, and
terms(Brandstadter et al., 2012; Hrin et al., 2016; Keynan et al., 2014; Lavi et al., 2020, 2021;
Meilinda et al., 2018; Rehmann et al., 2Q1Rglated to (b), instruments not only recognize
relationships between system elements but also levels of relationshipse Téhwels of
relationships are key to characterizing complexity of identified systemproblem space For
example, the Climate Change Systems Thinking Instrument (CCSTI) includes both identifying
relationships within one level of organization and analy#agerelations across different levels

of organization(Meilinda et al., 2018 Likewise, the STAR instrument asked participants to
examine structural and procedural relations within individual objects and processes. Additionally,
participantsvere instructed to include the refinement of those relations into hierarchical functions
(Lavi et al., 2020, 2021 Grohs et al(2018 included a separate section in their scoring rubric that
checks if participant responses are aligned across different aspsgttems thinking skills in

their responselaylor et al. (2020¢onsidered iderfiying roles/purposes for each system element

as part of the relationship construct. Lastly, feedback loops represent advancedofform
relationships between system elements. Identifying those feedback loops was explicitly included
in the evaluation rubrics ¢Davis et al., 2020; Hu & Shealy, 2018; Meilinda et al., 2018; Sweeney

& Sterman, 2000)
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In addition to constructs (a) and (b), another theoretical construct measured in systems
thinking assessments is the identification of factors that influence a given system or problem space.
Many assessment method® beyond the traditional technical factors and include social,
economic, environmental, political, and legal aspecta given problem spacd-rank (2010)
referred to these factors as engineering andemgineering consequencdaradat (2014pbeled
them as nottechnical issues, whilameila et al., 2018; Camelia & Ferris, 2018scribed them
as political, social, and environmental responsibilities. Notably, both Grohs(2058 and Hu
& Shealy (2018 incorporatéel contextual aspects throughout their scoring rubric, and explicitly
included the identification of stakeholders in rubrids. the case of Hu and Sheal2018,
stakeholder considerations were one of several dimensions influencing a holistic score.
Meanwhile,Grohs et al(2018 evaluatechwareness of stakeholders as a distinaistruct.

Lastly, another construct measured in assessment methods was temporal awareness, which
is an ability to account for dynamic behavioretdéments, relationshpand influencing factors.
For exampleGrohs et al(2018 included an assessment question alentifying both short
term and longerm goals and consequences. Another assessment that emphasized time was
(Keynan et al., 20D4that involved thinking temporally as an advanced systémnking
competency. Furthermore, STAR included temporary objects and decision nodes as a systems
thinking attribute in its rubri¢Lavi et al., 2020, 2021

The second categorizing variable | used is measurement methoglsconstructs of
systems thinking have been measured in various ways, including bebasett, preferenee
based, seffeported, and cognitive metho{lBungun et al., 2021 In their systematic literature
review of systems thinking assessments in engineering, Dungun(2021) concluded that 19
out of the 27 instruments included in their review paper were beHaasmd.Behaviorbased
measurement methods evaluate a partic@padriowledgeor skill based on their performance in
specific tasks such as drawing a concept map, answeringeopled questions, or completing a
fill -in-the-blank activity. Examples of behavibased systeathinking instruments include the
CCSTI and the STAR; the former includes multiphoice questions, while the latter encompasses
conceptmapping(Meilinda et al., 2018; Lavi et al., 2020, 2021

Second, preferendeased assessments aim to characterize individluakies and
aptitudes towards systems thinking perspectives. These instruments require participants to indicate
the extent to which a statement aligns with their values and interests on &socakdia et al.,
2018; Kordova & Frank, 2018Jor instanceCastelle & Jaradat (2016)evel oped part i c
systems thinking profiles based on their responses to 39 binary questions presented in a
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cybersecurity case scenario. This method of developing a systems thinking profile is also
integrated into the authdrvirtual reality gamingbased assessmefiaradat et al., 2019)
Interestingly, Dungun et a2021) compared behavieand preferencbased assessment methods

in engineering and found that preferefi@sed assessments tended to push beyond a narrow
technical focus more than behavlmsed assessmentdowever, as mentioned earlier, the
majority of systems thinking assessments are behbased.This suggests that engineering
educators may undervalue the importance of considering broader contextual aspects of a problem
when evaluating systems thinking skills in engineering students.

Third, selfreported assessments ask participants, rather than an external observer, to
provide their own evaluations of their understanding and knowledge of systems thinking
competencies.For exampleHadgraft et al. (2008asked students to rate their learning of 14
systems thinking skills. Similarly, the Engineering Systems Thinking Survey, developed)bg
et al. (2018)was divided into two sections. The first section contains Likeste questions on
self-efficacy regarding systesthinking skills while the second section measures knowledge and
skills through multiplechoice questionddowever,Davis et al. (2023yompared performance of
engineering students oa se Irdport assessmentand a sc e n dasédassessmentused in
engineering educatiortheir findings indicatedhat solely usingselfreport assessmentgve
limitations and suggested educators should incorporate atbsEssment formats$-ourth
cognitivebased assessmemgasure brain activity during solving syssdhinking problens. An
example of this approach is Hu and Shéaljssessment2018, where participants wore a
functional neaiinfrared spectroscopy (fNIRS) cap to monitor brain activity during concept
mapping activities.

The third categorizing variable | used is formiastruments can also be categorized based
on their format into either closedr openended types. For closahded instruments, participants
are presented questions with predefined answers or are asked to complete missing information.
Keynan et al(2014) is an example of the multiplehoice format, in which participants were
presented with 15 terms related to an ecosystem. They were instructed to select three terms from
the list, and among the three choserms, two needed to be similar to each other but different
from the third term. Another example aimultiple-choiceassessmens the CCSTI instrument
(Meilinda et al., 2018 Example assessmentstbéfill -in-the-blank format ar€Hrin et al., 2016;
Sweeney & Ster man, 2 0 Owhereparticipants were prévider] diggnarn , 201
or graph for completion.
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The primary examples of opemded assessments are sceraaged instruments. In these,
participants are presented with a realistic ortfimtis problem followed by a series of opamded
guestions. Opernded questions can vary in their complexity and the degree of scaffolding
provided to elicit participant responses. For instance, the Systems Assessment Test (B¢l est)
a single prompt where, after reading a customer needs statement, students were directed to describe
the systenfTomko et al., 2017 Conversely, Grohs et &.2018 assessment instrumeransised
of multiple prompts designed to operationalize systi#mmking constructs, using the scenario of
heating problems in the fictitious town of AbeedBavis et al. (20203eveloped an assessment
tool which comprisé several paragraphs describing the #gatld shrinkage of Lake Urmia in
northwest Iran. Apart frorwritten responses, one parttbé Brandstadter et 82012 instrument
asked participants to draw nolirected concept maps after reading a scenario about the Blue
Mussel inthesea ecosystem.

The fourth categorizing variable | usiednedium used for response submissiame could
categorize assessment methods based on the medium used to represent participard, response
which include textual, oral, visual, and simulation. Fi(Bavis et al., 2020; Grohs et al., 2018)
are examples of instruments where participants cad/#yeir response in textual medium.
Second,(Rehmann et al., 20)sked students to submit their responses as oral presentations.
Third, visuatbased responses vary in the &g of structure provided to draw visuals. For
example, the STAR instrument follows a highly structured conceptual model approach based on
objectprocess methodolog{Lavi et al., 2020, 2021 Conversely,(Vanasupaa et al., 2008)
allowed participants to draw frderm rich visuas$. Fourth, (Brandstadter et al., 2012) and (Hu &
Shealy, 2018) blended both concepdpping and written mediums. Lastlgradat et al. (2019)
used a virtual reality gaming environment where counts of touch controller characterzed
students react to uncertain situations

2.11.Chapter Summary

The NLP field has evolved from ruleased to statistielsased to modern TLLMs. This
development has enabled researchers to develop computer applications that can process,
understand, and generate human language in more flexible and comprehensive ways. This
chronological development in the NLP field coincides with how NLP tools have been incorporated
into operended educational assessment. In the last fifty years, NLP and education researchers
have used a variety of lexical and syntactic text features, oaohlbwith both supervised and
unsupervised ML approaches t o assess studen
performance in some contexts, lexical features can still fail to capture the meanings of sentences,
and syntactic features can only do soatdimited degree. On the other hand, capturing how
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studentsdé responses and reference responses al
but by their meaning and concepts, can significantly enhance the performance of automatic grading

of student written response. To achieve this purpose, TLhaWe been used recently. Given that

TLLMs have been available in the last five years, there is a significant lack of research related to
integrating TLLMs in the evaluation of op@mded case scenarios, broadly within engineering
education. My dissertatiostudy aim to fill this research gap.
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Chapter 3: Research Methods

3.1.Chapter Overview

In Chapter 31 describe the methodology used to answer my RQ. First, | describe two use
cases and provide mgationale for selecting question prompts from thésedemonstrate
application ofmy NLP approach. Next, | discuss steps involved in data analysis. These sequential
steps are as follows: (i) pprocessing of text, (i) developing example banks through two
approachesiita) human in the loop natural language procedsitigNLP), and {i-b) traditional
gualitative coding, and (iii) assigning codes to unlabeled student responses through two NLP
methods: i{i-a) k nearest neighbor, aiii -b) zeroshot clasification. Finally, | elaborate the
procedure to evaluate accuracy of those assigned codes to answer Ipt&6a)y, | document
not only theNLP algorithms used to implement tldorementionedsteps but also provide a
detailedjustification of the choices made when using thog¢lLP algorithms in this study. This
detailed memeang is helpful for researchers and practitioners to transfer or adapt my NLP
approachn their own settings.

3.2.CasesScenarios

In my dissertationl, appied and evaluatg NLP approache® studentwritten responses to
the following two case scenarios: (i) the Big Belly Trash Can Ethics Case Scenario, and (ii)
Abeesee Village SystesiThinking Case Scenario. Details abouesbtwo casescenariosare
provided below.

3.2.1Big Belly Trash Can Ethics Case Scenario

The firstyear engineering program (FYE) in the Department of Engineering Education at
Virginia Tech teaches students an ethics maodihe moduleomprises a cadeased instructional
design oftwo hours in a semestegfor the assessment of the ethics module, the majorityeof
FYE instructors use an ethics case study. While there are several cases that instructors might use,
the most popular one ibe Big Belly Trash Canthicscase. After reading the case and its related
material, the students are reaa to submit their written responses to question prompts about: (a)
recognition of an ethical issue, (b) identification of a stakeholder, (c) possibleodsaistording
to various ethical decisiemaking theoriesand(d) consequences of those decisions on various
stakeholdersStudents are also given the grading rubric to follow for writing their responses. The
casescenaricandquestion prompts aggovidedin Appendix A

To coll ect student sd submissi gandlas @RI. Kat z
received a VT Instituti onal-hurRmean esw bBjoeactd rdeestee
#22-092) for a project titkd, A Assessing Ethical Deci si o.ndo Makir
Under this project, | collectestudentésubmissions to the Big Belly Trash Caase scenarifwom
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the FYE instructorgor Spring 2@1 andSpring 2022. usel only responses frorstudents who
consented to participate in research associated with the das#ting in a total of 755 student
responses in this stud@f these 755 responses, 550 were from studdripring 2022 and 205
were from studentsf Spring 2021.

3.2.2Abeesee Village Systexithinking Case Scenario

Grohs et al(2018 developed a case scenario to assess syftarking competencies. The
scenario is framed in aommunity setting, the fictitious town of Abeesee (pronounced like
A.B. C.), facing heating issues in harsh winte
through their written responses to theestionpromps, which are distributed across the following
three phases: (1) processing, (2) response, and (3) critique. First, in the processing phase, the
guestion prompts are about the idiecdtion of the problem, stakeholders, ande s pondent s
decisionmaking process and its goals. Second, in the response phase, the question prompts ask
respondents to (a) outline a plan addressing the identified problem, (b) anticipate challenges in
implementing their proposed plan, and (c) list potential measairsuccessful outcomes. Lastly,
in the critique phase, someone tleydiaémetisol ut i C
goals; (ii) predict its unintended consequences, and (iii) jddgedequacy of resourcestire
given solutionmplementation. The caseenario anduestion promptaregiven inAppendix B

A

In my dissertation, usel424st udent s r es p cassseEariotthaveteh e Ab e
collected byGrohs and his team in the project titigeB# 20-688,1 Sol vi ng Compl ex F
through Transdisciplinaritg These 424tudentswverefrom two settings (a) 262 studentfom
the Virginia Tech Rising Sophomore Abroad Prograetwe@& 2017 and 2022and (b) 162
studentgrom statistics and human development relatedergraduate coursat Virginia Techin
Spring 2021

3.3.Dividing Student Responses into Training and Testin@atasets

In NLP studies, it is common practice to divide the total dataset into two samples: one for
trainingNLP algorithmand the other fats testing. Following thigractice | divided thecollected
studentresponse this study into these two samples. Notably, in this study, the training sample
representthedataset that was used to devetspmple banks, while the testing sample represents
withheld student responses that ev¢abeledthrough my NLP approach.used the collection
settingcontext as the demarcation for dividitige collected student responset® training and
testing samples. For instance, in the Big Belly Trash Can case scenario, | used student responses
from Spring 2022 for developintpe example bank and from Spring 2021 for assigning codes
using my NLP approaches, as shown Trable 31. | chosethe collectiorsettingcontex as
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demarcation lindor training and testing samplesdemonstrate théhe example bank developed
using student responsisone classroom setting could be used to anatudent responsdom
other classroom settings, if bahmpledelong to the same case scenario.

Table 31: Count s of St udferfcack GaseRSeengm,oTnagiags and Testing
Samples

: Total Student Used in Example Used for Testing
Case Scenario Responses Bank
Big Belly Solar Trash Cans 755 550 205
FirstYear FirstYear
) _ . Engineering Engineering
CollectionSite-Context Virgnia Tech _ _
course in course in

Spring 2022 Spring 2021

Abeesee Village Systesn

o 424 262 162
Thinking
. Statistic and
Rising
. . o Human
CollectionSite-Context Virginia Sophomore

Development
Abroad Program
courses

3.4. Selecthg Question Prompts from Case Scenarios

Given the response counisted inTable 31 for each case scenario, the original data for
both case scenarios were collected as stuagsignments but not with the explicit purpose of
being used in research related to the Nik® this dissertatiostudy. The NLP approachehat |
testedwork best when the respondent focuses on one idea at a time. As such, some of the question
prompts were phrased in a suboptimal manner for the NLP approaches. This is because students
might have described multiple ideas in a single short sentence, wiutth sometimes leadt
noisy performance of the NLP approashThis challenge of eliciting multiple pieces of
information at once due to the question phrasing and response format is an inherent limitation of
my dissertation studyTherefore, | selected gstion prompts from both case scenamdwere
studentresponses tended to be more structured and focused on one idea afad le@astin a
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parseable manngfMhese selected prompts provided the best opportunity to demonstrate how the
NLP approaches could perform thematic analysis of student responses.

For

t he et hics case scenari o, I

used stud

prompts (out of a total of six): (i) identify an ethical dilemma, and (ii) iderigiakeholder and
explain the impact on the stakeholdEnesetwo question promptscluding their abbreviations
used to reference them throughout this stadylisted inTable 32 and highlighted irAppendix

A. This table will be a useful reference for the reader in Chapter 4 when analyzing the results

Table 32: The Selected Question Promptérom Case Scenariosnd their Abbreviations

Case Scenaric Question Prompt Abbreviations
Ethical dilemma is clearly and thoroughly identified and related to -
: case study ethics_g1
Big Belly Solar '
Trash Cans
A clear description is included of a stakeholder, including how the  ethics_qg4
are related to the case study. Their relationship to the ethical
issue/dilemma is clearly explained.
Given what yolkknow from the scenario, please write a statement
describing your perception of the problems and/or issues facing sys_g3
Abeesee.
What additional information do you need before you could begin sys_q4
develop a response in Abeesee? Consider both detaibatekt of
the problems/issues you identified.
Citl)leaeseee What groups or stakeholders would you involve in planning a Sys_ Qs
Systgns response to the problems/issues in Abeesee?
Thinking
Please briefly describe the process you would use planning a res sys_q6
to theproblems/issues in Abeesee.
What would you expect a successful plan to accomplish? sys_q7
o : -
What challenges do you see in implementing your plan? What au sys_qll

limitations of your approach?

For the systems thinking case scenariosed student responses to all question prompts
(1) AGiven what you know and a budget
Abeesee situation....Use a numbered,-bieptep guide, and recipe style to explain your response

except,
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pl ano and

(ii)

cr i t(Grghs et alp20EBspel)lFhis ensans thatused r o mp t

only six question prompts (out of a total of 13) from the systems thinking case scenario. These
guestion prompts witlthe abbreviations used to reference them throughout this atedsiso
listed Table 32 andhighlighted inAppendix B

3.5.Data Analysis

To

answer

subRQssthe Watay adadysis comprised four processes as shown in

Figure 310 previouslycaptionedasFigure 11 in Chapter 1:First, | preprocessed the raw text
data before passing it to the NLP workflow. Second, | develtipedxample bankto identify

t hemes i n
coding.

I n

t he

the thi

student séb

rd step, |

r e s paodr(ly teaditiomal quahtativew o

assigned

| abel s

with thefollowing four NLP approachesi) k Nearest Neighbors (KNNyp scordk=1), (ii) kNN
majority vote (k=3), (iii) Zero-shot Classification (ZSC) (multabel=false) (iv) ZSC (multi-
label=true) Notably, he kNN approackstook input of both sentences and their labels from the
example bankOn the other hand, the ZS&pproackstook only the input of labels from the

example bank L a

codes assigned to those responses through the kNN and ZSC approaches were accurate or not.

stly, I

read those

(newl vy)

|l abel ed

Here, accuracy meant that the assigned code represented the idea expressaut irespashses.

Figure 3.1: Overview of Data AnalysisSteps

Step 1: Pre-Processing

| i) |

Step 3: Matching Methods (kNN or ZSC)

] [ Step 4: Evaluation

Pre-processing
»|  Raw Text

Student

Assignments ‘

l l

Traditional
Qualitative

Training
Dataset

=)

Dataset

P

Coding

or

spaCy’s
Sentence

Unlabeled
Sentence

-+ | Example Bank

L'

Sentence
Gets Label

=

HILNLP

Segmenter

L

* White represents data (e.g., stud
** Gray represents process

ent responses)
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For the technical implementation of the data analysis steps shokigure 31, | used
Google Colab notebooks, written usingcambination of the R and Python programming
languages. | describe the technical implementation of the four steps of data analysis below.

3.5.1Pre-processing offext

For both case scenarios, | collected studesdsignments as pdf files fromstructors. |
skimmed the pdf files to see how consistent f
case of the ethics scenario, there was a wide variation in the formatting that would have been
problematic for downstream NLP tasks. | decidedetolve those formatting issuess t udent s 0
submissios. | converted the original pdf files into txt files and then manually added unique symbol
patterns, bot h at t he starthe abledos emar atfe esatcithd
responses tohe question prompts. With the help of those symbol patterns, | extracted each
studends answer to each of tiwo question prompts. These excerpts were then cleaned to remove
Arabic numeri cal symbols such as A[ 1], si[ 2] o,
thinking scenario, student s o foremchpguesiecn@remphad f a

Here, anoteworthystepd at a anal ysi s was that studentsoéo
block of text which may or may not have consisted of multiple sentences. Before passing these
blocks of text to the NLP processes, | had three options to choose from: (a) no splitghé a sin
contiguous block of text, (b) split at senten
Montani, 2017), or (c) split at phrase level within a sentence via punctuation of a comma, as shown
in Figure 32. The purpose of splitting was to optimize the performance of the NLP approaches
because they worked best when the input text focused on one idea at a time. A block of text (e.g.,

a paragraph or a sentence) might have expressed multiple topics at a titie Mast majority of

single phrases or some sentences might have expressed fewer (i.e., only one) topics:(Eyom (a)
which option worked for what type of question
was an open question that | addressea questioiby-question basjsasprovidedin Table 33.
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Figure 3.2: Options for Pre-processing of Raw Text Corpus

Open-ended Text
Responses
Pre-Processing

Input:

___ || Open-ended —p
— Responses Raw Text

— || Open-ended
Responses

As givenin Table 33, for all question prompts from both case scenarios, except sys g4
and sys_q5, segmentedhe responses at the sentence level usimga Cy 6 s
However, for sys g4 and sys_g5, | segmented the student resporgemse level within a
sentenceising commas as delimitetdook this approacbecause these questiasked gidents
to list additional information or stakeholdershich fudentstypically listed as (prope) nouns
separated by commas within single senterCenversely, ér all other question promptsplitting
at the phrase level might disrupt the reasoning students develomsdsentences).

Sentence

Segmentation

Text Cleaning

Split at Commas

Table 33: Pre-processing Methods used for Question Prompts

Output:
Text

sentence

Pre-processing Method

Question Prompt

Spl it at sent enc
sentence segmenter

Split at phrase levekithin a sentence
via punctuation of a comma

ethics_q1
ethics_4
sys_g3
sys_q6
sys_q7
sys_g11

sys_q4
Ssys_Qs5
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3.5.2Developing Example Bank

To label studentesponses through the NLP approaches, first, | developed an example bank
for each of the question prompts that | selected fordmgertation studyThe purpose was to
develop a saturated space (that covered all possible aspects) of responses with assigned labels to a
guestion prompt. For example, in the syste@imnking case scenario, there was one question
related to stakehol der s: AWhat groups or stak
to the probl ems/ i ssues iofrthis Alestienspeomad abfidgesl e x a m
version is shown inTable 34) included sentences related to the following labels: builders,
businesses, charities, citizens, consultants, donors, energy companies, engineers, environmental
groups, etcAfter developing the example bank, unlabeled responses were matched to those
example responses in the example Hankssigimng labels. | described those matching processes
in thesection3.5.30n labeling the unlabeled student responses.

Table 34: Preliminary Codebook for a Question Prompt* of Systers Thinking Scenario

Example Bank Sentences Example Labek
people who run businesses in that part oftonn Businesses
a professional charity society that helps these people like Mercy me Charities
| would involve the Abeesee People Citizens
outsiders who can be brought in to consult about solutions Consultants

*What groups ostakeholders would you involve in planning a response to the problems/issues in Abees

To develop example banks, | utilized the following two approachedg@sted inFigure
3.3, depending on the question prompt: (i) HILNla#proach,and (ii) traditional qualitative
coding.Forall question prompts considered in this steagept ethics_qlhe HILNLPwasused
to developexample banks, ggovidedin Table 35. For ethics_gll developed the example bank
with traditional qualitative coding procedutegive detaik of (i) in section3.5.2.1and (ii) in
section3.5.2.2
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Figure 3.3: Methods for Developing ExampleBank
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Table 35: Counts of (Parsed) Student Responses in Example Bank and Wilteld Samples

Counts of
] Counts of Labeled
_ Method Used for Developing , Unlabeled
Question Prompt Statements in Example )
Example Bank Bank Statements in
an

With -held Sample

Traditional Qualitative

ethics_ql _ 743 911
Coding

ethics_q4 2185 1036
sys Q3 401 247
sys_g4 1182 440
sys g5 HILNLP 900 396
sys_q6 913 336
sys_q7 478 188
sys _qll 712 282

3.5.2.1 Example Bank via the HILNLP Approach

From the dataset of each case scenarsampledst udent s6 responses
example bank through the HILNLP workfloas | have described Bection3.3. For examplein
the Big Belly Trash Can case scenario, | ustedent responses from Spring 2022 for developing
theexample bankising the HILNLP approach. Nextexplained the technical implementation of
the HILNLP.

Technical Implementation of the HILNLP workflow.

The technical implementation of the HILNLP workflow was completed through the
following six sequential steps: (a) sentence embedding, (b) dimension reduction, (c) clustering, (d)
LexRank summary, (e) LexRank summary labeling, (f) augmentation.

Sentence Embeddingl embedledthe preprocessed teits e nt ences of st ude
responsea$ into a 768-dimensional vector space usipget r ai ned Miaskedasdof t 0 s
Permuted Préraining for Language UnderstandiigPNed (Song et al., 2020Yhe pretraining
meant that these models had been trained on large corpora of text (e.g., all of Wikipedia) to
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generate embeddings and therefore allowed easth®fhelf use.These embeddings were
intended to be higldimensional abstract representations of text in a vector space. A less
mathematical way of stating the preceding sentence was that we wanted to try and represent each
response with a long array of numbers. Whatheafcthose numbers meant by itself was not
particularly important. The key was in how each of those arrays of numbers (i.e., numerical
representations of the sentences) related to each dtieeadvantage of this sentence embedding

into vector space was that it enabled mathematical operations (e.g., clustering, cosine similarity
for semantic similarity) on the subsequent numerical representations of the text.

Dimension Reduction.Theoretically, the clustering could have taken place in this original
embedding space. Historically, clustering algorithms suiffiehigher (768) or intermediate
dimensional spaces (in the range of18D) since every point (i.e., text embeddirgglar from
every other poiret the phenomenon defined as the curse of dimensionglisgent, 2012;
Bellman, 2017) Therefore, this reduction process aimed to project the original text embeddings
into a lowerdimensional space where clustering could meaningfully occur. First, | used Principal
Components Analysis (PCA) to reduce the original embedding space (d#iéB8sional space)
into an intermediate embedding space (in the range-80@bmensions)Jolliffe, 2002; Sankaran,
2022) Second, | used the Uniform Manifold Approximation and Projection (UMAP) to reduce the
intermediate embedding spad=768dimensional space) to a lower dimensional space (d=5)
because UMAP worked well only up to fewer than 100atisiongAllaoui et al., 2020; Mclnnes
et al., 2020)The combination of PCA and UMAP rendered minimum loss of information during
dimension reduction. After those dimensionality reduction steps, the data was ready for clustering.

Clustering. | used a Hierarchical Agglomerative clustering algorithm with Ward linkage
to discover semantic groupings in the studenésponsgdiurtagh & Legendre, 2014)The
resultant clusters theoretically had semantically homogeneous texts within a cluster without
necessarily relying on syntactic similarity. For examplepum paper(Shakir et al., 2022 we
explored the perspectives of undergraduate students about the roles of social class, gender, and
race in shaping their educational experiencesuMdee d t he HI LNLP wor kf |l ow t
interview transcripts. With the workflowused for my dissertation anébr the aforementioned
paper, Student A6s response, il tdneigettikg nown ¢ 0 me
in terms of financial resouroes and Student B6s response fiBecauld
opportunities. o were clustered stepgreludngword Thi s
embedding to dimension reduction to clustegongld identify those statemerds discussing the
same themeeven though the two responses shared no words in common. In short, the HILNLP
workflow that | used fomy priorpaper andhis dissertation studceived raw texts and produced
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suggested groupings of those texts to which a human user could ascribe specific meanings. | then
described the process of identifying the themes in each cluster.

LexRank Summary and its Coding. With the clusters now formed, neededto
summarize the themes discussed. To do this, one had several options belonging to either
abstractive or extractive summarization. ldisexRank, an extractive text summarization process
that produced document summaneishout paraphrasing information. The LexRank algorithm
doesthis by identifying and subetting the most salient sentences in the original document(s)
(Erkan & Radev, 2004YJsing theLexRank approacHh identifiedrepresentative student responses
from the clustering resultsSt he ul ti mate out put from this pr«
responses to which | assigned labeld arade an initial example bank. | did this by reading each
studends response to assign it a labdly advisorperformed member checking for the quality of
that coding proce¢Sreswell & Poth, 2016; Lincoln & Guba, 198%)counted the number of
response sentences by each label in the example bank. It is noteworthy here that | decided to have
at least five instances of response sentences in the example bank for each label. When there were
fewer than five instances for a Elbl augmented the example banikhamy written sentences that
should have expressed the same idea in other words. | added special identification digits to those
sentences to separate them from student responses. Next, | describe how | also developed an
example bank with the traditionaliglitative coding methad

3.5.2.2 Example Bank via Traditional Qualitative Coding

To consider whether the codebook generation process impacted the labeling outcomes, |
also used a traditional qualitative coding approach to Bii@ktudent responses for the ethics_ql
guestion prompt suggesthis numbesufficed to develop a saturateckample bankhat covered
all aspects of responses to the question prohmgploadedthe data in Dedoose for traditional
thematic analysis (Clarke & Braun, 2017). r ead st ud e nt andlassigees podes,s e s ,
and selected excerpts. | iterated on these processes to refine and merg@&/heddsobserved
that new codes were not emerging from the data, | downloaded all codes and their excerpts from
Dedoose as an initial example battkis noteworthy to contrast example banks developed with
both the HLNLP and traditional qualitative coding method, to which | turned next.

3.5.2.3.Comparing the Example Banksdeveloped with HILNLP and Traditional
Qualitative Coding

In traditional qualitative codingg qualitative code (or thematiapit can be a phrase, a
sentence, or multiple sentences, dependmgesearchejudgment. In contrasin the HILNLP
approactihe textprior to codingwvaspreprocessed and segmented either at the sentence or comma
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level. Therefore, assigning a single code to multiple sentences simultanwassiyt an option

In this dissertatiorstudy, the primary difference between example banks developed using the
traditional qualitative coding method and the HILNLP method is as follovike former)abeled
example responses migtntainone or more sentences, whereasghe latter labeled example
responsedicludea phrase or a single sententke final counts of example responses included in
example banks are listed Trable 35. Using these example responsesxt | describe the NLP
approaches used to code unlabeled (or new) student responses.

3.5.3Labeling the Unlabeled Student Responses

First, the withleld student responses were jpm@cessed witlthe method described in
Section3.5.10 similar to student responses used in example bartkes counts of these pre
processed unlabeled response sentences are givabli 35. Next, these unlabeled (or new)
responses were matched with example responses using the following two NLP m(@hio st
(Hechenbichler & Schliep, 2004nd (b) ZSQPushp & Srivastava, 2017; Yin et al., 20A%hen
one compared (a) and (b)jstworth notingthat (a) needed an example bank with both sentences
and labels. On the other hand, (b) needed just the labels themdsahaghis made it more
resource efficient than (a). This was because, in the case of the ZSC approach, one could start the
thematic anlysis with just a preliminary list of candidate labels and not need example sentences.
Moreover, in the kNN proach, there was no guarantee that all responses would get a label. At
least with the ZSC approach, everything would get a d&abl@ugh there was an expression of
uncertainty about the lalislaccuracyThis can be a tradeoff between the two approaches because
it may not always be desirable to assign a label, such as in instances where there is ahbiguity
the topics in an unlabeled responiseow describe the technical implementation of the kNN and
ZSC approaches

3.5.3.1.k Nearest Neighbors (kNN)

For the KNN methods for matching, the technical implementation included the following
three steps: (a) sentence embedding, (b) calculating cosine similarity, and (c) assigning labels by
either identifying the topcore(k=1) or a majority vote (k=3Notably, these methods applied one
label to each student statement.

Sentence Embeddig. Similar to the HILNLP workflow, | embeddeexid sentencesr
phrasedrom the unlabeled dataset and the example ®danto a 768dimensional vector space
using the MPNet embedding mod@ong et al., 2020 After embedding both data sets, |
determined theemanticsimilarity between unlabeled sentences and labeled sentesiogsthe
cosine distance measure
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CosineSimilarity Score. | used the cosindistance measuteetween embedding vectors
of labeled and unlabeled sentendaeshosethis for two reasons: First, it ille most used distance
measure among othegs.g.,Euclidian distance, and Manhattan distgnonevord embeddingo
estimate the similarity of student areferenceanswersn ASAG (Putnikovic & Jovanovic2023.
Secondjshe cosine distance is considered favorable as this does not include the length of text
(magnitude of text vectors), whick regarded as irrelevant for measuring semantic similarity
between two text statemergigerkhof, 2020; Qiao & Hu, 2023Theoretically, the similarity score
ranged from 0 to 1. The maximum value, a similarity score of 1, represented the exact match
between unlabeled and labeled sentences. As the similarity score between two sentences decreased
from 1 to 0, we inferred thahbse two sentences did not match each étleother words, they
were less likely to be about the same topic. Each unlabeled senteghaeshmilarity score from
its comparison with each sentence from the example bank as sh&iguia 34. The question
was which label of an example bank sentence should be assigned to an unlabeled sentence. To
achieve this purpose, | used the following two kNN processes: (a) top score (k = 1) and (b) majority

vote (k =3).

Figure 3.4: Using KNN Process for Labeling Unlabeled Responses
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Assigning labelsTop Score(k =1). The unlabeled sentence was assigned the code of an
example bank sentence for which it had the maximum similarity sciewise, inFigure 34,
the unlabeled sentence was assigned label A because the unlabeled sentence had a maximum
similarity score of 0.90 with labeled sentencé&Heoretically, all unlabeled sentendes$op score
(k =1) method shoulanatch a response in the example bank, though fheirtdlarity score can
range from 1 to ONotably, | selected 0.70 abethresholdvalue of the top match similarity score
to assigracode to the unlabeled sentencésy unlabeled sentences with similarity scores below
0.7 to example responsegrenotincorporaté for subsequerdnalysisin this dissertatiostudy.
The rationale for this methodological decisisasthat thelikelihood of aninaccurate labdbelow
this similarity scorencreasesignificantlybased on my experience and judgméifiter applying
a threshold value of 0. B)milarity score irthe kNNtopscoranethod, the finahumberof (newly)
labeledresponssentencethrough the NLP method wémwver thanthenumber of input sentences
for all question prompts investigated in this study. These counts are li§tadle36.

Assigning labelsMajority Vote (k=3). When k =3, firstthe NLP methodselectedhe
three example bank sentences with the highest similarity scores with an unlabeled sentence.
Among labels of those three example sentences, any label with a majority vote (2 or more) was
assigned to the unlabeled senterieer example, inFigure 34, the unlabeled sentence was
assigned label B because it had the majority of 2. If any label did not have the majority vote (2 or
more), the unl abeled sentence remained unl abe
in Figure 34 had the label C rather than B.this case, the unlabeled sentence was not assigned
any label among the three (A, B, C) because none of the labels had a m@joniiiyr to the top
scorekNN method the numberof (newly) labeledesponsesentencethrough kNN majority vote
(k=3) waslower thanthe number of input sentenceBhese counts are listedTiable 36.
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Table 36: Counts of Input and Output Sentences for NLP Approaches

Output-Assigned Labels

. Total
Question In —
put (Parsed) Majority ZSC ZSC
prompt Sentences TO('?( _Slc)ore Vote (multi= (multi=
- (k=3) False) True)
ethics_ql 911 602 476 911 990
ethics_q4 1036 659 899 1036 1053
sys_q3 247 199 219 247 384
sys_qg4 440 259 381 440 716
sys_g5 396 267 358 396 553
sys_q6 336 213 198 336 1254
sys_q7 188 152 152 188 302
sys_qll 282 116 159 282 294

3.5.3.2.Zero-shot classification (ZSC)

Without taskspecific training, the ZSC approach aitn associate an appropriate label to
a text snippet using readyade, prdrained natural language inference (NLI) mod& et al.,
2019) In my dissertation study, this approach tdod followinginputs: (a) the studenésentences
thatl was interested in labeling and (b) the list of candidate labeis fine example bank#s
shown inFigure 35, consider the followingxample unlabeledxt, A how col d does it
and candidate | abels Atemperatureo (L1), Ares
embedded the unlabeled text arahdidatdabels into the same vector space. Then, first, the ZSC
approach posed the unlabeled sentence (how cold does it get there?) as the premise. Second, the
approach turned each candidate label (i.e., L1, L2, L3) into a hypothesis to determine whether the
hypotesis was true or false given the premise. In the case of the examplendtigure 35, the
ZSC approach constructed the following three hypotheses:

|l s the text fhowabodtiedperdtre?s it get there?o0
|l s the text fhowaboudtesburadsres it get there?bo0
Il s the text fhowabodlodghtionPloes it get there?o
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Figure 35: Using ZSC Process for LabelindJnlabeled Responses
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Using the NLI models, the ZSC approach fitted discrete probability distributions to
determine probabilities for labels (or the posed hypotheses). The NLI models had the following
two options to determine probabilities: (ulti-labels$alse and (ii)ymulti-labelstrue. Notably,

(i) applied one label to each student statement, while (ii) applied more than one label to each
statement

Assigning labelsthrough ZSC (multi -labels=false) In this case, the NLI models fitted a
single discrete probability distribution among all three candidates, as depicted on the left side of
Figure 35. This meant that the sum of probabilities for L1, L2, and L3 was equal to one. | chose
the singldabel with the highest probability€.,L1) to assign to the unlabeled sentefiterefore,
all input response sentences for each question prompts investigated in this study received one label
through ZSC (multiabels =false), as | listed these countsTiable 36.

Assigning labelsthrough ZSC (multi -labels=true). In this case, the NLI models fitted
separately the YeNo probability distribution to each of the candidate labels, as shown on the
right side ofFigure 35. | chose a threshold value of 0.90 for label probabilities to assign them to
unlabeled sentencebhis was because, according to my experience with the ZSC appnoaltih
labels = trug labels with probabilities above the threshold value of 0.9 were more relevant to
unlabeled sentences. Likewise, for the example givéfigare 35, L1 and L3 were assigned to
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the unlabeled sentencko further illustrate the phenomenon of assigning more than one label to
a single response sentence throlBC (multilabelstrue) | gave two example response
sentences for sys_qg3 with their assigned labels in

Table 3.7. Notably,ZSC (multilabels =true) is the only NLP method among all four
considered in this dissertation stuafyere the number of output labeled sentences exceeds the
initial inputnumbers as listed ihable 36.This is becausgSC (multilabels =true)is only method
among four NLP methods investigated in this study that can assign more than one label to a
sentence.

Table 3.7: Examples for a Question Prompt of Systens Thinking Case Scenario with
ZSC (multi-label=true)

(Parsed) Student Responses Assigned Label
They need a safe inexpensive way to heat their homes Affordability
They need a safe inexpensive waynéat their homes Heat Availability

The problem Abeesee people face is the isolation of their li

spaces and the lack of wealth in the area. Poverty

The problem Abeesee people face is the isolation of their li

spaces and the lack of wealthtle area. Remote Location

* Given what you know from the scenario, please write a statement describing your perception of the problems and/
facing Abeesee.

3.6. Summary of Data Analysis

In sum, for data analysis in my dissertation stufisstprepr ocessed student s
on a questiofby-question basis. Second, | developed preliminary codebooks for question prompts
that | selected for my dissertation study of ethics and sgdtenking case scenarios. To develop
example bankd used traditional qualitative coding for the followiagequestion prompbf the
ethics case scenario: (i) identifying an ethical dilenfetlaics_g1)For all other question prompts,
| used the HILNLP approach to devplexample banksThird, | used the kNNand the ZSC
approaches to thematically analyze student responses. For the KNN approach, | used these two
processes: (i) k=1 and (iK =3. For the ZSC approach, | used: (iii) mu#bels=false and (iv)
multi-labels=true. | deployed){(iv) for a total ofeightquestion promptst\o for the ethics case
scenario andis for the systerathinking scenari@ that | selected for my dissertation study and
given inTable 32. Next, | describ the evaluation procedure to compare the accuracy-@¥Ji)
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for thematic analysis of student responses to each efghtgquestiorprompts fotheengineering
case scenarios.

3.7.Accuracy Evaluation Procedure

After assigning labels to (parsed) student responses, | read each sentence or phrase to
evaluate whether the assigned code represented the idea described in the sentence. If yes, then |
assigned it a rating of an accurate label as 1. On the other hand, tiien | assigned it a rating
of an inaccurate label a%. In between those extreme ratings, d bahird category of neutral as
0. I used this category in instances of ambiguity or partial credit; for example, a sentence could
have been about moreath one idea, or the sentence itself might have been ambiglous.
demonstrate this evaluation procedurable 38. provides three example response sentences for
ethics_ql coded using the kNNajority vote(k=3) method along with their assigned accuracy
ratings.For instance, iTable 38 the third example sentence discub®é-Fi and privacy issues
but it wasassigned thé ecess to incomelabel. Therefore, | rated this sentence as inaccurately
labeled {1) in my evaluationLastly, | used those numerical evaluati@atings to calculate the
total number (angroportion3 of sentences that were labeled (a) accurately, (b) inaccurately, and
(c) neutral bytheNLP approaches.

Table 38: Evaluation Rating Example for a Question Prompt of Ethics Case Scenario

Assigned . .
Response Sentences g Evaluation Rating
Label

| believe that the biggest ethical dilemma
that is presented into this case study is tt Access 1o Accurately True 1
rejection of a source of income for the Income Labeled Positive
homeless that surround the urban areas
around théay.
An ethical dilemma would definitely be Access 1o PartlaOIrCredlt 0
seen the most within the homeless . Neutral

. Income Ambiguous
population. Sentence
T h e hotspyt feature in these trash cal
: : . . Access to Inaccurately False
is the ethical dilemma from this case stuc Income Labeled Positive -1

that | am going to study.

* |[dentify Ethical dilemma related to the case study.

The aforementioned quantitative evaluation procedure allowed me to answer my research
guestions in the following way. First, to ansveeibxRQ1(How well do different NLP processes
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(e.g., k nearest neighbors, zatwot) label responses?), | selected a question prompt and compared

its evaluation ratings across NLP approaches (i) (=), (ii) KNN (k=3), (iii) ZSC (multi-labels

= fals@, and (iv) ZSQmulti labels = trug Second, to answaubRQ2 (Does the answer sub

RQ1 vary by assessmenuiestions in a case scenario?), | selected a case scenario and compared
evaluation ratings across its question prompts for each of the NLP approaches from (i) to (iv).
Third, to answesubRQ3 (Does the answer subRQ1 vary by case scenarios? (e.g., Abeesee

system thinking scenario vs ethics case scenario), | looked across all questions from both of the
case scenarios. Then, | compared the evaluation ratings for each of the NLP approaches from (i)

to (iv). Lastly, Isummarized those evaluation ratingsisked this summary to develop the best
practices to perform the thematic analysis of
approaches. Those best p r RQ@: tHowccarswe applg theeNLE d  my
approaches based on transforsbea s e d | anguage models to themze
responsestoopemnded question prompts of case scenar.
design | now mentionlimitations specifictd¢ h e st u dtiabceuldgualif/ imgrasults in

Chaper 4

3.8. Study Method-specific Limitations

This section includes the discussion about
are related to the following: (’NN method, (b)graphical or mathematical representations, (c)
sentence or phrase level analysis, ()jective choices faheHILNLP andtraditionalqualitative
codingprocedures, and (e) comparison metrics and standardized data set.

3.8.1kNN Methodology

The kNN approach does not label all sentences. This discrepancy can be attributed to the
unbalanced example bank, which might show bias in terms of the freqoiem@mple sentense
for a qualitative labeFor exampl e, the | abel of #Aprivacy c¢
ethics case scenar{ethics_ql) most oftheexamples ent ences r el ated the |
incomedb The absence of example sentences may ca
during the matching process using kiNN method ThekNN methods are Hbuited for rare labels
because they require several example sentences to establish for matching tasks. To control this
limitation, | developed at least five example responses for a label in the example bank. Another
limitation with thekNN method is the need to pdefine a value for nearest neighborstfigt can
be influenced by data characteristics. If we are confident that unlabeled responses have a similar
matching sentence in the example bank, then the k=1 could workGueelersely, if there is
uncertainty in the example responses and each label has a smaller number of instances, then one
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should opt for a higher value of k. However, determining the optimal value of k is dependent on
researchejudgment and a process of tred-error.

3.8.2Graphical or Mathematical Representations

Student responses tpenendedguestion promptmayincludemathematical or graphical
representationsparticularly in engineeringcourses An instructor manually parsing through
studentéwritten responses cagasilyinterpretthosemathematical or graphical representations.
However,my NLP approacltould not include thos®r grading

3.8.3Sentenceor Phraselevel Analysis

In the current implementation, | selected individual sentences because the data were
structured in such a way that responses to multiplegsetions were contained within the same
paragraph and would thus confound the labeling. By splitting the sentémagit lose context
and reasoninwhen a student develops an argument in more than one sentence.

3.8.4SubjectiveChoicesBetweenHILNLP and Traditional Qualitative Coding

| subjectively chose tgerform traditional qualitative coding of student responses to
ethics_qgland HILNLP for all question promptsivestigated in this studyThe choice of the
HILNLP and traditional coding also led to lengtifferencesn thematic units in thelILNLP and
traditional qualitative analysifn traditional qualitative analysiathematic unit could range from
a word, phrase, sentence, or even an entire paragraphpenraeived asompletely capturing a
gualitative label Unfortunately, this variability in the scope of a thematic imitot possible in
the example bank generated through the HILNUE to the preprocessing of text

3.8.5GenerativeArtificial Inteligenceand t he Studyo6és Met hod

ChatGPT a GAI tool, ahas made several thingsssibler el at ed t o the stu
First, | used MPNet for vectorization of student responses, which has a bandwidth-5{F0300
characters.To help with the bandwidth limitationd split student responses usi®p acy 6 s
segmenter. However, GPI, the model behind ChatGPT, can vectorize much larger pieces of text
without losing as much information. Therefore, the-mprecessing steps | took may not be
necessary if an instructor uses ChatGPT.

Second, as a conversatioi@I tool, an instructor would not need to use programming
codefor NLP tasks. So, the codebase | developed may not be necessary now. For example, (i) an
instructor could directly input student responses into the ChatGPT interface and ask what themes
are mentioned in the responses(ii) provide both the codebook (themes) and student responses
as inputs, then ask ChatGPT about patterns of themes in the responses. However, despite the

70



benefits of (i) and (ii), there are still issues of deployment, student privacy, and cost when using
ChatGPT that would need to be considered when using ChatGPT in academic settings.

3.8.6Lack of Standardizedetrics and Standardized Data Set

First, my dissertation study lies at the intersection of computer science and edtie&dsn
where research studies reparetrics for performance dhe investigated NLP methad The
common accuracy metrics are recall, precision, and F1 metrics. | provided their definitions in
sectionl.9. These metrics are calculated by binary classification of results as true positives and
true negatives on standardized datasets. Following this tradition of reporting metrics, my study has
a limit, as | did noteport these metrics. | justified this choice by using a thvae classification
system (true positive, neutral, and true negative) rather than a binary in my accuracy check
procedure. | included a third category, the neutral rating, to account fortbaticis. First, the
pre-processing of text can generate a few meaningless phrases (like isolated transition adverbs).
Second, students may pack more than one idea into short sentences, necessitating multiple
gualitative codes rather than a single onegguad that these two situations do not deserve a true
negative tag in a binary classification context and do not justify penalizing the NLP amgsioach
accuracy calculations. This new category makes it technigafgasible to calculate and report
the standardized metrics of precision, recall, and F1 for my NLP apm®adths is a nortrivial
limitation for the contemporary comparison of my NLP appregalvhich others reported in the
literature.

Second ASAG has established itself as a distinct body of literature within the field of
education. Research studies related to ASAG employ their NLP tools on standardized public
datasets (e.g., ScIESt, Beetle), whereas my NLP approach is applied to a resatased. d
However, my datasets are often considered to be the intellectual property of the instructors and are
not publicly available. The unique composition of the testing dapameeentsthe comparison of
the performance of my NLP approach withet NLP approaches reported in ASAG studies.

Despite the aforementioned stuhethod specific limitations, | suggest the novelty of my
NLP approaches contributes significantly to the existing body of knowledge by (a) introducing a
new accuracy measure, and (b) providing a novel testing.

71



Chapter 4: Results
4.1. Chapter Overview

Chapter 4oresents the results of NLP approaches that are describéater 3andused
to achieve t he pdytNuPdappdoachegs that pgEald/e to thematicadly analyze
student responses to opended question prompts of case scenahodoing so, lexplored the
following subRQs

SubRQ1: How well do different NLP processes (i.e-nkarest neighbors, zeshot
classification) label responses?

SubRQ2: Does the answer tsubRQ1 vary by assessment questions in a case
scenario?

SubRQ3: Does the answer subRQ1 vary by case scenarios (i.e., a systems thinking
scenario vs an ethics case scenario)?

To answerthe above sulRQs, | present results of the manual accuracy evaluation of
assigned codes by the kNN and Z&iproaches tstudent responses to eigitenrendedjuestion
promptsfrom two case scenarigstwo are from the ethics case scenariandsix are from the
systens thinking case scenariéor the kNN approach, | used these two processemp(iycore
(k=1) and (ii)majority vote k=3). For the ZSC approach, | usée following two configurations
(ii)) multi -labels=false and (iv) multabds=true.In total, four NLP approaches were used across
eight question promptsyaking 32casedor manualaccuracy evaluation

To demonstratdnow | present results in this chapter, | consider here one case of KNN (k
=1) for ethics_gl among those 32 cases. For reporting results, | provide counts and proportions of
three evaluation ratings: true positive (accurately labeled), false positiveutiagety labeled) and
neutral (partial credit or ambiguous response). For eaaluationrating, | first tallied counts of
labels assigneth that rating Second, | normalized these couatsl calculated their proportions
by dividing them with the totalumber ofoutput labels assignday the kNN (when k =1) for
ethics_ql. Following this, | reported these proportions as the results of my study.

| adoptedthe abovementioned ressilteporting methodolgy because output laksl
assignedrary across NLRypproachesl'o some extenthis normalizatiorprocedurecould ad in
comparingaccuracyevaluation ratings across NLP approachdgswever this normalization
procedure my@be just oversimplification ira fewcase$ecause in those few cases theedasge
difference (~500 sentences) the number of outputiabels assigrbetween KNN and ZSC
approaches
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After calculating counts and proportions of the evaluation ratings for the four NLP
approachesl, use tables and baharts to juxtapose diseon a questioiby-question basisThe
reader should notisvo importantideas here

) The yaxisin barchars shows counts of sentencasd| changel limits of they-
axisby question promptor readability

(i) Pre-processing ofraw data (student responsesfjen resulted inmeaningless
standalonghrases ofragments, ér examplejntroductory trangion phrasesuch
a stherefor®, fhenc®, fbuto, etc.| termed thosasi n o @ |separately listed
counts ofi n o i s mldes and these were not included in calootast of
proportionsof the accuracyvaluation rating | took this approach to avottiat
true positive ratings of NLBpproachew/ere notundulypenalized due to assigning
thewrong labeltdi n oi s e 0

Along with presenting tables and bararts for evaluation ratings for each question prompt,
I al so provide a descriptive synthesis of the
four NLP approachedn the next section, | explain the difference @rsence oflifference)
between the totadumber ofinput sentences for the NLP approaches and the cagpignedabels
that were manually evaluated faccuracycheck

4.2.Differences Between InputUnlabeled Sentences and Outpufssigned Labels

To remind readerd divided the collected student responses into samplesone used
for developing example bank aride other withheld for testing the labeling with the NLP
approaches using the example bank. The example bank contained response sentences with
assigned codes. The withheld student responses were splitase orsentence level. These
unlabeledphrases osentences for labeling purposes were then input into four NLP approaches:
KNN topscore (k=1), KNN majority vote (k=3), ZSC (mdlbekfalse), and ZSC (muki
label=true). Each of the input sentencesamassigned labels, but | used different threshold values
of semantic similarity measure for various NLP methods to shortlist labeled sentences from those
input sentences for subsequent manual accuracy evaluation.

For the kNN topscore (k=1)I used 0.70 as the threshold value for cosine distariee. T
rationale for this methodological decisinasthat thelikelihood of aninaccurate labdbelow this
similarity scoreincreasessignificantly based on my past experienggth using the kNN
methodologyandk = 1(i.e., a nearest matchHjor the kNN majority vote (k=3), only those labels
were assigned to input unlabeled sentences that had a majority vote of two; otherwise, sentences
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remained unlabele@herefore, in this study, the number of output labeled sentences was less than
the number of input unlabeled sentences for both configuratidhe kN method.

Next, for the ZSC (mukiabel=false), a single label with the highest probability from the
ZSC model was assigned input unlabeled sentergd@his is the only method in this study for
which the number of output labeled senteneesre equal tahe number of input unlabeled
sentenced.astly,the ZSC (multilabel=true), | chose a probability value of @9so labels witta
probability value 0.90 and above from the ZSC model were assigned to input senténce
approach was taken because, according texpgrience with the ZSC model when multi labels
= truein multiple contexts and dataselbels with probabilities above the threshold value of 0.9
were more relevant tihe input unlabeled sentencesmpared to suggested labels that fell below
the 0.9 probability threshal&inally, ZSC (multilabel=true) was the only method among the four
NLP methodsnvestigated in this studyhere a sentence could receive more than one label.

The combination of these observatiomsans thathe number of input unlabeled sentences
and output labeled sentences usedHfesubsequent accuracy check for each of the NLP methods
varied on a questiehy-question basis. | reported those details by each question prosaption
4.3to section4.4.Next, | describga) input sentences that were not labeled in the kNN methods
and(b) input sentences that were assigned more than one label in ZSCléeiltitrue)

4.2.1kNN Methods

Related to (a), the sys_ql11 had the maximum proportion of input sentences that were not
assigned labels by kNN approaches in this study. The kNN topscore (k=1) method did not assign
labels to 166 out of 282 (59%) input sentences, whereas the KNN maguiat{ke3) method did
not assign labels to 123 out of 282 (44%) input sentences. The reason approximately half of the
input sentences in sys_qll were not assigned labels in the KNN was that I did not have labeled
sentences in the example bank to which thodabeled input sentences could be matched (i.e.,
have semantic similarity). This is because the example bank for sys_q11 is deficient and I discuss
this further inChapter 5 The proportion of input sentences that were not assigned labels across
various question prompts was almost always higher for the KNN topscore (k=1) method compared
to the KNN majority vote (k=3) method, as depicted in Table 4.1and Figure 4.1.

Forexamplewith the kNN topscorék=1) method the proportions oinput sentences that
were not assigned labelsere 36%(377 out of 1036jor ethics_g4 and 414481 out of 440¥or
sys_q4ln contrast, with the kNNhajority vote (k=3)method, these proportiodecreasetb 13%
(377 out of 1036) foethics_g4 and59 out of 440) foisys_q4.This discrepancwrisesbecause
the KNN topscore (k=1) method labels an input sentence based on a single similar example

74



sentence. If there are no highly similar example sentences in the example bank, the input sentence
would not exceed the similarity threshold (i.e., 0.70) adild remain unlabeled. Conversely, the

kNN majority vote method (K3) labels an input sentence based on three nearest neighbors instead
of one, providing morehancegor the input sentence to match with similar example sentences.

Table 41: Counts of Input Sentencesand Labels Assigned(or not-Assigned) by kNN

Approaches
Counts of (Parsed) Sentences
Case. Question . .
Scenario Input Assigned Labels Not-Assigned Labels
(kNN =1) (kNN =3) (kNN =1) (kNN =3)
ethics ql 911 602 478 309 (34%)  433(48%)
ethics q4 1036 659 899 377(36%)  137(13%)
sys q3 247 199 219 48(19%) 28(11%)
sys q4 440 259 381 181(41%)  59(13%)
sys q5 396 267 358 129(33%)  38(10%)
sys 6 336 213 198 123(37%) 138(41%)
sys q7 188 151 152 36(19%)  36(19%)
sys qll 282 116 159 166(59%) 123(44%)
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Figure 4.1: Proportion for Input Sentenceghat were not included in AccuracyEvaluation
by KNN Approaches
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*sys stands for system thinking case scenario

4.2.2ZSC Method(multi-label=true)

Related t&ZzSC (multilabel=true) the sys g6 among all question prompts had the highest
proportion of input sentences that had one or more label when using the ZSdaeldtirue)
method, i.e., 71% (259 out of 336), as showrTable 42 and Figure 42. This was because
multiple interrelated ideas were present in the unlabeled sergeddbhat labels input to tlESC
model were also closely related gave one examplgimeet with the residents to hear their
concerns and then discuss this among the government of Abeesee to decide a coursedof action.
This example sentence received the followliaigels ii nt er act wi th gover nme
wi t h |Convaasklg for. ethics g4 and sys_qlZ% ghoportion of input sentences receiving
more than one label was less than 5%.

For example, in ethics_g4, only 16 out of 1036 (2%) input sentences received more than
one label using the ZSC (mulébel=true) methodrlhis was because very different stakeholders
were described in the sentences, and ten different labels were input into the ZSCSomeebf
the input labels were homeless population, students, waste management workers, and wildlife.
Besides sys_(6, ethics_qg4, and sys_g11, the remaining question pnadymigportiors of input
sentencethatreceived more than one labehnged between 30% and 4086 shown ifmable 42
andFigure 42. Next, | providethe resultdor my SubRQ1.
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Table 42: Counts and Proportion for Input Seneencesand Labels Assigned by ZSC
Appraoches

Counts of (Parsed) Sentences

. Gets more
Case' Question Labels Assigned than one label
Scenario 7SC
Input 7SC
(multi= . ZSC (multi=True)
(multi=True)
False)
ethics ql 911 911 990 71(8%)
ethics q4 1036 1036 1053 16 (2%)
sys g3 247 247 384 99 (40%)
sys g4 440 440 716 175(40%)
sys g5 396 396 553 123(31%)
sys g6 336 336 1254 259(71%)
sys q7 188 188 302 73(39%)
sys qll 282 282 294 11(4%)

Figure 4.2: Proportion of Input Sentences that got Assigned more than one Label in the ZSC
(multi -label=true)
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4.3.Sub-RQ1

To answemy SubRQ1, | provide results of the NLP approachg®achengineeringase
scenaricandits eachquestion prompinvestigatedn this dissertation study.

4.3.1Big Belly Trash Can Ethics Case Scenario

For the ethics case scenario, | collected a total of 755 student responses. Of these 755, |
used 550 to develop the example bank, while the remaining 205 were withheld for labeling using
the NLP approaches. Now, | turn to report resultetbics_ql.

4.3.1.1.ethics g1l

After traditional qualitative coding of 550 student responses, the example bank contained
743 excerpts with assigned codes. The withBélsistudent responses were split at the sentence
level usingS p a csggenter, resulting in 911 unlabeled sentences. These 911 seatenges
with the 743 excerptwere input into the kNN method3hose 911 sentences weilsoinput into
the ZSC modehlong with thirteen label#fter applying threshold values describedettiord.2,
the number ofsentences for evaluatiomere476 forkNN majority vote (k3) and990 for ZSC
(multi-label=true), as tabulated Trable 43.

For ethics_g1kNN majority vote k=3) yielded the highest accuracy rate with 80% (381
out of 476) being assigneth accurate label ahownin Table 43 andFigure 43. On the other
hand, SChad labeled every input sentering with lower accuracyates betweef1%to 63%

The ZSC (multi-label=true) had the highest false positive rate at 31%, meaning 231 out of 990
labels assigned were inaccurate codisyever,when comparingccuracy rates betwediN
majority vote k=3) and ZSC(multi-label=true), it is noteworthy thathe kNN approach had
labeled476 sentencesvith at most one label per sentermampared t&ZSC (multilabektrue)
wherein the 911 input sentences could receive more than oned80et (his instance)Neutral
ratings were comparable atl9%across the four methodsotably, ethics_ql is the only question
prompt among eight question prompts considered in this study for which | used traditional
gualitative coding to develop an example haak discusseith Chapter 31 argue that complete
excerpts, which may have single or multiple sente(ees,iThe case study mentions that their
source of income by recycling bottles was also hindered by the trash collectors, but their source of
food is also hindered)., as examplkeused for labeling might be a reason for the better performance
of the KNN approach than ZSC, which only required lab¢éxt, | describe the results for the
ethics_q4.
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Table 43: Evaluation Ratings of Assigned labels by NLP approaches for ethics_ql

Input Total # True True
Methods P of labels N Neutral : Noise
Sentences . Positive Negative
Assigned
Topscore 602 411 62 129 0
(kNN =1) (68%) (10%) (21%)
Majority vote 381 54 36
911
ZSC
- 599 60 308
(multi = True) 990 (61%) (6%) (31%) 23
ZSC 571 83 231
(multi = False) 911 (63%) (9%) (29%) 26

Figure 4.3: Counts for Evaluation Ratingsof Assignedlabelsby NLP approaches br
ethics_ql
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