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Srivatsa Bhat Kaudur

(ABSTRACT)

This thesis utilizes the Immersed Interface Finite Element Method (IIFEM) for shape optimization and material design, while also investigating the modeling and parameterization of lung tissue for Diver Underwater Explosion (UNDEX) simulations. In the first part, a shape optimization scheme utilizing a four-noded rectangular immersed-interface element is presented. This method eliminates the need for interface-fitted mesh or mesh morphing, reducing computational costs while maintaining solution accuracy. Analytical design sensitivity analysis is performed to obtain gradients for the optimization formulation, and various parametrization techniques are explored. The effectiveness of the approach is demonstrated through verification and case studies. For material design, the study combines topological shape optimization with IIFEM, providing a computational approach for architecting materials with desired effective properties. Numerical homogenization evaluates effective properties, and level set-based topology optimization evolves boundaries within the unit cell to generate optimal periodic microstructures. The design space is parameterized using radial basis functions, facilitating a gradient-based optimization algorithm for optimal coefficients. The method produces geometries with smooth boundaries and distinct interfaces, demonstrated through numerical examples.

The thesis then delves into modeling the mechanical response of lung tissues, particularly focusing on hyperelastic and hyperviscoelastic models. The research adopts a phased
approach, emphasizing hyperelastic model parametrization while reserving hyperviscoelastic model parametrization for future studies. Alternative methods are used for parametrization, circumventing direct experimental tests on biological materials. Representative material properties are sourced from literature or refit from existing experimental data, incorporating both empirically derived data and practical values suitable for simulations. Damage parameter quantification relies on asserted quantitative relationships between injury levels and the regions or percentages of affected lung tissue.
Exploring Immersed FEM, Material Design, and Biological Tissue Material Modeling

Srivatsa Bhat Kaudur

(GENERAL AUDIENCE ABSTRACT)

This research explores the following themes: optimizing shapes, designing materials using repetitive identical building blocks, and understanding how divers’ lungs respond to underwater explosions. When computationally analyzing structures with multiple materials, the conventional method involves creating meshes that align with material interfaces, which can be intricate and time-consuming. The Immersed Interface Finite Element Method (IIFEM) is introduced as a computational approach that simplifies this process, utilizing a uniform grid for analysis regardless of interface shape.

Consider a plate with a hole or other inclusions. Shape optimization seeks the optimal hole/inclusion shape for withstanding specific loading. Traditional optimization processes necessitate iterative mesh recreation, a step circumvented by employing IIFEM. This technique also extends to creating micro-building blocks of materials, enabling the architectural design of materials with desired qualities. Materials with specific properties, like strength or flexibility can be achieved.

This thesis also addresses the challenge of understanding how divers’ lungs respond to underwater explosions, a crucial aspect of safety. Advanced computer models are used to mimic the behavior of lung tissue under shock loads. Directly testing materials and tissues can be difficult and restricted. Techniques like gathering data from scientific papers and refitting existing experimental data are utilized to obtain the information needed. Also, it is hard to directly measure how much damage an underwater explosion does to a diver’s lungs.
Thus, the level of damage was quantified based on assertions about the relationship between different injury severities and how much lung tissue is affected.
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Chapter 1

Introduction

1.1 Overview of Finite Element Methods to handle discontinuities

There are two fundamentally different approaches to deal with non-smooth solutions. The first strategy is to use trial function spaces and meshes that conform to discontinuities and are refined near singularities and high gradients. Remeshing will be required to treat the evolution of such solutions. An efficient way to construct trial function spaces is given by classical finite element (FE) shape functions [1, 2]. There are also many meshfree shape functions which rely on the approximation properties of polynomials [3, 4] hence, there is great flexibility in the construction of polynomial approximation spaces.

The second technique is to enrich a trial function space such that the non-smooth solutions can be obtained independent of the mesh. Methods that extend the polynomial approximation spaces are called ‘enriched methods’ [5]. The enrichment can be of two flavors. One is called the ‘extrinsic enrichment’ where special shape functions are added (which are customized so as to capture jumps, singularities, etc.) to the polynomial approximation space. More shape functions and unknowns result in this kind of approximation. An alternative for this enrichment is to replace some or all of the shape functions in the polynomial approximation space by special shape functions that can capture discontinuous
solutions. This approach is called ‘intrinsic enrichment’ and the number of shape functions and unknowns is unchanged. These enriched methods can be further distinguished based on whether they are applied in the whole domain or in local subregions only. When the solution is considered globally non-smooth, a global enrichment is used; for example the high-frequency solutions of the Helmholtz equation. However, most non-smooth solution properties, such as jumps, kinks, and singularities, are local phenomena and it is then natural to employ the enrichment in local subdomains. Enriched methods can be thus classified based on the following: (i) the shape functions are meshfree or mesh-based, (ii) the enrichment is extrinsic or intrinsic, and (iii) the enrichment is realized globally or locally.

Special characteristics of the solution can be introduced to the trial function space by various methods: the partition of unity method (PUM) [6, 7] is considered as a basis for many of these methods. Partition of unity FEM (PUFEM) [8], the generalized FEM (GFEM) [9, 10], and the extended FEM (XFEM) [11, 12] are some of the examples where one uses this concept. The approximation in all of these methods is of the form

$$u^h(x) = \sum_i N_i(x) u_i + \text{enrichment terms} \quad (1.1)$$

where $N_i(x)$ are often classical FE shape functions. These type of approximation are called extrinsically enriched. With the methods based on the PUM-concept, arbitrary discontinuities may be treated on a fixed mesh. Because of the additional unknowns, this method is computationally expensive. In contrast to the standard PUM, in XFEM one can use a local extrinsic enrichment of the approximation space. Thereby, the number of additional unknowns is kept at a minimum.

Intrinsic enrichment for the treatment of arbitrary discontinuities uses an approximation of the form
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\[ u^h(x) = \sum_i N_i(x)u_i \quad (1.2) \]

so that no extrinsic enrichment terms are present. No additional unknowns are involved. The shape functions \( N_i(x) \) are standard FE shape functions in those parts of the domain where a regular trial function space is locally adequate. Special shape functions are employed near discontinuities which are specifically designed so that they are able to capture them. Similarly, the method can be used to enrich the solution with known characteristics, such as the singular fields at a crack-tip. The resulting approximation may be called intrinsically enriched because the enrichment is implicitly incorporated in the basis [3]. The enrichment takes place on the level of this intrinsic basis. The same enrichment functions which are added extrinsically to the trial function space in standard XFEM may be used in this method in an intrinsic way.

Different enrichments can be realised in different parts of the domain based on the characteristics of the solution. This can be done by decomposing the domain into overlapping subdomains. In each subdomain, based on a corresponding nodal subset, a set of shape functions is either constructed by means of the Moving Least Square (MLS) technique or by using standard FE shape functions. The shape functions build a partition of unity over the subdomain. In order to obtain one final set of shape functions over the entire domain, for an approximation as in Equation (1.2), a coupling technique can be used. In this work, the focus is on one of the intrinsic extended FEM method known as the Immersed Interface Finite Element Method (IIFEM).
1.2 Immersed Interface Finite Element Method

Immersed interface methods use meshes that are not required to fit the interface. Hence, a uniform Cartesian grid or mesh can be used to solve partial differential equations with any boundary or with multiple domains with discontinuous coefficients. Immersed interface methods have been successfully used to solve problems in several areas including projectile penetration, propellant burn, metal forging, high energy deposition physics, fluid structure interaction, and shape optimization. Both finite difference and finite element based immersed methods have been developed. Immersed boundary method which uses finite difference scheme was developed by Peskin [13] to simulate cardiac mechanics. The main difference of the immersed boundary method relative to the conventional method is that the analysis is conducted on a Cartesian grid rather that a grid that conforms to the geometry of the immersed body. Similar methods that use finite difference methods include the following: the immersed interface method, where Leveque and Li [14] modified the standard central difference approximation on a uniform grid to guarantee second-order accuracy, the matched interface and boundary method [15], which generalizes interface and boundary method, and the cut cell method [16], where the cells cutting the interface or the body are treated specially.

Additionally “Cartesian grid methods”, variants of the immersed boundary method were developed for simulating inviscid flows over solid boundaries [17] and unsteady viscous flows [18]. Mittal and Iaccarino [19] has provided a comprehensive overview of the immersed boundary methods and its variants applied to fluid-structure interaction problems.

The finite element method (FEM) can also be used to solve problems over a uniform mesh with immersed interfaces. The penalty finite element method [20], extended FEM (XFEM) [21], generalised FEM (GFEM) [22], interface-enriched generalised FEM (IGFEM) [23], hierarchical interface-enriched generalised FEM (HIFEM) [24], cut FEM [25], and immersed
interface finite element method [26] are examples to name a few. Our study uses IIFEM [27, 28, 29] which modifies the trial functions in an element with immersed-interface. It has been predominantly used to solve elliptic interface problems [30, 31, 32]. The shape functions have been developed for both triangular [33] and rectangular elements [34, 35]. The IIFEM has also been applied to time dependent problems involving moving interfaces [36, 37].

IIFEM methods modify the Lagrange-type finite element spaces whose degree of freedom are the values at element nodes. The immersed finite element (IFE) spaces obtained from Lagrange-type finite element spaces are non-conforming as they are discontinuous across the edges. A partially penalised immersed finite element method [38, 39] was developed to handle the discontinuous IFE space. The approximation capabilities of such spaces for linear elasticity problems has been studied [40]. This method was extended to multi-domain and triple-junction points [41, 42]. Another class of IFE approximations [43] were based on nonconforming finite elements [44] whose continuity is imposed weakly through mean values over edges/faces. An unfitted discontinuous Galerkin formulation [45] has also been developed to solve interface problems. An alternative approach is to use a boundary capturing method [46] to formulate a second-order accurate FEM [47, 48], which was written in a weak form using Petrov-Galerkin formulation. A modified basis function is used as the approximating function and the conventional FEM basis functions are used as test functions. The method has been applied to 2D as well as 3D problems [49]. Patil [50] used a similar Petrov-Galerkin formulation with immersed FE space for triangular elements. A conceptual basis for bi-material patch test was also provided and an optimal convergence was shown. The patch test [51, 52, 53] is one of the techniques which is helpful in proving the consistency and convergence of the developed finite elements. Our work extends this to rectangular elements and uses the new method for shape optimization. The optimal error estimates of some IIFEMs for elasticity interface problems were also proved in [39, 54].
1.3 Shape Optimization using IIFEM

Structural shape optimization involves finding the optimal geometry of a structure to minimize or maximize certain structural properties/behaviours such as weight, compliance, stresses, or displacements subject to certain constraints. Usually shape optimization comprises of a design model, the analysis model, and the optimization algorithm [55]. A design model, typically employed in shape optimization, refers to the representation of the geometry or configuration of a structure or system that is subject to optimization. This model defines the shape, dimensions, and other geometric characteristics of the structure under consideration. It serves as the foundation for the optimization process, where adjustments and modifications are made to optimize certain performance criteria. In the context of shape optimization, the design model is often coupled with an analysis model, which simulates the behavior and performance of the structure under various conditions. The optimization algorithm then iteratively adjusts the design parameters of the design model based on feedback from the analysis model to achieve the desired objectives. The need for the link between the analysis and the design model is the source of inefficiency and inaccuracy [56].

Lagrangian shape optimization approaches consider the position of the boundary points or the material interfaces as a function of the shape design variables. The initial finite-element-based shape optimization studies used the nodal coordinates as the design variables [57, 58]. However, this approach leads to unrealistic design, mesh irregularities, and excessive number of design parameters [59]. For smooth boundaries, different geometric representations of the boundaries were considered. One such method considered coefficients of polynomials as design variables [60]. The main issue was highly oscillatory boundaries and the lack of local control as a change in one coefficient lead to a change in the entire shape. Both issues can be overcome by the use of splines such as B-splines and Non-Uniform Rational
B-Splines (NURBS). In all these methods, to define the relation between design and analysis models, a parameterization between design variables and finite element model is required during the optimization process. The design element concept \([61]\), adaptive meshing \([62]\), or remeshing \([63]\) facilitates the link between the analysis and the design model. Some more techniques used are natural design variable concept \([64]\), which uses loads as design variables and a parameter-free approach \([65, 66]\), which eliminates communication between design and analysis model and uses filtering techniques \([67]\) to ensure boundary smoothness. Even these methods require remeshing to accommodate large shape changes. The boundary element approach \([68, 69]\) has been used to solve shape optimization problems. The main advantage of such methods is that they reduce the dimension by one and thus only boundary discretization is required. Isogeometric Analysis (IGA) based shape optimization \([55]\) also avoids the communication between the design model and the analysis model as they are unified \([70]\). Mesh deformation and remeshing are the major drawback of the Lagrangian shape optimization methods. To update the mesh during each optimization iteration, both mesh deformation and remeshing can be used.

Mesh morphing is preferred for many problems because between successive iterations similar meshes, which have the same connectivity, are desired. Some examples of the mesh movement method are the spring analogy method \([71]\), where the dynamic grid can be thought of as a network of fictitious linear and torsional springs, optimization based methods \([72]\) which changes the mesh vertex positions and tackles problems like shape improvement, sliver removal and edge length equalization, the inverse distance weighted method \([73]\) which interpolates the boundary node displacements to the interior of the domain, Delaunay graph method \([74]\) and the radial basis function method \([75, 76]\). Different partial differential equations (PDE) can be used for mesh deformations like Laplace’s equation \([77]\), biharmonic PDEs \([78]\), elasticity PDEs which when used is termed as pseudo-solid mesh movement or...
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the elastic solid method [79, 80, 81]. In the elastic solid method, the domain is assumed to be pseudo-elastic solid where the displacement of the boundary or an interface is specified and the other nodal displacements are obtained by solving the elasticity problem. We will use this technique for shape optimization to show the contrast between the developed method. These methods can result in tangled meshes with inverted elements which produce physically invalid solutions. To tackle this problem, a finite element method on the tangled mesh [82] has been developed, but this results in poor conditioned stiffness matrix. The creation of inverted elements can be decreased by choosing problem dependent stiffness coefficients [83]. The log-barrier approach [84] for the worst element mesh quality improvement and untangling is also proposed, and shows better untangling performance.

Eulerian shape optimization methods avoid mesh distortion issues arising from mesh morphing or remeshing as the computational finite element mesh is fixed during the optimization process. The common methods are level-set method [85, 86], fictitious domain method [87, 88], meshless method [89], density based topology [90], evolutionary structural optimization [91], material perturbation methods [92], trimmed IGA methods [93, 94], X/GFEM optimization method [95, 96], interface enriched generalized finite element [97] and the NURBS-based interface enriched GFEM [98]. A partially penalized immersed finite element method [99] has also been used to study shape optimization problems. Our study uses the immersed interface finite element method with Petrov-Galerkin formulation to perform shape optimization on a fixed mesh. Multi-material systems are considered. We use a Fourier-like representation to describe the shape of the material interface. The design variables are the coefficients of the Fourier-like curve. Analytical sensitivities are derived which avoids the inaccuracies encountered in finite differencing.
1.4 Material Design using Immersed FEM

Material design blurs the traditional distinction between structure and materials by shifting the focus from designing a structure with pre-existing materials to designing the material itself as an integral part of the structure. This approach challenges the conventional boundaries of engineering and opens up new possibilities for creating innovative and optimized designs. By modifying the microstructural architecture in unit cells, porous and composite materials can be designed that exhibit previously unattainable combinations of material properties at the bulk scale or with specific mechanical, thermal, or functional properties, leading to enhanced overall performance [100]. The term metamaterial is used if the material exhibits unusual material properties from the microstructural topology or geometry rather than the material composition. Material design deals with creating these artificial structures with unconventional or extreme responses suitable for specific applications.

Topology optimization has become a pivotal tool in the design and innovation of structures and materials [101]. It is a powerful computational technique used to discover the optimal configuration of structures and materials within a given design space for performance, efficiency, and sustainability aspects. Over the past few decades, this methodology has evolved significantly, leading to a wide range of applications across various industries [102, 103, 104, 105]. It has been used to create lightweight, high-performance components, improve energy efficiency, and streamline manufacturing processes. Topology optimization has its roots in the field of structural mechanics, with early work focusing on linear elasticity and compliance-based objectives. The seminal work by Bendsoe and Kikuchi [106] laid the foundation for the density-based approach, which involved distributing material continuously in a design space. This approach has since been extended and refined, incorporating various mathematical techniques and optimization algorithms. The density-
based approaches involve homogenization [107, 108, 109] and solid isotropic material with penalization (SIMP) [90, 110, 111, 112] methods. The other approaches include level set [113, 114, 115, 116, 117, 118, 119, 120], topological derivative [121], phase field [122], and evolutionary methods [91, 123]. A review paper by Sigmund and Maute [124] provides an overview of each of these approaches.

In this study, a level-set method will be used where an implicit description of the boundary is used to represent the geometry. Interested readers can refer to the review paper by van Dijk [125] for the details on the developmental history of the level-set method. Level set-based topology optimization involves three important components, the structural model, the level set function parametrization, and the optimization algorithm. The model selection includes choices of discretization, FEM type, and material/structural behavior choices like linear elastic, geometric nonlinearity, plasticity, etc. A widely used choice for parametrization is the use of basis functions and the design variables being the coefficients of these functions. The basis functions commonly used are standard FEM basis function [126, 127, 128], radial basis functions [129, 130], and spectral representations [131]. Optimization procedures that are widely used are Hamilton-Jacobi equations [132], generalized Hamilton-Jacobi with diffusion reaction terms [133], and mathematical programming methods such as sequential quadratic programming [134], convex linear approximations [135], method of moving asymptotes [136] and optimality criteria methods [137, 138]. Various regularization techniques are available in the literature [125] to suppress numerical artifacts, material islands, and suboptimal local minima and to accelerate the convergence rate of the optimization algorithm. Level set methods have several merits such as smooth and distinct boundary description, higher topological flexibility, shape fidelity, and the ability to perform shape and topology optimization simultaneously.

Designing microstructure or a periodic unit cell with desired properties using numerical
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Homogenization was introduced by Sigmund [139]. The term inverse homogenization was used for this approach. The initial applications are in the field of elasticity such as designing microstructures with zero or negative Poisson’s ratio [140, 141, 142, 143, 144], vanishing shear modulus [145, 146, 147], negative stiffness [148], negative compressibility [149], customised topological microstructures [150, 151, 152], maximum shear and bulk modulus [153, 154], increased bulk strength [155, 156], prescribed properties [157] and concurrent multiscale design [158]. Other applications include combined stiffness and fluid permeability problems [159], thermal expansion problems [160], thermal and electric conductivity problems [161] and phononic and photonic materials [162, 163]. The level set-based topology optimization has been extensively used for designing microstructures with desired effective properties. The parametric level set method (PLSM) [95, 164], stands out as a convenient and robust form of the level set method. It not only retains the advantageous aspects of the standard level-set method but also effectively eliminates its drawbacks [165]. Within the framework of PLSM, the level set function is interpolated through compactly supported radial basis functions. Consequently, the progression of structural boundaries corresponds to the evolution of expansion coefficient values. PLSM readily accommodates various established and efficient optimization algorithms [166, 167], such as the optimality criteria, method of moving asymptotes, sequential quadratic programming, etc. PLSM demonstrates remarkable proficiency in solving diverse optimization problems, including challenges like functionally graded materials [168], multi-material systems [169, 170], and robust optimization [171].

In this work, we utilize the rectangular IIFEM elements [172] with Petrov-Galerkin formulation in conjunction with level set-based topological shape optimization for the design of optimal material microstructures.
1.5 Overview of Lung Material Modeling

Lungs are natural porous structures [173]. They are tree-shaped structures with clusters of air sacs called alveoli [174]. Each air sac is surrounded by tiny capillaries. The alveoli, alveolar ducts, and bronchioles together are termed lung parenchyma. A typical adult human has around 480 million alveoli in their lungs [175], where gas exchange occurs between the lungs and the bloodstream. Each lung is divided into lobes: the right lung typically has three lobes (upper, middle, and lower), while the left lung has two lobes (upper and lower), allowing for efficient oxygenation and ventilation. The bronchial tube tree refers to the branching network of airways that conduct air into and out of the lungs. It starts with the trachea, which bifurcates into the left and right main bronchi, further branching into smaller bronchi, bronchioles, and ultimately terminating in the alveoli. This intricate network provides pathways for air to travel and ensures proper distribution of air throughout the lungs, facilitating gas exchange and maintaining respiratory function.

Depending on the analysis type and the response being sought, either lung geometry and airflow characteristics or its material/structural response characteristics are studied. If the flow characteristics are of interest, lung airways, and other branching transport networks can be thought of as fractal-like structures [176]. For the material/structural response the lung material is usually assumed to be viscoelastic and highly nonlinear. To get the overall constitutive relations between stress and strain in lung tissue, one approach widely used is homogenization [177, 178, 179]. In this approach a representative substructural lung element is considered, its geometry is idealized, and its elastic properties are specified. From the applied homogeneous strain, the average stresses are calculated to get the effective material properties of the lung.

Mechanical properties of the airways, lung parenchyma, interstitial matrix, alveolar surface,
and pulmonary circulation contribute to the combined mechanics of the lung. The behavior of lung tissue emerges as a macroscopic phenomenon from the interactions of its microscopic constituents [180]. The emergence behavior implies that the lung response is not a sum of the response of its individual constituent parts. The way in which the components are arranged with respect to each other and the way they interact matters. Lung mechanics can be classified into static and dynamic lung mechanics based on whether we consider properties accounting for the changing volume of lung and chest wall motion. The dynamic and static structural behavior of the lung depends on its viscoelastic properties. The dynamics of gas flow into a viscoelastic porous medium that models the lung structure can be taken into account to increase the complexity and fidelity of a model.

Experimentally, lung behavior is studied as a time-dependent measure of pressure and flow [181]. Mathematical models of the pressure-volume curve of a microscopic element of the lung based upon the structural and elastic properties of the constituent materials have been developed so as to match the pressure-volume curves of the whole lung [182]. Mathematical frameworks were also developed to model lung tissue stress relaxation and tissue impedance accurately. An empirical equation involving a power law was used to capture stress relaxation and a constant phase impedance was used for the impedance function. It was also identified that five classes of input-output systems can provide this behavior [183]: (i) nonlinear constitutive equations, (ii) differential equations with time dependent coefficients, (iii) continuous distribution of time constants, (iv) complex dynamic systems exhibiting self-similar properties, and (v) input-output relationships that include fractional derivatives.

Models closely resembling the quasilinear viscoelasticity, in which the static stress-strain behavior is separable from the dynamic stress relaxation have also been developed [184]. The bulk rheological behavior of lung tissue is linked to the properties of its constituents and their
interactions. These properties contribute significantly to both complex and nonlinear elastic and dissipative mechanical properties of the lung. These are purely phenomenological and governed by ordinary differential equations, such as those consisting of a collection of springs and dashpots. Elastoplastic elements [185] and nonparametric Volterra series expansions [186] have also been used for modeling these behaviors. However, these models have no clear physiological or anatomic analogs. Mechanistically-based models of the complex rheology of biological soft tissue [187] and soft tissue viscoelasticity based on gradual recruitment of linearly viscoelastic fibers have also been developed [188]. The constant phase model for the lung was based on an empirical pressure response to step changes in gas volume as performed with rubber balloons and excised lung tissue [189]. However, the model did not directly address the link between tissue properties and lung properties [173]. If the lung was identical to a rubber balloon, then the lung input impedance would have matched the parenchymal tissue impedance. However, anatomically, the lung structure is more complex with cavities present. Thus, the constant phase model is only good for isolated tissue strips and intact lungs. It does not establish or help describe the theoretical linkage between them.

To capture all of the effects, the lung can be considered as a fluid-solid system described by Navier-Stokes equations with stress-strain relations for alveolar tissues [190]. Thus, for dynamic lung biomechanics, the Navier-Stokes equations for gas transport, together with the viscoelastic equations for porous material at the micro- and macro-levels can be used.

Complicated and very high-fidelity models exist that couple detailed gas-flow modeling with the biomechanical properties of the lung at the alveolar level to fully describe pressures and flow in the lung. The fluid dynamics of the air, the mechanics of the bronchial network walls, and the coupling between these motions can be completely described using equations of continuum mechanics [190]. However, the geometric complexity of the lung makes computing a numerical solution of these equations computationally unrealizable. It is realistic to only
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get solutions for a tiny fraction of the whole lung, such as a few airways or the alveoli.

In this study, the focus will be on using hyperelastic and hyperviscoelastic models for lung undamaged and damaged mechanical response. Lung parenchyma features an open-foam-like architecture which contributes to its nonlinear response which typically can be modeled using hyperelastic or hyperviscoelastic material models. Here “hyperviscoelastic” refers to a viscoelastic generalization of the hyperelastic models. Under blast loading, a number of damage mechanisms are expected. This includes physiological alterations such as contusions/hematoma, perforations, and lacerations which result from peak stresses and strains or continued large amplitude oscillation. Contusions/hematoma and large-scale tearing can be represented using continuum damage modeling and element failure.

1.6 Lung and Biological Tissue Material Parameterization

Parameterizing the hyperelastic and hyperviscoelastic material models, along with damage initiation and evolution, is essential. In this thesis, a deliberate choice has been made to place the primary emphasis on the parametrization of hyperelastic models, reserving the parametrization of the hyperviscoelastic models for future studies. The reason behind this decision stems from the complex and multifaceted nature of the research, which demands a phased approach.

Ideally, material parametrization would involve calibrating the models using experimental data to guide the selection of material and damage properties. However, the necessary material constitutive data is not collected, and blast measurements on biological materials are not conducted. Blast testing, particularly involving live tissue, is inherently constrained
due to ethical considerations and safety concerns. The primary focus of this study is on developing the modeling framework. Also, this research involves a collaborative effort among multiple team members\(^1\). The task of conducting a partial validation using representative engineering materials is undertaken by other members of the team. To address the limitation of not directly performing the experimental testing on biological materials, various techniques will be utilized to obtain representative properties. Numerous literature sources are gathered and cataloged. Many of these sources provide experimentally based values for lung and other biological tissue responses, while others offer practical values for meaningful simulations. In addition to using values directly from these sources or refitting any experimental data contained therein, we conduct a series of small-scale trade studies. These studies will involve simulating material responses both with and without damage, providing stress-strain responses. These responses will be analyzed against engineering judgment in trying to correlate incurred lung damage with probable lung injuries for a range of blast loads.

1.7 Dissertation Organization

The thesis sets off by providing an overview of the methodologies employed and the existing body of literature on the subject. Thereafter, each proceeding chapter deals with the details of the models employed and their implementations. This includes a description of the theoretical and computational frameworks, and mathematical formulations that underpin these models. The highlights of each chapter are given below:

1. Chapter 2 - Shape Optimization with Immersed Finite Element Method.

(a) A new trial function space for rectangular elements with an immersed interface

\(^1\)This work on lung blast mechanics was supported by the Defense Health Agency (DHA) SBIR program under prime contract W81XWH22C0080 and is greatly appreciated.
to solve linear, 2D elasticity problems.

i. A non-conformal, Petrov-Galerkin (ncPG) formulation.

ii. Numerical conditioning, convergence, and bi-material patch test.

(b) Sensitivity analysis for gradient calculations during shape optimization.

i. Analytical sensitivity of the solutions to the interface shape.

ii. The sensitivity of the element stiffness matrix to compute the sensitivity of the global stiffness matrix, and then of the solution of the problem to change in the interface and the shape design variables.

iii. Straightforward implementation unlike Lagrangian methods for shape optimization

(c) Various verification and example test cases showing ncPG-IIFEM based on rectangular elements’ accuracy compared to conventional interface-fitted finite elements.

(d) Gradient-based design optimization based on the analysis and sensitivity calculation leading to optimal solutions to verification test cases and interesting results for other test cases.

2. Chapter 3 - Material Design using Topology Optimization with Immersed Interface FEM.

(a) Periodic boundary conditions are applied and numerical homogenization is used to evaluate the effective stiffness tensor.

i. Application of periodic boundary conditions is straightforward in IIFEM.

ii. Edge nodal forces are considered as unknowns of the IIFEM formulation for the applied periodic boundary conditions.
iii. Effective stiffness tensor calculated using the summation of edge nodal forces.

(b) The design space is parameterized using Wendland radial basis functions.
   i. Compactly supported Wendland functions used for the level set representation reduce the computational cost for gradient calculations.

(c) Standard gradient-based optimization algorithms are used to find the optimal coefficients of the radial basis functions.
   i. Adjoint formulation for sensitivities.

(d) Topology optimization of a cantilever beam and a Michell structure subjected to specific point loads.

(e) Metamaterials with extreme bulk modulus, shear modulus, and negative Poisson’s ratio are obtained.
   i. A range of new and interesting microstructured materials exhibiting specific mechanical properties.

3. Chapter 4 - Material Modeling with Damage for Diver UNDEX Simulations.

   (a) Hyperelastic material models as Abaqus/Explicit VUMAT user subroutines.

   (b) Hyperviscoelastic models as Abaqus/Standard UMAT and Abaqus/Explicit VUMAT user subroutines.

   (c) Hyperelastic and hyperviscoelastic models with damage as Abaqus/Explicit VUMAT user subroutines.

4. Chapter 5 - Biological Material Response Parametrization

   (a) Parameterize the hyperelastic material models, as well as the associated damage initiation and final failure.
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i. Optimization in Isight to fit model parameters to available experimental data.

ii. Utilize available injury assessment data.

(b) Diver Torso UNDEX Simulations.

5. Chapter 6 - Summary and Outlook
Chapter 2

Shape Optimization using IIFEM

Shape Optimization using conventional interface-fitted finite element method requires either mesh morphing or remeshing, which is computationally expensive and prone to errors due to sub-optimal mesh or solution interpolation. In this chapter, we present a shape optimization scheme which uses a four-noded rectangular immersed-interface element circumventing the need for interface-fitted mesh for finite element analysis, and mesh morphing or re-meshing for shape optimization. The analysis problem is solved using a non-conformal, Petrov-Galerkin (ncPG) formulation. We use non-conformal trial functions with conformal test functions. A fixed structured grid with a linear approximation for the interface within each element is used. We perform a bi-material patch test to confirm the consistency and convergence of the immersed-interface finite element method (IIFEM). The convergence of the displacement and stress error norms are of the same or slightly better order compared to the interface-fitted FEM. Thus, IIFEM reduces the cost of meshing without compromising the accuracy of the solutions obtained. We then perform analytical design sensitivity analysis to obtain the gradient of the global stiffness matrix with respect to shape design variables. The sensitivities are used in the gradient-based optimization formulation of the shape design problem. We present several ways to parametrize the design space. Finally, verification and case studies are presented to demonstrate the accuracy and potential of the approach.
2.1 Trial Functions for the IIFEM and the Petrov-Galerkin Formulation

2.1.1 Calculation of trial functions

Consider a rectangular immersed-interface element as shown in Figure 2.1. We consider a linear approximation of the interface in each element. Bilinear polynomials are used to form the trial functions on each rectangular element. For elements with immersed-interface, we start with independent bilinear polynomial in each domain [33]. Conventional finite element trial functions are uncoupled and are written independently for each displacement component; however, the trial functions for IIFEM are written for the displacement vector as the displacement components are coupled. The linear interface \( \Gamma_e \) divides the rectangular domain \( \Omega_e \) into two subdomains \( \Omega^b_e \) and \( \Omega^y_e \) as shown in Figure 2.1. The trial function vector \( \Phi(x, y) \) can be represented as follows:

\[
\Phi(x, y) = \begin{cases} 
\Phi^b(x, y) = \begin{pmatrix} u^b(x, y) \\ v^b(x, y) \end{pmatrix} = \begin{pmatrix} c_1 + c_2 x + c_3 y + c_4 xy \\ c_5 + c_6 x + c_7 y + c_8 xy \end{pmatrix} & \forall (x, y) \in \Omega^b_e \\
\Phi^y(x, y) = \begin{pmatrix} u^y(x, y) \\ v^y(x, y) \end{pmatrix} = \begin{pmatrix} c_9 + c_{10} x + c_{11} y + c_{12} xy \\ c_{13} + c_{14} x + c_{15} y + c_{16} xy \end{pmatrix} & \forall (x, y) \in \Omega^y_e 
\end{cases}
\]  

(2.1)

Two assumptions are made to simplify the approximation of the interface: (i) The mesh size is assumed to be sufficiently small, thus the interface will not intersect the boundary at more than two points unless it is a part of that edge, and (ii) if the interface intersects the boundary of a rectangular element at two points, then these two points will be on different edges of
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Figure 2.1: Local linear approximation of an interface separating two materials in an immersed rectangular element.

Figure 2.2: Examples of multiple intersections in a single element for an interface.

this element [35]. Any parametric representation that allows for a wide range of curves has the possibility of producing more than two intersection points. Some configurations of multiple intersection points as shown in elements 1, 2, and 3 in Figure 2.2 can be avoided by either finer mesh or smoother design space. The 16 unknown constants in the trial functions are calculated by solving 16 linear equations. The value of the FE function at the four nodes provides 8 conditions, the continuity of the FE function over the interface requires 6 equations because of the bilinear nature of the approximating functions, and the traction continuity in an integral sense at the interface provides 2 more equations. The prescribed
displacement vector on each node is given as follows:

\[ \Phi(x_j, y_j) = \begin{pmatrix} u_{2j-1} \\ u_{2j} \end{pmatrix}, \quad j = 1, 2, 3, 4 \quad (2.2) \]

where \((x_j, y_j)\) is the \(j^{th}\) nodal coordinate and \(\begin{pmatrix} u_{2j-1} & u_{2j} \end{pmatrix}^T\) is the prescribed value of the trial function vector at that node.

The basic idea of IFE methods is to employ local basis functions formed according to the interface jump/continuity conditions. The IFE methods do not locally solve the interface problem and the trial functions are always piecewise polynomials. To satisfy continuity, the standard method is to impose continuity over two interface points and continuity of the mixed partial derivative. The displacement interface continuity restrictions are as follows:

\[ \Phi_b(x_5, y_5) = \Phi_y(x_5, y_5) \]
\[ \Phi_b(x_6, y_6) = \Phi_y(x_6, y_6) \]
\[ \frac{\partial^2 \Phi_b}{\partial x \partial y} = \frac{\partial^2 \Phi_y}{\partial x \partial y} \quad (2.3) \]

It is shown later that these set of equations lead to ill-conditioning when the interface length approaches zero. Therefore, we replace them with displacement, slope and the mixed partial derivative continuity at the midpoint of the interface. Because the trial function is piecewise bilinear, the stress is not constant along the interface and thus the traction continuity will be weakly imposed in the integral form as follows:

\[ \int_c n^T \cdot C_b \cdot \mathcal{D} \cdot \Phi_b ds = \int_c n^T \cdot C_y \cdot \mathcal{D} \cdot \Phi_y ds \quad (2.4) \]

where \(\mathcal{D}\) is the \(3 \times 2\) differential operator in Voigt notation, \(C_b\) and \(C_y\) is the stiffness matrices
for the material domains $\Omega^b_e$ and $\Omega^y_e$ respectively, and $\mathbf{n}$ is a $3 \times 2$ matrix of outward normals at the interface:

$$\mathbf{n}^T = \begin{bmatrix} n_1 & 0 & n_2 \\ 0 & n_2 & n_1 \end{bmatrix}$$  \hspace{1cm} (2.5)$$

where $n_1$ and $n_2$ are the components of $\mathbf{n}$.

Combining Equations 2.2, 2.3, and 2.4, we get the following set of equations:

$$\begin{bmatrix} I_{8\times8} \\ 0_{8\times8} \end{bmatrix} \begin{bmatrix} u_1 & u_2 & \ldots & u_7 & u_8 \end{bmatrix}^T = \begin{bmatrix} C_f \end{bmatrix}_{16\times16} \begin{bmatrix} c_1 & c_2 & \ldots & c_{15} & c_{16} \end{bmatrix}^T$$  \hspace{1cm} (2.6)$$

The coefficient matrix $C_f$ [33] is modified to avoid ill-conditioning. We replace the first two equations from equation 2.3 by the displacement and slope continuity at the midpoint of the interface. Also, the traction continuity equation is length scaled and modulus scaled, the reason for which will be discussed in the upcoming sections. Because the traction continuity equation has the constitutive matrix, $C_f$ depends on whether the element is plane stress or plane strain.

From Equation 2.6 and 2.1 we have,

$$\begin{bmatrix} u^b & v^b & u^y & v^y \end{bmatrix}^T = [T] \begin{bmatrix} c_1 & c_2 & \ldots & c_{15} & c_{16} \end{bmatrix}^T$$

$$= [T] \begin{bmatrix} C_f \end{bmatrix}_{16\times16}^{-1} \begin{bmatrix} I_{8\times8} \\ 0_{8\times8} \end{bmatrix} \begin{bmatrix} u_1 & u_2 & \ldots & u_7 & u_8 \end{bmatrix}^T$$  \hspace{1cm} (2.7)$$
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where \( T \) is given by

\[
T = I_{4 \times 4} \otimes \begin{bmatrix} 1 & x & y & xy \\ \end{bmatrix} = \begin{bmatrix}
1 & x & y & xy & 0_{1 \times 12} \\
0_{1 \times 4} & 1 & x & y & xy & 0_{1 \times 8} \\
0_{1 \times 8} & 1 & x & y & xy & 0_{1 \times 4} \\
0_{1 \times 12} & 1 & x & y & xy & \end{bmatrix}
\]

(2.8)

where the the tensor product of two matrices \( A_{m \times n} = [a_{ij}] \) and \( B_{p \times q} \) is as follows:

\[
A \otimes B = \begin{bmatrix}
a_{11}B & a_{12}B & \ldots & a_{1n}B \\
\vdots & \vdots & \ddots & \vdots \\
a_{m1}B & a_{m2}B & \ldots & a_{mn}B
\end{bmatrix}
\]

(2.9)

Equation 2.7 can thus be rewritten in terms of shape functions as:

\[
\begin{bmatrix} u^b & v^b & u^y & v^y \end{bmatrix}^T = [N]_{4 \times 8} \begin{bmatrix} u_1 & u_2 & \ldots & u_7 & u_8 \end{bmatrix}^T
\]

(2.10)

where the shape functions for the displacement components are given by

\[
[N]_{4 \times 8} = [T]^{-1} [C_f]_{16 \times 16}^{-1} \begin{bmatrix} I_{8 \times 8} & 0_{8 \times 8} \\
\end{bmatrix}
\]

(2.11)

Henceforth, we denote \( \phi_i \) as the \( i^{\text{th}} \) column of the 1st two rows in Equation 2.11, if \((x, y) \in \Omega_e^b \) or the next two rows if \((x, y) \in \Omega_e^y \).

The trial functions of the IIFEM are coupled. A nodal deformation in the \( x \)-direction will lead to a deformation in \( x \) as well as \( y \)-direction and vice versa. Figure 2.3 illustrates this effect by providing the eight nodal elemental trial function for an example interface element.
Figure 2.3: Nodal IIFEM trial functions corresponding to the eight nodal degrees of freedom for an example immersed-interface finite element.

Figure 2.4: Global IIFEM trial functions: (a) an example patch of elements with the interface passing through three elements; (b) trial function corresponding to x-direction displacement degree of freedom of the central node; (c) trial function corresponding to y-direction displacement degree of freedom of the central node.

Just the \( x \)-deformation of the nodes causes a deformation in the \( y \)-direction which can be seen from the displacement of the interface of the top four elements in Figure 2.3. Similarly, the bottom four deformations in Figure 2.3 illustrate the existence of the displacement in the horizontal direction dependent on the vertical degrees of freedom.
IIFEM trial functions lead to a nonconformal displacement field at the element edges. Only the edges that intersect with an immersed material interface exhibit nonconformality. To illustrate this, we consider a patch \((E_b = 1, E_y = 10, \nu_b = \nu_y = 0.3)\) which includes all the elements connected to a given node and a straight line interface that passes through three elements. Figure 2.4 shows the nodal trial functions over the compact support of four rectangular elements. Non-material region or an overlap region is visible across the edges through which the interface passes. The displacements, even though they look nonphysical, are highly unlikely to occur unless a very coarse grid is used. As the mesh size reduces, the solution approaches piecewise-constant strain and stress state, and the above trial function space can exactly represent this general solution.

### 2.1.2 Assessment of ill-conditioning during trial function calculation

During the calculation of trial functions, the obtained coefficient matrix \([C_f]_{16 \times 16}\) in Equation 2.6 has to be inverted. There are a few possible interface configurations and conditions which generate an ill-conditioned coefficient matrix. Physically, there should not be any issues in calculating the trial functions as the transition from a single material element to an immersed interface element and back is smooth. Computationally calculating these trial functions involves solving a set of linear equations and thus, might become ill-conditioned if proper care is not taken to normalize, scale or non-dimensionalize these equations. The ill-conditioning in the immersed interface case occurs due to the interface length, element size or the ratio of material properties being at their extremes. One such case is shown in [33]. To avoid ill-conditioning, the equations are modified in a similar fashion as done in the case of triangular elements [50]:
• Use normalized coordinates instead of global coordinates. This guarantees that the coordinates and the element size are of the same order.

• Convert the two point displacement continuity to a displacement and slope continuity at the midpoint of the interface. This eliminates ill-conditioning due to the intersection nodes of the interface coming close to each other.

• Normalize the traction continuity equations using the largest material stiffness. This guarantees well-conditioning even when the material property ratios are large.

• Normalize the traction continuity equations using the length of the interface. This eliminates the ill-conditioning due to the interface length approaching zero.

Figure 2.5a shows the increase in the condition number with an increase in the ratio of the absolute value of the global nodal coordinates to the size of the element $h$, without normalization of the nodal coordinates. This ratio is proportional to the number of elements. The plot also shows that the use of normalized coordinates eliminates this ill-conditioning. Figure 2.5b shows the increase in ill-conditioning as the interface length approaches zero. Using slope and displacement continuity instead of two-point displacement continuity eliminates ill-conditioning. Figure 2.5c shows the variation of condition number as the interface length approaches zero with and without interface length scaled traction continuity equations. The plot shows that the use of scaled equations eliminates this ill-conditioning. Figure 2.5d shows the variation in the condition number with the material stiffness ratio $E_2/E_1$, with and without modulus scaled traction equation. The use of normalized traction continuity equation assures a well-conditioned system of equations for the trial function calculations. With the following recommendation, the system of equations is well-conditioned for any combination of large stiffness ratios, small element size to coordinate ratio, and arbitrary interface length/orientation.
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Figure 2.5: Comparison of condition number with and without the recommended normalizations: (a) the effect of global vs local normalized coordinates; (b) the effect of using two point displacement continuity vs displacement and slope continuity at the center of the interface; (c) the effect of length of the interface on the traction continuity equations; (d) the effect of stiffness ratio of the two materials.

2.1.3 Petrov-Galerkin formulation

A Petrov-Galerkin approximation is used to convert the vector equilibrium equation in the differential form to a weak form. The 2D linear elasticity equilibrium equation in Voigt
notation is as follows:

\[ \mathbf{D}^T \cdot (\mathbf{C}(\mathbf{x}) \cdot \mathbf{D} \cdot \mathbf{u}(\mathbf{x})) + \mathbf{f} = 0 \quad \mathbf{x} \in \Omega \quad (2.12) \]

where \( \mathbf{D} \) is the \( 3 \times 2 \) differential operator in Voigt notation, \( \mathbf{C} \) is the stiffness matrix or strain/stress matrix, \( \mathbf{u} \) is the \( 2 \times 1 \) displacement field over the domain \( \Omega \), and \( \mathbf{f} \) is the \( 2 \times 1 \) applied body force field per unit area. A Petrov–Galerkin approximation of the vector equilibrium equations in the strong form is given as:

\[
\int_{\Omega} [\mathbf{D}^T \cdot (\mathbf{C}(\mathbf{x}) \cdot \mathbf{D} \cdot \mathbf{u}(\mathbf{x}))] \cdot \mathbf{v}(\mathbf{x})d\mathbf{A} + \int_{\Omega} \mathbf{f} \cdot \mathbf{v}(\mathbf{x})d\mathbf{A} = 0 \quad (2.13)
\]

where \( \mathbf{v}(\mathbf{x}) \) is the vector test function or the weight function of the equivalent weighted residual formulation. The weak form can be obtained by integration by parts and applying Green’s theorem:

\[
- \int_{\Omega} [(\mathbf{C}(\mathbf{x}) \cdot \mathbf{D} \cdot \mathbf{u}(\mathbf{x}))] \cdot [\mathbf{D} \cdot \mathbf{v}(\mathbf{x})]d\mathbf{A} + \int_{\partial \Omega} \mathbf{T} \cdot \mathbf{v}(\mathbf{x})d\mathbf{s} + \int_{\Omega} \mathbf{f} \cdot \mathbf{v}(\mathbf{x})d\mathbf{A} = 0 \quad (2.14)
\]

where \( \partial \Omega \) is the boundary of the domain, and \( \mathbf{T} \) is the traction on the boundary given by \( \mathbf{T} = \mathbf{n}^T \cdot \mathbf{C} \cdot \mathbf{D} \cdot \mathbf{u}(\mathbf{x}) \), and \( \mathbf{n} \) represents \( 3 \times 2 \) matrix of the outward normals.

Assume that the domain \( \Omega \) is rectangular and let it be discretized into a set of nonoverlapping rectangular elements \( \Omega_e \) such that \( \bigcup \Omega_e = \Omega \). Now, the weak formulation is discretized using a finite element discretization. Let \( g \) be the set of all interior edges between elements and let \( b \) be the set of all boundary edges. The trial function is non-conformal, but the test functions are the standard FE shape functions and are conformal. The interelement traction term, which can be split into traction continuity and test function continuity terms, cancels out on each interior edge \( g \) due to the opposing contribution of the elements that share
2.1. Trial Functions for the IIFEM and the Petrov-Galerkin Formulation

the edge and the conformality of the test functions [50]. Thus, the above integral can be
distributed over the elements as:

\[- \sum_{e} \int_{\Omega_e} [(C(x) \cdot D \cdot u(x))] \cdot [D \cdot v(x)] dA + \sum_{b} \int_{\gamma_b} T^b \cdot v(x) ds + \sum_{e} \int_{\Omega_e} f \cdot v(x) dA = 0 \quad (2.15)\]

where \( e \) is a set of all elements, \( \Omega_e \) is the domain of each element, \( \gamma_b \) is the intersection of an
element boundary with the domain boundary, and \( T^b \) is the prescribed or unknown traction
on the boundary.

The nodal trial functions for each element is given by:

\[ u^e(x) = \sum_{i=1}^{8} \phi^e_i(x) u^e_i \quad (2.16) \]

where \( u^e_i \) are the eight element nodal degrees of freedom. As described earlier, \( \phi_i \) is the
\( i^{th} \) column of the first two rows in Equation 2.11 if \((x, y) \in \Omega_b^e\), or the next two rows if
\((x, y) \in \Omega_y^e\).

The test function is represented by conventional nodal FE shape functions:

\[ v^e(x) = \sum_{i=1}^{8} \psi^e_i(x) v^e_i \quad (2.17) \]

where \( v^e(x) \) is test function over the element, represented as a linear combination of linearly
independent nodal test functions \( \psi^e_i(x) \).

For a node, we have a set of elements \( e_d \) connected to it and if it is on the boundary, we also
have a set of boundary faces \( b_d \) connected to it. The equation of equilibrium corresponding
to the global degree of freedom $d$ is given as:

$$\sum_{e_d} \int_{\Omega_e} \left[(C(x) \cdot \mathbf{D} \cdot \sum_{i=1}^{8} \phi_i^e(x) u_i^e) \cdot [\mathbf{D} \cdot \psi_{i_{d-e}}^e(x)]\right] dA = \sum_{b_d} \int_{\gamma_b} \mathbf{T}^b \cdot \psi_{i_{d-e}}^e(x) ds + \sum_{e_d} \int_{\Omega_e} f \cdot \psi_{i_{d-e}}^e(x) dA$$

(2.18)

where $i_{d-e}$ is the element degree of freedom corresponding to the global degree of freedom $d$ in element $e$, and $\mathbf{T}^b$ is the traction on the boundary.

### 2.1.4 Numerical integration

There are two types of rectangular interface elements, one in which the interface intersects the adjacent edges and the other in which it intersects the opposite edges. When the interface cuts the adjacent edges, we choose the following numbering scheme: the node of the rectangular element that forms the triangular sub-region will be numbered 1 (the triangular region can either be blue or yellow). For the other nodes, we follow the numbering scheme as shown in Figure 2.6. For the case where the interface intersects the opposite edges, the rectangle is transformed in such a way that nodes 1 and 2 are on the same side of the interface. Two extreme cases arise: the interface passes exactly through one of the nodes which results in the rectangle being split into triangular and quadrilateral sub-regions, and the other in which the interface passes through two opposite nodes which results in two triangular sub-regions. The four interface configurations are shown in Figure 2.6.

For integration in elements with interfaces as described in case 1, we divide the pentagonal region into triangular and quadrilateral regions as shown in Figure 2.7. The area of the triangle within the pentagonal region (region 3 in Figure 2.7) goes to zero when the interface
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Figure 2.6: Four possible configurations of an interface element.

Figure 2.7: Area of region 3 going to zero in the limiting case of an interface passing exactly through one of the nodes.

passes exactly through one of the nodes. Similar zero-area regions are obtained for the other special cases as well. This will not cause any problems during analysis, but singularity issues arise during sensitivity calculations. Extreme cases will thus be handled separately.

From the Petrov-Galerkin formulation, the element stiffness matrix is given as:

\[
K_{ij}^{ele} = \int_{\Omega_e} \left[ (C(x) \cdot D \cdot \phi_j(x)) \cdot [D \cdot \psi_i(x)] \right] dA
\]  \hspace{1cm} (2.19)

For case 1 interface elements shown in Figure 2.7, the integral can be split into three domains, one blue material domain, and two yellow triangular and quadrilateral domains. The integral
for this immersed element is given as:

\[
K_{ele}^{ij} = \int_{\Omega_b^1(1-5-6)} [(C(x) \cdot D \cdot \phi_j(x)) \cdot [D \cdot \psi_i(x)]dA \\
+ \int_{\Omega_b^2(6-5-2-3)} [(C(x) \cdot D \cdot \phi_j(x)) \cdot [D \cdot \psi_i(x)]dA \\
+ \int_{\Omega_b^3(6-3-4)} [(C(x) \cdot D \cdot \phi_j(x)) \cdot [D \cdot \psi_i(x)]dA
\] (2.20)

For case 2 interface elements in Figure 2.6, the integral can be split into two domains, a blue and a yellow quadrilateral material domain. The integral for this immersed element is given as:

\[
K_{ele}^{ij} = \int_{\Omega_y^1(1-2-5-6)} [(C(x) \cdot D \cdot \phi_j(x)) \cdot [D \cdot \psi_i(x)]dA \\
+ \int_{\Omega_y^2(6-5-3-4)} [(C(x) \cdot D \cdot \phi_j(x)) \cdot [D \cdot \psi_i(x)]dA
\] (2.21)

Similar integrals can be written for the other two cases of interface elements. These integrals are evaluated numerically. A four point Gauss integration is used to compute the integrals over each sub-domain. As an example, for case 2 interface elements, the Gauss quadrature numerical integration can be written as follows:

\[
K_{ij}^{ele} = \sum_{(\Omega_b^1)k=1}^{4} [(C^b) \cdot D \cdot \phi_j(x_{gp}^{bk})] \cdot [D \cdot \psi_i(x_{gp}^{bk})] \cdot W_{gp}^{bk} \\
+ \sum_{(\Omega_y^1)k=1}^{4} [(C^y) \cdot D \cdot \phi_j(x_{gp}^{yk})] \cdot [D \cdot \psi_i(x_{gp}^{yk})] \cdot W_{gp}^{yk}
\] (2.22)

where \(x_{gp}^{bk}\) and \(x_{gp}^{yk}\) are the coordinate vectors of the Gauss points in the blue and yellow domain, respectively, and \(W_{gp}^{bk}\) and \(W_{gp}^{yk}\) are the Gauss weights for the corresponding points.

The immersed element stiffness matrix has the same size and uses the same nodal degrees.
of freedom as the conventional FEM one. The elemental stiffness matrix for the immersed element depends on the interface location and material properties of the two domains. The element stiffness matrix generated using ncPG-IIFEM will be asymmetric due to different trial and test functions. An asymmetric element stiffness matrix leads to an asymmetrical global stiffness matrix.

2.2 Verification: Bi-material patch test

A detailed description of the conceptual basis for the bi-material patch test is provided in [50]. For an elastic solid made up of a single homogeneous material, the basic solutions are the rigid body motions and the state of constant strain or stress. Any consistent FE formulation should represent these solutions exactly. The reason being that any local solution at a point resembles a state of constant strain or stress, and when the mesh is refined, or the size of the elements tends to zero, the finite element approximation approaches this solution. This can be extended to multi-material/bi-material systems. Any consistent solution of a bi-material system should satisfy the Hadamard jump conditions and traction continuity given by

\begin{align}
\epsilon^b_{tt} &= \epsilon^y_{tt} & \sigma^b_{tt} &\neq \sigma^y_{tt} \\
\sigma^b_{tn} &= \sigma^y_{tn} & \epsilon^b_{tn} &\neq \epsilon^y_{tn} \\
\sigma^b_{nn} &= \sigma^y_{nn} & \epsilon^b_{nn} &\neq \epsilon^y_{nn}
\end{align}

(2.23)

where $\epsilon$ is the strain, $\sigma$ is the stress, the superscript represents the material domain, and the subscript represents tensor components. Here $t$ is along the interface and $n$ is perpendicular to the interface (Figure 2.8a).

The basic solutions for the bi-material system that satisfies the above condition are the rigid body motions and the constant strain or stress solutions which can be built up as linear
combinations of constant $\epsilon_{tt}$, $\sigma_{tn}$ and $\sigma_{nn}$ solutions. There will be jumps in the other stress and strain components, but they are constants over each material subdomain. These states lead to continuous, piecewise linear displacements which are in the span of the immersed finite element trial function space, and thus are represented exactly by ncPG-IIFEM.

Consider a patch as shown in Figure 2.8 (a). The interface slope is taken as 1. The material properties are as follows: $E^b = 1$, $\nu^b = 0.25$ are the Young’s modulus and Poisson’s ratio of the blue region, and $E^y = 10$, $\nu^y = 0.3$ are the Young’s modulus and Poisson’s ratio of the yellow region. We label the axes as $t$ and $n$ and they are oriented along the interface, and along the direction normal to the interface respectively as shown in Figure 2.8 (a). The three linear displacement solutions that are presented are: 1) $\epsilon_{tt} = 1$, $\sigma_{tn} = 0$ and $\sigma_{nn} = 0$, extensional strain in the tangential direction, 2) $\epsilon_{tt} = 0$, $\sigma_{tn} = 0.3$ and $\sigma_{nn} = 0$, shear stress in the normal-tangential direction, and 3) $\epsilon_{tt} = 0$, $\sigma_{tn} = 0$ and $\sigma_{nn} = 1$, extensional stress in the normal direction. We prescribe the boundary displacements corresponding to the above states and obtain the solution. Figures 2.8 (b),(c) and (d) show the solution for cases 1, 2, and 3, respectively.
The results obtained for stresses and displacements are accurate to machine precision. The displacements in the interior nodes also exactly match the analytical solutions. The developed finite element passes the patch test. Thus, it is consistent and leads to optimal convergence of stresses throughout the domain, including near the interface, and optimal convergence of displacement.

2.3 Test Case and Analysis Results

Consider an axisymmetric bi-material problem as shown in Figure 2.9a. The material properties are constant in blue and yellow regions, but there is a discontinuity across the interface at \( r = 0.4 \). The Young’s modulus and Poisson’s ratio of the blue region are \( E_b = 1 \), \( \nu_b = 0.25 \) and the yellow region is \( E_y = 10 \), \( \nu_y = 0.3 \). The outer radius is \( r = 2 \). The loading of the structure is such that the displacement at the outer boundary is as follows: \( u_r = r \) and \( u_\theta = 0 \). This problem has an analytical solution \([5, 191]\). We assume plane stress condition contrary to the plane strain condition assumed in these papers. For our numerical model, we consider a square domain of length \( 1 \times 1 \), and prescribe boundary displacements.

![Figure 2.9](image)

Figure 2.9: Domain definition of the problem: (a) an axisymmetric bi-material problem with prescribed radial displacement or traction at the outer edge with a square domain as shown considered for the analysis; (b) a structured rectangular mesh with immersed interfaces; (c) an interface-fitted mesh.
Figure 2.10: Sample displacement results: (a) total displacement using FEM with an interface-fitted mesh; (b) total displacement using ncPG-IIFEM with a Cartesian mesh; (c) Magnified view of the FEM solution near the interface; (d) Magnified view of the ncPG-IIFEM solution near the interface. The ncPG-IIFEM solution has negligible non-conformal displacements on an edge through which an interface passes.

Figures 2.10(a) and (b) show the total displacement of the square domain obtained from the interface-fitted FEM and the ncPG-IIFEM, respectively. The zoomed-in view in Figures 2.10(c) and (d) show the coupled nature of the solution near the interface. Comparing Figures 2.9b and 2.10d, we see that blue rectangles remain as rectangles, thus this region is in a state of uniform hydrostatic stress and strain; whereas the yellow region undergoes a tensile hoop strain and a corresponding compressive radial strain near the interface due to Poisson’s effect. There is a jump in the radial strain and hoop stress at the interface. From the figures, it is also evident that both the conventional, interface-fitted, FEM and the ncPG-IIFEM captures this solution near the interface. It can also be noted that the jump in the hoop strain within the element is captured by ncPG-IIFEM. As discussed earlier, ncPG-IIFEM solution is nonconformal, but the discontinuity in displacement along the edges is very small and is due to insufficiently fine FE discretization. The non-conformity, like any error, decreases with mesh refinement.

Figure 2.11(a) shows the radial stress distribution obtained from the interface-fitted FEM and ncPG-IIFEM. Figure 2.11(b) shows the error in radial stress distribution when compared with the analytical exact solution. The errors in the ncPG-IIFEM are an order of magnitude
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![Sample stress results: (a) stress contours from the FEM solution with interface-fitted mesh, and from the ncPG-IIFEM; (b) error in the element radial normal stress calculated from the FEM solution with interface-fitted mesh, and from the ncPG-IIFEM solution with cartesian mesh.](image)

Figure 2.11: Sample stress results: (a) stress contours from the FEM solution with interface-fitted mesh, and from the ncPG-IIFEM; (b) error in the element radial normal stress calculated from the FEM solution with interface-fitted mesh, and from the ncPG-IIFEM solution with cartesian mesh.

lower than the errors in conventional interface-fitted FEM. Also, the errors in ncPG-IIFEM are concentrated near the interface.

Convergence studies are performed to compare the accuracy and conditioning of the ncPG-IIFEM to the interface-fitted FEM. We define mesh fineness as the square root of the number of nodes in the mesh. The normalized $L_2$-error norm and $L_\infty$-error norm are defined as follows:

\[
||u_{\text{error}}||_2 = \frac{||u_{\text{exact}} - u_{\text{FEM}}||_2}{||u_{\text{exact}}||_2}
\]

(2.24)

\[
||u_{\text{error}}||_\infty = \frac{||u_{\text{exact}} - u_{\text{FEM}}||_\infty}{||u_{\text{exact}}||_\infty}
\]

(2.25)

Figures 2.12(a) and (b) show the convergence of displacement error norm with the refinement of the mesh. Both interface-fitted FEM and ncPG-IIFEM converge at the optimal second-order convergence rate for the $L_2$-error norm, and the $L_\infty$-error norm. Even the interface elements in ncPG-IIFEM have lower or similar error values compared to the non-interface counterparts in the interface-fitted FEM. As for the other elements, ncPG-IIFEM is significantly better because of the regularity of the mesh. Thus, in general ncPG-IIFEM with rectangular elements has lower magnitude of error values when compared with the
interface-fitted FEM with quadrilateral elements.

Figures 2.12(c) and (d) show the convergence of radial stress error norm with mesh refinement. The ncPG-IIFEM converge at an order of 1.5 for the $L_2$-error norm and 1 for the $L_\infty$-error norm, whereas interface-fitted FEM has a first-order convergence rate for both norms. The lower magnitude of the absolute error values for the ncPG-IIFEM can be attributed to the regularity of the mesh. For the stress error norms, the measurement of stress values is taken
at the element midpoint. In the case of immersed-interface elements, as the midpoint gets closer to the interface, the error in the stress increases. Depending on the mesh, because of the variability of the point at which the stress is calculated, even with mesh refinement, the maximum value of stress might decrease only a small amount, or might even remain the same. This is the reason for the similar magnitude of $L_\infty$-error norm for both methods and the irregularity that can be observed in the plot of stress $L_\infty$-error norm for the ncPG-IIFEM.

Ill-conditioning during trial function calculation due to various factors was already discussed. We do a similar analysis of the condition number of the global stiffness matrix. Figure 2.13 shows the increase in condition number of the global stiffness matrix with mesh refinement and modulus ratio ($E_2/E_1$). Conditioning determines the purely computational errors added to the solutions. It is important to study this as we are solving a discretized system of equations in a finite precision machine. Figure 2.13(a) shows the comparison between conventional, interface-fitted, FEM and ncPG-IIFEM. The ncPG-IIFEM has a lower condition number, but both methods show the same second-order growth with mesh refinement.
refinement. Both methods lead to a first-order increase in condition number with an increase in the modulus ratio of the materials as shown in Figure 2.13(b).

2.4 Sensitivity analysis

Design sensitivity analysis calculates the effect of changes in the design variables on the response of a structure. Hence, design sensitivities are essentially gradients of response parameters with respect to the shape design variables, that define the shape of a boundary or a material interface. These gradients can be used to apply gradient-based methods in shape optimization. There are several methods to obtain the sensitivities including discrete and continuum sensitivities. Here, we differentiate the discretized finite element system. For a gradient-based structural shape optimization problem, it is essential to calculate the derivative of the global stiffness matrix with respect to a shape design variable. For the bi-material problems considered, the shape design variables, \( d_i \), are the variables that control the shape of the inclusions. For example, the radius of a circle is a shape design variable if the inclusion is circular. Our aim is to obtain the sensitivity of the global stiffness matrix with respect to these design variables. The elemental stiffness matrix of the interface elements is sensitive to a change in the shape of the inclusion, whereas the stiffness matrix of the non-interface elements does not change with \( d_i \). Let \( p_5 = (x_5, y_5) \) and \( p_6 = (x_6, y_6) \) be the intersection points, and \( p_{gp}^i = (x_{gp}^i, y_{gp}^i) \) be the Gauss points. Let \( lsf(x, y, d_i) \) be the level set function whose value is zero on the material interface. Intersection points for case 1 interface element (Figure 2.6) are obtained from the level set values at the nodes as follows:

\[
\begin{align*}
(x_5(d_i), y_5(d_i)) &= (x_1, y_1) - \frac{lsf(x_1, y_1, d_i) * ((x_2, y_2) - (x_1, y_1))}{lsf(x_2, y_2, d_i) - lsf(x_1, y_1, d_i)} \\
(x_6(d_i), y_6(d_i)) &= (x_4, y_4) - \frac{lsf(x_4, y_4, d_i) * ((x_1, y_1) - (x_4, y_4))}{lsf(x_1, y_1, d_i) - lsf(x_4, y_4, d_i)}
\end{align*}
\]  

(2.26)
Intersection point $p_6$ for case 2 interface elements is the same as in case 1 interface elements, as it lies between nodes 1 and 4. Whereas, $p_5$ lies between nodes 2 and 3, and is given by

$$\begin{align*}
(x_5(d_i), y_5(d_i)) &= (x_3, y_3) - \frac{lsf(x_3, y_3, d_i) * ((x_2, y_2) - (x_3, y_3))}{lsf(x_2, y_2, d_i) - lsf(x_3, y_3, d_i)} \quad (2.27)
\end{align*}$$

The extreme cases are limiting cases from either case 1 or case 2. Thus, we can use either Equation 2.26, or 2.27 for cases 3 and 4. Any one of these expressions can be used when calculating the sensitivities for these extreme cases.

We assume the following for notational convenience. For any function, $f \equiv f(x_5(d_i), y_5(d_i), x_6(d_i), y_6(d_i))$, we write $f$ as $f(p_5(d_i), p_6(d_i))$, and what we mean by $\frac{\partial f}{\partial p_5} \frac{\partial p_5}{\partial d_i}$ and $\frac{\partial f}{\partial p_6} \frac{\partial p_6}{\partial d_i}$ is the following:

$$\begin{align*}
\frac{\partial f}{\partial p_5} \frac{\partial p_5}{\partial d_i} &\equiv \frac{\partial f}{\partial x_5} \frac{\partial x_5}{\partial d_i} + \frac{\partial f}{\partial y_5} \frac{\partial y_5}{\partial d_i} \\
\frac{\partial f}{\partial p_6} \frac{\partial p_6}{\partial d_i} &\equiv \frac{\partial f}{\partial x_6} \frac{\partial x_6}{\partial d_i} + \frac{\partial f}{\partial y_6} \frac{\partial y_6}{\partial d_i} \quad (2.28)
\end{align*}$$

Figure 2.14: Functional relationship between stiffness matrix and various quantities of interest.

Figure 2.14 illustrates the functional relationship between various quantities of interest. Gauss points, Gauss weights, and shape functions of the interface elements have the following...
functional relationship:

\[ p_{gp} \equiv p_{gp}(p_5(lsf(;, d_i)), p_6(lsf(;, d_i))) \]  
\[ W_{gp} \equiv W_{gp}(p_5(lsf(;, d_i)), p_6(lsf(;, d_i))) \]  
\[ \phi_j \equiv \phi_j(p_{gp}(d_i), p_5(lsf(;, d_i)), p_6(lsf(;, d_i))) \equiv \phi_j(p_{gp}(d_i), d_i) \]  

We compress this and write the above functional relationship: \( p_{gp} \equiv p_{gp}(d_i) \) and \( W_{gp} \equiv W_{gp}(d_i) \). Using chain rule, the derivatives of Gauss points and Gauss weights can be written as follows:

\[ \frac{dp_{gp}}{dd_i} = \frac{\partial p_{gp}}{\partial p_5} \frac{\partial p_5}{dd_i} + \frac{\partial p_{gp}}{\partial p_6} \frac{\partial p_6}{dd_i} \]  
\[ \frac{dW_{gp}}{dd_i} = \frac{\partial W_{gp}}{\partial p_5} \frac{\partial p_5}{dd_i} + \frac{\partial W_{gp}}{\partial p_6} \frac{\partial p_6}{dd_i} \]  

Henceforth, we denote

\[ \frac{d}{dd_i} \equiv \frac{\partial p_5}{\partial d_i} \frac{\partial}{\partial p_5} + \frac{\partial p_6}{\partial d_i} \frac{\partial}{\partial p_6} \]  

\( \frac{\partial p_5}{dd_i} \) and \( \frac{\partial p_6}{dd_i} \) can be calculated from Equation 2.26. Here, \( \frac{\partial p_{gp}}{\partial p_5}, \frac{\partial p_{gp}}{\partial p_6} \) and \( \frac{\partial W_{gp}}{\partial p_5}, \frac{\partial W_{gp}}{\partial p_6} \) are the Gauss point and weight sensitivity with respect to the nodal coordinate of the sub-domain, which can be calculated from the definition of Gauss points and weights on a general rectangular domain. Similarly, the shape functions can be written as: \( \phi_j \equiv \phi_j(p_{gp}(d_i), d_i) \).

From Equation 2.29, using the chain rule, we obtain the total derivative as follows:

\[ \frac{D\phi_j}{Dd_i} = \sum_k \left( \frac{\partial \phi_j}{\partial x} \right) \left. \frac{\partial x^k_{gp}}{\partial d_i} \right|_{x^k_{gp}} + \sum_k \left( \frac{\partial \phi_j}{\partial y} \right) \left. \frac{\partial y^k_{gp}}{\partial d_i} \right|_{y^k_{gp}} + \frac{d\phi_i}{dd_i} \]  

The shape function partial derivatives \( \frac{d\phi_j}{dd_i}, \frac{\partial \phi_j}{\partial x}, \frac{\partial \phi_j}{\partial y} \) are \( \frac{d}{dd_i} [N]_{4x8}, \frac{\partial}{\partial x} [N]_{4x8}, \frac{\partial}{\partial y} [N]_{4x8} \), which
are given as follows:

\[ \frac{d}{dd_i} [N]_{4 \times 8} = [T] \left( - [C_f]^{-1} \left( \frac{d}{dd_i} [C_f] \right) [C_f]^{-1} \right) \begin{bmatrix} I_{8 \times 8} \\
0_{8 \times 8} \end{bmatrix} \]

\[ \frac{\partial}{\partial x} [N]_{4 \times 8} = \left[ \frac{\partial T}{\partial x} \right] \left( [C_f]^{-1} \right) \begin{bmatrix} I_{8 \times 8} \\
0_{8 \times 8} \end{bmatrix} \]

\[ \frac{\partial}{\partial y} [N]_{4 \times 8} = \left[ \frac{\partial T}{\partial y} \right] \left( [C_f]^{-1} \right) \begin{bmatrix} I_{8 \times 8} \\
0_{8 \times 8} \end{bmatrix} \]

(2.33)

where \( \frac{\partial T}{\partial x} \) and \( \frac{\partial T}{\partial y} \) can be calculated from Equation 2.8. \( \frac{d}{dd_i} [C_f] \) is given as follows

\[ \frac{d}{dd_i} [C_f] = \frac{\partial}{\partial x_5} [C_f] \frac{\partial x_5}{\partial d_i} + \frac{\partial}{\partial y_5} [C_f] \frac{\partial y_5}{\partial d_i} + \frac{\partial}{\partial x_6} [C_f] \frac{\partial x_6}{\partial d_i} + \frac{\partial}{\partial y_6} [C_f] \frac{\partial y_6}{\partial d_i} \]

(2.34)

Now, we have all the sensitivities required to calculate the stiffness matrix sensitivity. From Figure 2.14, it is clear that the stiffness matrix of the interface element has the following functional relationship in compact notation:

\[ K_{ij} \equiv K_{ij}(\frac{\partial \phi_i}{\partial x}(p_{gp}(d_i), d_i), \frac{\partial \phi_j}{\partial y}(p_{gp}(d_i), d_i), \frac{\partial \psi_i}{\partial x}(p_{gp}(d_i)), \frac{\partial \psi_i}{\partial y}(p_{gp}(d_i)), W_{gp}(d_i), d_i) \]

(2.35)

The sensitivity of the stiffness matrix with respect to shape design variables using the chain rule can be written as follows:

\[ \frac{DK_{ij}}{Dd_k} \equiv \frac{\partial K_{ij}}{\partial \phi_j} \frac{D \phi_j}{Dd_k} + \frac{\partial K_{ij}}{\partial \phi_i} \frac{D \phi_i}{Dd_k} + \frac{\partial K_{ij}}{\partial \psi_j} \frac{D \psi_i}{Dd_k} + \frac{\partial K_{ij}}{\partial \psi_i} \frac{D \psi_i}{Dd_k} + \frac{\partial K_{ij}}{\partial W_{gp}} \frac{D W_{gp}}{Dd_k} + dK_{ij} \]

(2.36)

where \( \frac{\partial K_{ij}}{\partial \phi_j} \), \( \frac{\partial K_{ij}}{\partial \phi_i} \), \( \frac{\partial K_{ij}}{\partial \psi_j} \), \( \frac{\partial K_{ij}}{\partial \psi_i} \), and \( \frac{\partial K_{ij}}{\partial W_{gp}} \) can be obtained from Equation 2.22, \( \frac{dK_{ij}}{dd_k} \) can be
obtained using the definition of $\frac{d}{dd_k}$ and from Equation 2.22, $\frac{D\phi_{j,x}}{Dd_k}$, $\frac{D\phi_{j,y}}{Dd_k}$, $\frac{D\psi_{i,x}}{Dd_k}$, and $\frac{D\psi_{i,y}}{Dd_k}$ are obtained by replacing $\phi_j$ in Equation 2.32 by the corresponding quantity of interest, $\frac{d\psi_{i,x}}{dd_k}$ and $\frac{d\psi_{i,y}}{dd_k}$ are zero as the test functions are standard FE test functions and are the same for any type of element.

### 2.5 Optimization Problem Formulation

A general immersed interface finite-element-based shape optimization problem can be formulated as follows:

$$
\begin{align*}
\min_d & \quad f(U(d_k), d_k) \\
\text{s.t.} & \quad K(d_k)U(d_k) = F \\
& \quad h_i(U(d_k), d_k) = 0 \\
& \quad g_j(U(d_k), d_k) \leq 0 \\
& \quad d_{lb}^k \leq d_k \leq d_{ub}^k
\end{align*}
$$

(2.37)

where $f$ is the objective function, $h_i$ denotes equality constraint functions, $g_j$ denotes the inequality constraint functions, $d_k$ are the design variables, $U(d_k)$ is the solution of the analysis equations, $K(d_k)U(d_k) = F$, where, $K(d_k)$ is the global stiffness matrix, and $F$ is the force vector.

We have to compute gradients of the objective and the constraint functions with respect to the design variables to perform gradient-based shape optimization. The design variables are the geometric parameters that define the shape of the material interface. For example, consider a plate with a soft elliptic inclusion embedded in a stiffer matrix. The shape design
variables are the semi-minor, semi-major axis length, and the orientation of the ellipse. One of the main challenges in the conventional shape optimization schemes arises due to the dependence of nodal coordinates of a FEM discretization on the design variables, which in turn necessitates the computation of the sensitivity of nodal coordinates w.r.t. the design variables. Immersed interface-based optimization scheme avoids this computation. The objective function gradient obtained by applying chain rule to Equation 2.37 is as follows:

\[
\frac{Df}{Dd_k} = \frac{\partial f}{\partial U} \frac{DU}{Dd_k} + \frac{\partial f}{\partial d_k}
\]  

(2.38)

Since, \( KU = F \), and in the cases considered in this paper, \( F \) is independent of the design variables, we can write

\[
K \frac{DU}{Dd_k} + \frac{DK}{Dd_k} U = 0
\]  

(2.39)

\[
\frac{DU}{Dd_k} = -K^{-1} \frac{DK}{Dd_k} U
\]  

(2.40)

where \( \frac{DK}{Dd_k} \) can be calculated from Equation 2.36. Similar expressions can be written for equality and inequality constraint functions.

### 2.5.1 Design space parametrization

We use a parametric representation to describe the shape of an inclusion. Specifically, a polar representation, where the radius of the inclusion is a function of the angle, will be used. We investigate few candidate representations of the form \( r(\theta) \). We start with a Fourier series representation for a closed curve and show some shortcomings of the design space generated by this representation. Later, we add terms, which are problem dependent, to expand this space and eliminate any shortcomings. Consider the following Fourier series for the radius
of inclusion:

\[ r(\theta) = d_1 + \sum_{n=1}^{k} d_{2n} \sin(n\theta) + \sum_{n=1}^{k} d_{2n+1} \cos(n\theta) \]  \hspace{1cm} (2.41)

where, \( d_i \)'s, are the design variables. It is linear in terms of the design variables. The first term in Equation 2.41 is a circle of radius \( d_1 \). The other terms represent limacons, lemniscates, cardioids, and roses. Thus, Equation 2.41 can represent any inclusion that is a linear combination of these curves exactly. For any inclusion outside this set, Equation 2.41 provides an approximate curve.

Two main problems arise with the Fourier representation. Firstly, the description requires significantly higher number of terms to accurately represent (i) an ellipse and (ii) any shape with sharp corners. To overcome this, we add terms which can describe ellipse and sharp corners exactly. Figure 2.15a shows a comparison between the ellipse and the Fourier representation of the ellipse with three and seven terms. The best approximation with a three-term Fourier expansion for an ellipse is a dumble-like shape, as shown in Figure 2.15b. From the plots, it is also obvious that even seven-term Fourier expansion is not an accurate representation of the ellipse. Similarly, Figure 2.15c provides a comparison between Fourier expansion of a diamond shape (a shape with a sharp corner) with the actual shape. With a three term Fourier expansion, a circle is the closest approximation, as shown in Figure 2.15d.

Secondly, increasing the number of terms in the Fourier expansion increases the number of design variables with slow improvement in the approximation capability. Therefore, we add a term that represents ellipses exactly to Equation 2.41. An ellipse in polar form can be written as follows: \[ r(\theta) = \frac{ab}{\sqrt{a^2 \sin^2(\theta) + b^2 \cos^2(\theta)}} \], where \( a \) and \( b \) are semi-major and semi-minor
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Figure 2.15: Comparison of the actual curves with their Fourier representations: (a) change in the radial distance of an ellipse and its Fourier representations as a function of the angle relative to the horizontal axis; (b) an actual ellipse and the Fourier representation of the ellipse; (c) change in the radial distance of a diamond shape and its Fourier representations as a function of the angle relative to the horizontal axis; (d) an actual diamond shape and the Fourier representation of the ellipse.

axis respectively. The modified polar representation of the inclusion is as follows:

\[
 r(\theta) = d_1 + \sum_{n=1}^{3} d_{2n} \sin(n\theta) + \sum_{n=1}^{3} d_{2n+1} \cos(n\theta) + \frac{d_8d_9}{\sqrt{d_8^2 \sin^2(\theta) + d_9^2 \cos^2(\theta)}} \tag{2.42}
\]
Equation 2.42 is an accurate mathematical description for a wide class of smooth closed curves. We also investigate the capability of the new representation in describing curves with sharp edges or cusps. Figure 2.16 shows two curves with sharp corners and their comparison with the best approximation (in terms of minimization of least square error) using Equation 2.42. Figure 2.16 also illustrates that as the sharpness increases, the approximation capability decreases.

To improve the approximation capability of Equation 2.42 when the curve has a sharp cusp, we include the following term: $(|\sin(\theta)|^k + |\cos(\theta)|^k)^{-1}$, where $k$ can be any number between 0 and 1 depending on the required sharpness of the cusp. Thus, the modified description of the inclusion for sharp edges or cusps is as follows:

$$r(\theta) = d_1 + \sum_{n=1}^{3} d_{2n} \sin(n\theta) + \sum_{n=1}^{3} d_{2n+1} \cos(n\theta) + \frac{d_8d_9}{\sqrt{d_5^2 \sin^2(\theta) + d_6^2 \cos^2(\theta)}} + \frac{d_{10}}{|\sin(\theta)|^k + |\cos(\theta)|^k}$$

We can exactly represent the diamond-shape and the star shape shown in Figure 2.16a if
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$k = 1$ and $k = \frac{2}{3}$ respectively.

Finally, for some of the problems, we consider the coordinates of the center of the inclusion ($d_{11}$ and $d_{12}$) as design variables.

2.5.2 Verification problems

We consider two cases for verification. In both cases, the objective is to minimize the compliance of a plate with softer inclusion embedded in a stiff matrix, the loading conditions are different and given as follows: (i) a constant uniform traction along the top edge, and (ii) a uniform shear traction along all the edges as shown in Figure 2.17(a) and (b). Plane strain conditions are assumed for both problems. A square domain (size $L = 1$) with a roller boundary along the bottom edge for constant uniform traction and pinned at the opposite corners for the pure shear is considered to prevent rigid body motion. The matrix is stiffer than the inclusion with material properties $\frac{E_1}{E_2} = 10$ and $\nu_1 = \nu_2 = 0.3$. The center of the inclusion is fixed at the center of the plate for both cases. The total inclusion area is also held fixed with specific minimum and maximum bounds for the inclusion radius in all directions.

For the first case, if only elliptic and circular inclusions are allowed, then the analytical optimum is an ellipse whose longer axis aligns with the applied load direction [192]. For the second case, the analytical solution for the optimum cavity in an infinite 2D elastic domain with pure shear is a diamond shape given in [193]. A similar optimum is obtained for a finite domain for the problem in Figure 2.17b [65].

The steps involved in the ncPG-IIFEM based shape optimization can be summarized as follows:

1. Define a multi-material boundary value problem. Generate a uniform mesh.
2. Initialize the design variables $d_i = d_i^0$.

3. Implement ncPG-IIFEM:
   
   (a) Generate the trial functions for the immersed interface elements.
   
   (b) Consider standard FE shape functions for non-interface elements.
   
   (c) Generate the elemental stiffness matrix and the force vector by applying the Petrov-Galerkin formulation.

4. Solve for the nodal displacements using the finite element equation. Global stiffness matrix and force vector are obtained from assembling the elemental stiffness matrix and the elemental force vector.

5. Compute objective and constraint functions.

6. Compute the sensitivities of the objective and the constraint functions.

7. Use a suitable gradient based optimization algorithm.

8. Select suitable stopping criteria based on the optimization algorithm.

Figure 2.17: A plate with softer inclusion embedded in a stiff matrix under two different loading conditions: (a) a constant load; (b) a pure shear load.
9. Obtain the optimized value of the design variables.

![Diagram showing optimal designs for different cases](image)

**Figure 2.18:** Results for a plate under an applied constant load as shown in Figure 2.17a: (a) optimal designs obtained for four different initial designs; (b) convergence history of the objective function for the four initial designs.

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Initial</th>
<th>Final</th>
<th>Objective</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td>0.3618</td>
<td>0.2992</td>
</tr>
<tr>
<td>d₁</td>
<td>0.2</td>
<td>0.0217</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>d₂</td>
<td>0</td>
<td>0.0217</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>d₃</td>
<td>0</td>
<td>0.0217</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>d₄</td>
<td>0</td>
<td>0.0217</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>d₅</td>
<td>0</td>
<td>0.0217</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>d₆</td>
<td>0</td>
<td>0.0217</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>d₇</td>
<td>0</td>
<td>0.0217</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>d₁₀</td>
<td>0</td>
<td>0.0217</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

We use a Sequential Quadratic Programming (SQP) [194, 195] as the optimization algorithm. The algorithm involves solving a quadratic programming subproblem, where a merit function with certain penalty parameters are used for the line search procedure. The BFGS quasi-Newton method is used to approximate the Hessian. The stopping criteria used are as follows: maximum constraint violation, maximum magnitude of the search direction and the modified Lagrangian gradient has to be less than the specified values.
The compliance or stored elastic energy is given as $f = F^T U$. For the first case, we consider Equation 2.42 to describe the shape of the inclusion. $d_i$’s in Equation 2.42 are the design variables. The inclusion area constraint is the equality constraint and is set to $0.02\pi$. Area of the finite element approximation of the inclusion (discrete area) is considered for area calculations. The inequality constraints are the minimum and maximum radius constraints. For the problem in Figure 2.17a, we set the minimum radius in any direction to be 0.025 and the maximum radius to be 0.3. This will be satisfied discretely at 360 points with one degree
increment in angle. The stopping criteria used for SQP is as follows: maximum constraint violation \((\text{max}(g))\) is less than equal to \(10^{-5}\), modified Lagrangian gradient \((\text{KTO})\) is less than equal to \(10^{-6}\), maximum magnitude of the search direction \((\text{max}(S))\) is less than equal to \(10^{-3}\) [194]. We use a \(64 \times 64\) mesh. The optimum shape obtained for any initial condition, if only ellipses are allowed, is \(d_8\), \(d_9\) equals 0.06667, 0.3 respectively. The objective value is 0.08842. The developed method provides the expected optimum.

If we consider all the design variables in Equation 2.42, the optimum shape obtained when we start with the optimum ellipse as the initial shape closely resembles the same ellipse as shown in Figure 2.18a, and its objective value is 0.08839. Even with other starting designs we get a similar optimum whose objective is 0.08839. Thus, no significant improvement is achieved in this particular case by including the other design variables. Figure 2.18a shows the optimum for various initial configurations. All initial shapes go to an optimum with the same compliance value. Figure 2.18b provides the iteration history of the compliance value for four trial cases. Convergence to the optimum is within 25 iterations.

Consider the pure shear case as shown in Figure 2.17b. The domain, material properties, mesh size, constraints and the objective are the same as the previous verification problem. The stopping criteria used is: \(\text{max}(g) = 10^{-6}\), \(\text{KTO} = 10^{-6}\), \(\text{max}(S) = 10^{-4}\). We consider Equation 2.43 with \(k = 1\) and without the ellipse term i.e., the design variables \(d_9\) and \(d_{10}\) to describe the shape of the inclusion. The ellipse term is unnecessary for this particular case as it does not participate in providing the final optimum. Figure 2.19a shows the optimum for various initial configurations. All initial shapes go to an optimum with the same compliance value. Figure 2.19b provides the objective vs iteration history. Convergence to the optimum is within 50 iterations. Table 2.1 provides the initial and final values of design variables and their corresponding compliance values. The results qualitatively match with the analytical results for the infinite domain.
2.6 Case studies

In this section, we provide three cases to show the capability of the shape optimization framework in conjunction with the ncPG-IIFEM. All cases assume plane strain conditions. We allow sharp corners in one of the cases, movement of the center of the inclusion in the other, and finally a case with multiple inclusions.

Figure 2.20: Problem description: (a) a case featuring first enrichment, depicting a square plate with a stiff inclusion subjected to pure shear loading; (b) a scenario involving center movement, depicting a square plate with a soft inclusion under shear loading applied to the top edge; (c) a case involving multiple inclusions, depicting a square plate with five stiff circular inclusions under a linearly varying distributed load on the top edge.

2.6.1 A case with sharp corners

A pure shear ($\tau_0 = 0.1$) load is applied on a square plate (size $L = 1$) with pinned support at the opposite corners as shown in Figure 2.20a. This case is similar to the case in Figure 2.17b, except here the inclusion is stiffer than the matrix with material properties $\frac{E_2}{E_1} = 100$, and $\nu_1 = \nu_2 = 0.3$. The center of the inclusion is fixed at the center of the plate. The objective is to minimize the compliance. For this problem, we use first enrichment (Equation 2.43 with $k = \frac{2}{3}$). The area constraint is the same as the verification case. We set a convenient
minimum radius to avoid double intersections. Discrete area is used for area calculations. We use a $64 \times 64$ mesh. A few local optima obtained from different starting points are as shown in Figure 2.21a. Figure 2.21b provides the iteration history of compliance for the trials. Table 2.2 provides the initial and final values of design variables and their corresponding compliance values.

The best optimum from the literature is a star-shape [196]. So, we investigate perfect star shapes (shown in Figure 2.21b) by considering just the $k$ term in the parametric representation. The compliance values for the shapes with $k = 2/3, 2/4, 2/5,$ and $2/6$ are $0.0225, 0.02216, 0.02207,$ and $0.02228$ respectively. If we perform an optimization just with the final term of the representation, then $k = 0.41$ is the obtained optimum value with compliance value of $0.02202$. But, there are shapes with lower compliance than the star-shapes. The rotated butterfly-like shapes, as in cases 2, 3 and 6, are better than the best star-shape. Better shapes obtained from this method can be attributed to expanded design space.

Table 2.2: Objective and design variable values for the initial and optimum designs for a square plate with stiff inclusion under pure shear loading.

<table>
<thead>
<tr>
<th>Case</th>
<th>$d_1$</th>
<th>$d_2$</th>
<th>$d_3$</th>
<th>$d_4$</th>
<th>$d_5$</th>
<th>$d_6$</th>
<th>$d_7$</th>
<th>$d_8$</th>
<th>$d_9$</th>
<th>$d_{10}$</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initial</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1416</td>
<td>0.1416</td>
<td>0.02375</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>-0.1885</td>
<td>-0.02176</td>
<td>0.012839</td>
<td>-0.01461</td>
<td>-0.00924</td>
<td>0.00191</td>
<td>-0.00703</td>
<td>0.05489</td>
<td>0.03994</td>
<td>0.44742</td>
</tr>
<tr>
<td>2</td>
<td>Initial</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.02386</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>-0.22893</td>
<td>-0.00061</td>
<td>-0.00415</td>
<td>0.03911</td>
<td>0.01291</td>
<td>-0.00059</td>
<td>-0.00190</td>
<td>0.07820</td>
<td>0.11603</td>
<td>0.43727</td>
</tr>
<tr>
<td>3</td>
<td>Initial</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0202</td>
<td>0.0202</td>
<td>0.0907</td>
<td>0.0097</td>
<td>0.0806</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>-0.13813</td>
<td>-0.000737</td>
<td>0.00172</td>
<td>-0.03277</td>
<td>0.00428</td>
<td>0.00285</td>
<td>-0.00794</td>
<td>0.01252</td>
<td>0.00154</td>
<td>0.43476</td>
</tr>
<tr>
<td>4</td>
<td>Initial</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.07833</td>
<td>0.07833</td>
<td>0</td>
<td>0</td>
<td>0.11749</td>
<td>0.11749</td>
<td>0.02332</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>0.07764</td>
<td>0.00084</td>
<td>0.00084</td>
<td>0.10634</td>
<td>0.00034</td>
<td>0.00084</td>
<td>-0.00084</td>
<td>0.16971</td>
<td>0.17039</td>
<td>-0.21269</td>
</tr>
<tr>
<td>5</td>
<td>Initial</td>
<td>0</td>
<td>-0.04</td>
<td>-0.07</td>
<td>-0.02</td>
<td>0.04</td>
<td>0</td>
<td>0</td>
<td>0.16</td>
<td>0.08</td>
<td>0.02389</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>0.05211</td>
<td>-0.03048</td>
<td>-0.02088</td>
<td>0.04810</td>
<td>-0.00027</td>
<td>-0.05369</td>
<td>0.05808</td>
<td>0.16557</td>
<td>0.15104</td>
<td>-0.14521</td>
</tr>
<tr>
<td>6</td>
<td>Initial</td>
<td>0.0575</td>
<td>-0.00555</td>
<td>-0.02534</td>
<td>0</td>
<td>0.0575</td>
<td>0</td>
<td>0</td>
<td>0.02634</td>
<td>0.2</td>
<td>0.02376</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>-0.11270</td>
<td>-0.00664</td>
<td>-0.01328</td>
<td>-0.00569</td>
<td>-0.01287</td>
<td>-0.00723</td>
<td>-0.00474</td>
<td>-0.00822</td>
<td>0.01597</td>
<td>0.42168</td>
</tr>
</tbody>
</table>
2.6.2 A case with center movement

We consider a case where the second enrichment of the parametrization is used. Equation 2.42 with center of the inclusion as design variables is utilized. A shear load \( \tau_0 = 0.5 \) is applied to a square plate (size \( L = 1 \)) with fixed support at the bottom edge as shown in Figure 2.20a. The inclusion is softer than the matrix with material properties \( E_1 / E_2 = 10 \), and \( \nu_1 = \nu_2 = 0.3 \). The equality constraint is the same area constraint as the previous case. We use a \( 64 \times 64 \) mesh. Local minima at three different locations are obtained. The shapes move to the top-right corner, the top-left corner, or the bottom middle depending on the starting designs. The ones at the top-right and left locations have similar objective values.

Figure 2.21: Optimization results for the case depicted in Figure 2.20a: (a) optimal designs obtained for six different initial designs; (b) comparison of perfect star shapes; c) convergence history of the plate compliance for the six initial designs.
Figure 2.22: Optimization results for the case depicted in Figure 2.20b: (a) optimal designs obtained from six different initial designs; (b) convergence history of the plate compliance for the six initial designs.
The optimums obtained from various initial configurations are shown in 2.22a. Table 2.3 provides final designs obtained from a few initial designs. Figure 2.22b provides the objective vs iteration history.

This case showcases an important advantage of ncPG-IIFEM based shape optimization method over any mesh movement based methods. Mesh movement based methods would have caused extreme distortions in the mesh due to the movement of the inclusions, which would have added significant errors in the analysis and the optimum obtained, thus necessitating remeshing after each iteration which increases the computational costs.

### 2.6.3 A case with multiple inclusions- particulate composites

We consider an example problem presented in [97]. A square domain of length $L = 1$ with five stiff circular inclusions is considered. A linearly varying distributed traction is applied along its upper edge as shown in Figure 2.20c. The design variables are the radii and locations of five circular inclusions. The ratio of Young’s modulus is $\frac{E_2}{E_1} = 10$ and Poisson’s ratio $\nu_1 = \nu_2$.
Figure 2.23: Optimization results for the case depicted in Figure 2.20c: (a) optimal designs obtained for four different initial designs; (b) convergence history of the plate compliance for the four initial designs.

<table>
<thead>
<tr>
<th>(a)</th>
<th>(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Initial Case 1 Final" /></td>
<td><img src="image2" alt="Initial Case 2 Final" /></td>
</tr>
<tr>
<td><img src="image3" alt="Initial Case 3 Final" /></td>
<td><img src="image4" alt="Initial Case 4 Final" /></td>
</tr>
</tbody>
</table>

Figure 2.23: Optimization results for the case depicted in Figure 2.20c: (a) optimal designs obtained for four different initial designs; (b) convergence history of the plate compliance for the four initial designs.

= 0.3). The objective is to minimize the compliance of the composite subject to a maximum inclusions area fraction constraint (\(A_{total} \leq 0.1125\pi\)). The distance \(C_{ij}\) between the centers of the inclusions \(i\) and \(j\) satisfy \(C_{ij} \geq R_i + R_j + 0.03L\) to prevent overlapping. The radii and
the centers of the inclusions are bounded as $0.03L \leq R_i \leq 0.2L$ and $0.2L \leq x_{ci}, y_{ci} \leq 0.8L$.

The initial and final configurations for four trials with different initial configurations are illustrated in Figure 2.23a. The iteration histories of the compliance for these four trials are presented in Figure 2.23b. Because of the linearly increasing loading the stiff circles move to the right to reduce the compliance, which is apparent from the local optimum designs.
Chapter 3

Material Design using Topology Optimization with IIFEM

Materials can be architectured to have desired effective properties, including properties not usually found in nature. Topology optimization has been extensively used in the past to design the topology of a unit cell with the effective material properties calculated using homogenization. In this study, we utilize topological shape optimization in conjunction with the Immersed Interface Finite Element Method (IIFEM) for the computational design of materials with desired effective mechanical properties. Remeshing or mesh movement is not required for the IIFEM-based shape optimization thus reducing the computational cost and complexity. Numerical homogenization is used to evaluate the effective properties of the microstructure. Level set-based topology optimization is used to evolve the boundaries within the unit cell to generate effective materials consisting of optimal periodic microstructure. The design space is parameterized using radial basis functions which are used to interpolate the level set function. A standard gradient-based optimization algorithm is used to find the optimal coefficients of the radial basis functions. This method produces geometries with smooth boundaries and distinct interfaces. The compactness of the level set function, the IIFEM, and performance/constraint dependence on just the interface elements make the calculation of gradients straightforward and computationally efficient. Several numerical examples are shown to demonstrate the potential of the approach.
3.1 Numerical Homogenization

In this section, a brief overview of the continuum micromechanics theory for calculating the effective properties of a metamaterial is presented. The approach followed is based on energy equivalence and averaging methods. This involves establishing a correspondence between the microscale representative volume element (RVE) and a representation of that RVE as an effective homogeneous medium [197, 198, 199]. A more rigorous multi-scale approach is based on oscillating coefficients in the governing differential equations with periodicity assumptions and the use of theoretical framework of asymptotic expansion theory [109, 199]. Three kinds of boundary conditions can be applied, a linear displacement boundary condition where the prescribed displacement vector on the boundary is a linear function of the position vector, uniform boundary traction where a constant traction is applied on any boundary which is straight, and the periodic boundary condition (PBC). All three conditions admit a single solution, up to a rigid body motion for the traction boundary condition and a translation for PBC if the constitutive behavior of the components is described by linear elasticity [200].

The linear displacement and uniform traction boundary conditions, when used for homogenization, give the same effective properties as PBC. If PBC is applied, effective properties calculation using boundary stresses can be further simplified leading to computationally efficient sensitivity analysis. Moreover, PBC is the most appropriate boundary condition when the metamaterial is considered to be a periodical array of the RVEs. In such periodic unit cells, PBC-based analysis results can also be used to accurately calculate local stresses. Therefore, in this work, we apply PBC to the unit cell.

Let $\hat{\sigma}_{ij}, \hat{\epsilon}_{ij}, \hat{u}_i$ and $\hat{x}_i$, be the macroscale stress, strain, displacements, and coordinate systems, respectively. Let $\sigma_{ij}, \epsilon_{ij}, u_i$ and $x_i$, be the microscale RVE stress, strain, displacements, and coordinate systems, respectively. For linear elastic materials and from asymptotic
expansion theory, it can be shown that the macroscale and microscale can be related to one another through the definition of the effective stiffness tensor \( L_{ijkl}^{\text{eff}} \). Thus, the macroscale constitutive relation is given as

\[
\hat{\sigma}_{ij} = L_{ijkl}^{\text{eff}} \hat{\epsilon}_{kl} \tag{3.1}
\]

where the microscale RVE is used to obtain the effective stiffness.

Considering all the materials in the RVE to be linear elastic, the Cauchy stress and infinitesimal strain tensor in the RVE are related as follows

\[
\sigma_{ij} = L_{ijkl} \epsilon_{kl} \tag{3.2}
\]

where \( L_{ijkl} \) is a function of the microscale coordinate system and depends on the microstructure of the metamaterial. A computational approach is taken to calculate the effective stiffness \( L_{ijkl}^{\text{eff}} \) from the contribution and the influence of the collective behavior of the materials at a microstructural level including the geometry, orientation and composition \( L_{ijkl} \) of the individual constituents of the RVE.

For a periodic unit cell, the periodic displacement field on the boundary can be expressed as follows [201]:

\[
u_i(x_1, x_2, x_3) = \epsilon_{ik}^0 x_k + u_i^*(x_1, x_2, x_3) \tag{3.3}
\]

where \( \epsilon_{ik}^0 \) is a constant symmetrical tensor and \( u_i^*(x_1, x_2, x_3) \) is a periodic function from one unit cell to the another and represents a modification to the linear boundary displacement field due to the heterogeneous structure of the composite/porous material.

Every periodic unit cell must exhibit boundary edges that appear in pairs. For the case of
parallel periodic edges, the displacements can be expressed as follows:

\[
\begin{align*}
    u_i^{p+} &= \epsilon_{ik}^0 x_k^{p+} + u_i^* \\
    u_i^{p-} &= \epsilon_{ik}^0 x_k^{p-} + u_i^*
\end{align*}
\tag{3.4}
\]

where \( 'p+' \) and \( 'p-' \) correspond to the \( p^{th} \) pair of opposite parallel boundary edges of the unit cell. The difference of the above equations is applied as displacement constraint boundary conditions in the finite element analysis, i.e.,

\[
    u_i^{p+} - u_i^{p-} = \epsilon_{ik}^0 (x_k^{p+} - x_k^{p-})
\tag{3.5}
\]

Two conditions are met at the boundaries of adjacent periodic unit cells because of the periodic displacements prescribed above. Firstly, the above condition ensures displacements remain continuous, and the unit cells don’t separate or overlap at their boundaries post-deformation. Secondly, if the displacement-based finite element method is used, the continuity of traction distributions along the boundaries of adjacent periodic unit cells is automatically satisfied, i.e.,

\[
    \sigma_{ik}^{p+} n_k^{p+} = -\sigma_{ik}^{p-} n_k^{p-}
\tag{3.6}
\]

It can be shown that the average strain in the unit cell is completely determined by the applied displacements at the boundary. Let the notation for volume averages be \( \langle \bullet \rangle = \frac{1}{V} \int_V \bullet \; dV \). In the case of the applied periodic displacements as shown in Equation 3.5, the average strain is

\[
    \langle \epsilon_{ij} \rangle = \epsilon_{ij}^0
\tag{3.7}
\]
Similarly, the average stress in the unit cell is completely determined by the boundary tractions. Further simplifications on the calculation of average stresses can be carried out because of the applied periodic boundary conditions. For the 2D cases, utilizing the divergence theorem and equilibrium conditions, the area-averaged stresses are as follows:

$$\langle \sigma_{ij} \rangle = \frac{1}{A} \int_{\partial A} \sigma_{ik} x_j n_k ds$$

(3.8)

where $n_k$ is the unit outward normal on the boundary $\partial A$. Consider a rectangular unit cell, then

$$\frac{1}{A} \int_{\partial A} \sigma_{ik} x_j n_k ds = \sum_{p=1}^{2} \left( \frac{1}{A} \int_{\partial A^p+} \sigma_{ik}^p x_j^p n_k^p ds + \frac{1}{A} \int_{\partial A^p-} \sigma_{ik}^p x_j^p n_k^- ds \right)$$

(3.9)

where $'p+'$ and $'p-'$ are the $p^{th}$ parallel pair of boundary edges. From the periodicity assumption, we have $\sigma_{ik}^p n_k^p = -\sigma_{ik}^p n_k^-$. Applying these conditions to equation 3.9, we have

$$\langle \sigma_{ij} \rangle = \sum_{p=1}^{2} \frac{1}{A} \int_{\partial A^p+} \sigma_{ik}^p (x_j^p - x_j^-) n_k^p ds = \sum_{p=1}^{2} \frac{1}{A} \int_{\partial A^p+} T_i^p \Delta^p x_j ds$$

(3.10)

where $T_i^p$ is the traction on the edges corresponding to $\partial A^p+$ and $\Delta^p x_j$ is the difference in $x_j$ coordinate between the $p+$ and $p-$ edges. The final integral involves the sum of $i^{th}$ component of traction on the corresponding edges and the difference of the coordinate along the $j^{th}$ dimension between the corresponding parallel edges. For one of the parallel pairs of edges, $p \neq j$, when we compare the coordinates along the $j^{th}$ dimension, the values are the same, and thus $\Delta^p x_j = 0$. In other words, we will only have one edge pair for which the difference between the $j^{th}$ coordinates is non-zero. Thus, we have

$$\langle \sigma_{ij} \rangle = \frac{1}{A} \int_{\partial A^j+} T_i^j \Delta^j x_j ds$$

(3.11)

which is the average of the corresponding traction component over one edge.
From the assumption of effective homogeneous material being energetically equivalent to that of the RVE, i.e., $W^{\text{RVE}} = W^{\text{eff}}$, and the Hill-Mandel theorem, the expression for effective stiffness can be derived. The Hill-Mandel theorem states that the average of the product of stress and strain tensors equals the product of the averaged stress and strain tensors if certain boundary conditions are satisfied. Under the prescribed PBC, it can be shown that the Hill-Mandel theorem is applicable if the mean spacing between heterogeneities are small compared to the sample length [202]. Under these assumptions, the following expression is obtained

$$\langle \sigma_{ij} \rangle = L_{ijkl}^{\text{eff}} \langle \epsilon_{kl} \rangle$$  \hspace{1cm} (3.12)

Thus, the effective stiffness tensor $L_{ijkl}^{\text{eff}}$ can be evaluated from the volume averaged stress of an RVE when PBC is applied. The effective properties of the metamaterial will be influenced by both the material symmetries of its components and how they are arranged within the microscale RVE. Computationally, periodic displacement boundary conditions corresponding to appropriate unit average strains are applied, and then the average stresses are calculated using FEM of choice to obtain the effective stiffness matrix.

For PBC, the average stress is calculated from the average of a particular traction over a particular edge as derived above. When using FEM, the average tractions are calculated from the corresponding edge nodal forces. The expression in Equation 3.11 is utilized in the immersed interface FEM to calculate the effective stiffness matrix. Nodal forces, as shown in the upcoming section, are considered direct outputs of the FEM, thus simplifying the sensitivity analysis.
3.2 Immersed Interface FEM

The Petrov-Galerkin formulation for a rectangular immersed-interface element has been presented in Chapter 2 (Kaudur and Patil [172]). A brief overview of the formulation will be provided in this section. The IIFEM code was specialized for periodic displacement constraints. Also, nodal forces along the edge are considered as unknowns along with the nodal displacements. This facilitates the efficient calculation of the effective stiffness matrix and performing sensitivity analysis.

A linear approximation of the interface is considered in each immersed element as shown in Figure 3.1. The linear interface $\Gamma_e$ divides the rectangular domain of the finite element $\Omega_e$ into two subdomains $\Omega^-_e$ and $\Omega^+_e$ as shown in Figure 3.1. Independent bilinear polynomials are used in each domain[33]. The trial functions in the immersed element are such that the displacement components are coupled. The trial function vector $\Phi(x, y)$ can be represented as follows:

$$\Phi(x, y) = \begin{cases} 
\Phi^-(x, y) = \begin{pmatrix} u^-(x, y) \\
v^-(x, y) \end{pmatrix} = \begin{pmatrix} c_1 + c_2x + c_3y + c_4xy \\
c_5 + c_6x + c_7y + c_8xy \end{pmatrix} & \forall (x, y) \in \Omega^-_e \\
\Phi^+(x, y) = \begin{pmatrix} u^+(x, y) \\
v^+(x, y) \end{pmatrix} = \begin{pmatrix} c_9 + c_{10}x + c_{11}y + c_{12}xy \\
c_{13} + c_{14}x + c_{15}y + c_{16}xy \end{pmatrix} & \forall (x, y) \in \Omega^+_e 
\end{cases}$$

(3.13)

To determine the 16 unknown constants within the trial functions, a system of 16 linear equations has to be solved. The FE function’s value at the four nodes for the two displacements yields eight conditions. Due to the bilinear nature of the approximating functions, ensuring FE function continuity across the interface necessitates six equations. Additionally, maintaining traction continuity in an integral sense at the interface contributes
To achieve continuity, the conventional approach involves enforcing continuity across two interface points and continuity of the mixed partial derivative. This leads to numerical ill-conditioning when the interface length approaches zero. To avoid this, it can be replaced with displacement, slope, and the mixed partial derivative continuity at the midpoint of the interface. Traction continuity implies the involvement of kinetics in the calculation of trial functions, unlike purely kinematical considerations for conventional FEM. Thus the trial functions are dependent on the interface geometry and relative material properties of the two materials.

The trial functions generated using the aforementioned procedure are coupled. A deformation at a node along the $x$-direction will result in deformations in both the $x$ and $y$ directions at locations other than the prescribed nodes. IIFEM trial functions result in a nonconforming displacement field along the edges that intersect with an immersed material interface. Along these edges, a non-material or overlap region can be observed. While the displacement discontinuity may appear nonphysical, it is small and converges to zero with mesh refinement (like any other discretization error). As the mesh size decreases, the local solution in the immersed element approaches a piecewise constant strain and stress state, and the
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IIFEM trial function space can exactly represent this general solution. For more details on eliminating the ill-conditioning during trial function calculation, numerical integration, and verification such as patch test see Chapter 2 (Kaudur and Patil [172]).

Care needs to be taken when modeling voids in an immersed element. In general, voids can be modeled as an ersatz material [118] with modulus less than or equal to \(10^{-3}\) times the solid material and the Poisson’s ratio the same as that of the solid material that surrounds it. Trial functions of an immersed element for a high material property ratio with some interface configurations cannot be generated as the coefficient matrix used during its calculation becomes singular. The existence of such singular configurations for various modulus ratios and for some sets of Poisson’s ratio has been shown in [33]. A specific case is provided for the triangular elements with linear trial functions, while only bounds ensuring solvability are provided for the rectangular elements with bilinear trial functions. The interface traction magnitudes are high for singular configurations. The traction discontinuity becomes very large for all the configurations very close to the singularity. This is the result of traction continuity being not exactly satisfied for bilinear rectangular elements. Remedies to overcome such issues for extreme moduli ratios and Poisson’s ratio values is an ongoing research. When the modulus of the softer material is \(10^{-2}\) times that of the solid material and for Poisson’s ratio of 0.3, no singular configurations were found with bilinear IFE.

The displacement approximation over each element is given by:

\[
\mathbf{u}^e(\mathbf{x}) = \sum_{i=1}^{8} \phi_i^e(\mathbf{x})u_i^e
\]  

(3.14)

where \(u_i^e\) are the eight element nodal degrees of freedom. \(\phi_i\)’s are the trial functions. \(\phi_i\)’s over non-immersed element are the same as conventional FE shape functions, while \(\phi_i\)’s on immersed element are calculated as described above and are dependent on the properties of
the two materials and the geometry of the immersed interface.

The test function is represented by:

\[ v^e(x) = \sum_{i=1}^{8} \psi^e_i(x)v^e_i \]  

where \( v^e(x) \) is test function over the element, represented as a linear combination of linearly independent nodal test functions \( \psi^e_i(x) \) which are the conventional nodal FE shape functions for all elements.

A Petrov-Galerkin formulation is employed to transform the vector equilibrium equation from its differential (strong) form into a weak form. In Voigt notation, the 2D linear elasticity equilibrium equation is expressed as follows:

\[ \mathbf{D}^T \cdot (\mathbf{C}(x) \cdot \mathbf{D} \cdot \mathbf{u}(x)) + \mathbf{f} = 0 \quad x \in \Omega \]  

where \( \mathbf{D} \) is the 3 \times 2 differential operator in Voigt notation, \( \mathbf{C} \) is the constitutive matrix, \( \mathbf{u} \) is the 2 \times 1 displacement field over the domain \( \Omega \), and \( \mathbf{f} \) is the 2 \times 1 applied body force field per unit area (which for metamaterial design is zero). The weak form can be obtained by performing a dot product with test functions, followed by integration by parts and then applying Green’s theorem:

\[ - \int_{\Omega} [(\mathbf{C}(x) \cdot \mathbf{D} \cdot \mathbf{u}(x))] \cdot [\mathbf{D} \cdot \mathbf{v}(x)]dA + \int_{\partial \Omega} \mathbf{T} \cdot \mathbf{v}(x)ds + \int_{\Omega} \mathbf{f} \cdot \mathbf{v}(x)dA = 0 \]  

where \( \partial \Omega \) is the boundary of the domain, and \( \mathbf{T} \) is the traction on the boundary given by \( \mathbf{T} = n^T \cdot \mathbf{C} \cdot \mathbf{D} \cdot \mathbf{u}(x) \), \( n \) represents 3 \times 2 matrix of the outward normals, and \( \mathbf{v}(x) \) is the vector test function or the weight function of the equivalent weighted residual formulation.

The above equation should hold for all admissible test functions.
Let $e$ be the set of all elements, $\Omega_e$ be the domain of each element, $\gamma_b$ be the intersection of an element boundary with the domain boundary, and $T^b$ be the prescribed or unknown traction on the boundary. Nodal trial functions and test functions are substituted into Equation 3.17 and after simplification, equilibrium equations can be written for each global degree of freedom. Consider an arbitrary node with corresponding global degree of freedom $d$. A set of elements $e_d$ are connected to it. If it is on the boundary, we also have a set of boundary faces $b_d$ connected to it. The equation of equilibrium corresponding to the global degree of freedom $d$ is as follows:

$$
\sum_{e} \int_{\Omega_e} \left[ \left( C(x) \cdot D \cdot \sum_{i=1}^{8} \phi_i^{e}(x) u_i^{e} \right) \cdot \left[ D \cdot \psi_{id-e}^{e}(x) \right] \right] dA = \sum_{b_d} \int_{\gamma_b} T^b \cdot \psi_{id-e}^{e}(x) ds \left\{\begin{array}{l}
\text{zero for an interior node} \\
+ \sum_{e} \int_{\Omega_e} f \cdot \psi_{id-e}^{e}(x) dA
\end{array}\right. (3.18)
$$

where $id-e$ is the element degree of freedom corresponding to the global degree of freedom $d$ in element $e$, and $T^b$ is the traction on the boundary edges. The details of this derivation and the consequences of the trial functions being non-conformal and test functions being conformal are provided in [50]. This leads to discretized equation of the form $KU = F$.

### 3.2.1 Nodal forces as DOFs in the Petrov-Galerkin formulation

For a Galerkin-based approach, multipoint constraint problems can be framed as constrained optimization problems. The weak form of the governing equations can be obtained by finding a functional that should be minimized while satisfying specific constraints. Integrating the multipoint constraints directly into the functional involves using Lagrange multipliers or penalty methods.
Calculating Lagrange multipliers, which physically correspond to the nodal forces, provides a simple way of obtaining the average of the nodal forces along the edges. This can be used to calculate the effective stiffness matrix. It also facilitates sensitivity analysis. However, a functional minimization problem does not exist in the case of Petrov-Galerkin methods. A different approach will be taken for the Petrov-Galerkin based IIFEM which results in a set of discretized equations similar to those obtained from using Lagrange multipliers and Galerkin approach. In the Petrov-Galerkin case, once the weak form is generated, the terms involving tractions on the boundary edges can be assumed as unknowns calculated during the solution process.

Consider a rectangular domain of dimensions $a \times b$. The periodic boundary conditions can be expressed in terms of the displacement components on edge pairs. For instance, if we set the origin of the mesh coordinate system at the lower-left corner of the RVE, the periodic conditions for x-extension can be written as follows:

$$
\begin{align*}
    u(a, y) &= u(0, y) + \epsilon_{xx}^0 a \\
    v(a, y) &= v(0, y) \\
    u(x, b) &= u(x, 0) \\
    v(x, b) &= v(x, 0)
\end{align*}
$$

(3.19)

For extension in y-direction, the relative displacement applied to obtain non-zero uniform strain is as follows:

$$
    v(x, b) = v(x, 0) + \epsilon_{yy}^0 b
$$

(3.20)

For simple shear in the xy-plane, the relative displacement applied to obtain non-zero uniform
simple shear strain has multiple possibilities. The following condition will be used:

$$u(x, b) = u(x, 0) + \gamma_{xy}^0 b$$ \hfill (3.21)

Because IIFEM always deals with Cartesian mesh, applying periodic displacement boundary conditions is straightforward even if the domain has complex inclusion shapes. For a rectangular domain, edge nodes corresponding to the same $x$ coordinates at $y = 0$ and $y = b$ are always present. Similarly, there are edge nodes with identical $y$ coordinates at $x = 0$ and $x = a$. The matrix form of the constraint equations in terms of nodal displacements of the FEM is as follows:

$$LU - Q = 0$$ \hfill (3.22)

where $U$ are the unknown nodal displacements.

Similar to Lagrange multipliers-based equations in Galerkin-based approaches, the nodal forces show up in the equations of equilibrium with the same coefficients as the coefficients of the corresponding nodal displacements in the constraint equation 3.22.

Consider the equilibrium equation for a nodal degree of freedom on the boundary edges given by equation 3.18. The components of the term $\sum_{bd} \int_{\gamma_b} T^b \cdot \psi^e_{i_d} (x) ds$ represents the nodal force on the edge node associated with the direction of the corresponding nodal degree of freedom. When periodic displacement conditions are applied, the traction/nodal forces on these edges required to achieve such displacements will be unknown. Let $\lambda^x_i$ and $\lambda^y_i$ be the unknown $x$-direction and $y$-direction nodal force, respectively on a node in the positive boundary edges whose global node number is $i$. Here, the positive boundary edge corresponds to the edge whose outward normal aligns with the positive coordinate direction. It can be shown that the normal and tangential stresses on the boundary edges are also periodic if the displacements are periodic. Thus, the tractions on the positive/negative edge pairs are
equal and opposite. This means the \( x \) and \( y \)-direction nodal force on the corresponding node in the negative boundary edge is equal to \( -\lambda_i^x \) and \( -\lambda_i^y \), respectively. Equation 3.18 after numerical integration, with both boundary nodal forces and all nodal displacements as
unknowns, can be written as follows:

\[
\begin{bmatrix}
K & L^T \\
L & 0
\end{bmatrix}
\begin{bmatrix}
U \\
\Lambda
\end{bmatrix} =
\begin{bmatrix}
F \\
Q
\end{bmatrix}
\]  

(3.23)

where \(K\) is the global stiffness matrix, \(\Lambda\) is the set of unknown nodal forces. Note that \(K\) is not symmetric but the constraints and the effect of constraint forces is symmetric.

For illustration of the application of PBC, consider a square domain with Cartesian mesh as shown in Figure 3.2a. Figures 3.2b, 3.2c, and 3.2d correspond to \(x\)-extension, \(y\)-extension and shear cases with PBC, respectively. The four corner nodes belong to both right-left and top-bottom pairs of periodic boundary conditions. In total, there are eight equations for eight corner nodal degrees of freedom but two of the equations are redundant. These redundant equations (a few choices available), for example, displacement relation between the top-right and the bottom-right corner node can be replaced with pinned boundary condition of the origin node. Also, this necessitates the addition of two unknown nodal forces corresponding to these constraints. Restricting the degrees of freedom of the origin eliminates translation.

In order to partially verify the effective property calculation using the edge nodal forces, a domain without inclusion was considered. The effective properties obtained from such a unit cell are the same as the prescribed material properties.


3.3 Design space parametrization and sensitivity analysis

3.3.1 Level set-based design parametrization

The Wendland function is a radial basis function that can be used to interpolate the level set function \([203]\) for shape and topology optimization \([165]\). Globally supported and compactly supported radial basis functions (GSRBF and CSRBF) are the two variants that have been widely used. GSRBF generates a full dense matrix which affects the computational efficiency when approximating systems with a large amount of interpolating points. CSRBF with matrix sparseness, strictly positive definiteness, and Lipschitz continuity of the interpolation \([204, 205, 206]\) is ideal for topological shape optimization problems. In this study, CSRBF with \(C^2\) continuity will be used to represent the inclusion boundary for the topological shape optimization problems. The Wendland function with \(C^2\) continuity is defined as follows \([204]\):

\[
\phi(r) = \left[ \max(0, (1 - r))^4 \right] (4r + 1) \tag{3.24}
\]

where \(r\) is the radial coordinate and is defined in two-dimensional space as follows:

\[
r = \frac{\sqrt{(x - x_i)^2 + (y - y_i)^2}}{d_{mI}} \tag{3.25}
\]

where \((x, y)\) is the coordinate of a point, \(d_{mI}\) is the radius of support of a given function as it controls when \(r\) exceeds one, and \((x_i, y_i)\), called a knot, is the center of the domain of the \(i^{th}\) function.

Proper choice of the radius of support ensures the uniqueness of the function interpolation and guarantees computational efficiency. A large radius will increase the computational
cost whereas a small one will restrict the representation capability. Therefore, experience in selecting a radius of support is often needed [95]. With proper arrangement of the CSRBFs within the domain, they can approximate complicated functions with desirable completeness and high accuracy. A good choice of radius of support also ensures robustness with respect to small changes in the value of the support and the $C^2$ functions are smooth enough to ensure a good approximation. Using the CSRBF, the level set function can be obtained by placing the CSRBFs at their pre-specified knots over the whole design domain, as follows:

$$F(x) = \sum_{i=1}^{N} \phi_i(x)a_i$$ \hspace{1cm} (3.26)

where $\phi_i(x) = \phi(r(x, x_i))$ are the Wendland functions and $a_i$’s are the expansion coefficients and $N$ denotes the number of knots.

The initial values for the generalized expansion coefficients are calculated by solving $B_{ij}a_{i init} = b_j$, where the interpolation values $b_j \in \mathbb{R}$ at knot locations are assumed. The $B$ matrix is well conditioned and invertible because of the positive definiteness of the CSRBF’s [203]. Given the interpolating data of the level set function values at the knots, we can uniquely determine the level set function.

Nodal locations of the analysis mesh can be chosen as knot locations. If less number of knots are desired, a separate mesh can be created whose nodal locations are the knots. A few example inclusions (zero contour of the level set function) generated from the level set interpolation through Wendland functions are shown in Figure 3.3. Knots in these examples are nodal locations of a $40 \times 40$ square mesh. There are multiple ways to generate simple inclusions. For example, known level set functions can be used for circular or elliptical inclusions to find $b_j$ at knot locations from which the expansion coefficients can be calculated. Scaling of coefficients should be properly done for optimization if a large
number of circular/elliptical inclusions are considered. For other simple shapes, appropriate positive and negative values can be assigned at desired nodal/knot locations and Wendland expansion coefficients can be calculated.

![Figure 3.3: Example inclusions in a square domain: zero contours of the Wendland level set function.](image)

### 3.3.2 Sensitivity analysis

For gradient-based optimization, the sensitivities of the response parameters with respect to the design variables are needed. In this study, the expansion coefficients of the Wendland level set function are the design variables. In structural optimization problems, to get the gradient of responses like displacements or stresses, it is essential to calculate derivatives of the global stiffness matrix with respect to the design variables. The elemental stiffness matrix of an immersed element has a functional dependence on the design variables that control the interface location, whereas the derivative of the elemental stiffness matrix of a non-immersed element is zero.

Consider the immersed interface finite element shown in Figure 3.1. Here \( p_5 = (x_5, y_5) \) and \( p_6 = (x_6, y_6) \) are the intersection points, and let \( p_{gpp}^i = (x_{gpp}^i, y_{gpp}^i) \) be the Gauss points. Let \( d_i \) be the design variables and \( F(x, y, d_i) \) be the Wendland level set function whose value is zero on the material interface.
To efficiently calculate sensitivities for a large number of design variables, two things are considered. Firstly, an adjoint sensitivity formulation is used. Secondly, the stiffness matrix derivative is calculated with respect to intersection points first. This part of the calculation does not change with changes in design variables and can be calculated beforehand for a general immersed element. Then, the derivative of intersection points with respect to the design variables is calculated. That is, the derivative of the element stiffness matrix $K_{ij} \equiv K_{ij}(x_5(d_i), y_5(d_i), x_6(d_i), y_6(d_i))$, is as follows:

$$
\frac{\partial K_{ij}}{\partial d_i} = \frac{\partial K_{ij}}{\partial x_5} \frac{\partial x_5}{\partial d_i} + \frac{\partial K_{ij}}{\partial y_5} \frac{\partial y_5}{\partial d_i} + \frac{\partial K_{ij}}{\partial x_6} \frac{\partial x_6}{\partial d_i} + \frac{\partial K_{ij}}{\partial y_6} \frac{\partial y_6}{\partial d_i} 
$$

(3.27)

Level set functions are used to calculate the intersection points. More specifically, level set values at the finite element node locations are utilized. The intersection points are thus related to the design variables via the level set functions. Hence, $\frac{\partial x_5}{\partial d_i}$, $\frac{\partial y_5}{\partial d_i}$, $\frac{\partial x_6}{\partial d_i}$ and $\frac{\partial y_6}{\partial d_i}$ can be easily calculated [172]. To calculate $\frac{\partial K_{ij}}{\partial x_5}$, $\frac{\partial K_{ij}}{\partial y_5}$, $\frac{\partial K_{ij}}{\partial x_6}$ and $\frac{\partial K_{ij}}{\partial y_6}$, functional dependence of the element stiffness matrix with respect to the intersection points has to be derived. The functional relationship is as follows:

$$
K_{ij} \equiv K_{ij}(\frac{\partial \phi_j}{\partial x}(p_{gp}(p_5,p_6),p_5,p_6), \frac{\partial \phi_j}{\partial y}(p_{gp}(p_5,p_6),p_5,p_6), \frac{\partial \psi_i}{\partial x}(p_{gp}(p_5,p_6)), \frac{\partial \psi_i}{\partial y}(p_{gp}(p_5,p_6)), \frac{\partial W_{gp}}{\partial x_5}(p_5,p_6), \frac{\partial W_{gp}}{\partial y_5}(p_5,p_6))
$$

(3.28)

The sensitivity of the stiffness matrix with respect to intersection point coordinates $x_5$ and $y_5$ using chain rule can be written as follows:

$$
\begin{align*}
\frac{dK_{ij}}{dx_5} & \equiv \frac{\partial K_{ij}}{\partial x_5} \frac{D\phi_j}{Dx_5} + \frac{\partial K_{ij}}{\partial \psi_i} \frac{D\psi_i}{Dx_5} + \frac{\partial K_{ij}}{\partial \psi_i} \frac{D\psi_i}{Dx_5} + \frac{\partial K_{ij}}{\partial W_{gp}} \frac{D\psi_i}{Dx_5} \\
\frac{dK_{ij}}{dy_5} & \equiv \frac{\partial K_{ij}}{\partial y_5} \frac{D\phi_j}{Dy_5} + \frac{\partial K_{ij}}{\partial \psi_i} \frac{D\psi_i}{Dy_5} + \frac{\partial K_{ij}}{\partial \psi_i} \frac{D\psi_i}{Dy_5} + \frac{\partial K_{ij}}{\partial W_{gp}} \frac{D\psi_i}{Dy_5}
\end{align*}
$$

(3.29)
where \( \frac{D}{Dx_5} \) is defined as follows:

\[
\frac{D}{Dx_5} = \sum_k \left[ \frac{\partial x^k_{gp}}{\partial x_5} \frac{\partial}{\partial x} \right]_x + \sum_k \left[ \frac{\partial y^k_{gp}}{\partial x_5} \frac{\partial}{\partial y} \right]_y + \frac{\partial}{\partial x_5} \tag{3.30}
\]

The final term in the above expression \( \frac{\partial}{\partial x_5} \) can be ignored for the cases where such dependence is not present, such as in the case of test functions. Similar stiffness sensitivity equations can be written for derivatives with respect to \( x_6 \) and \( y_6 \). The derivatives \( \frac{\partial K_{ij}}{\partial \phi_{j,x}}, \frac{\partial K_{ij}}{\partial \phi_{j,y}}, \frac{\partial K_{ij}}{\partial \psi_{i,x}}, \frac{\partial K_{ij}}{\partial \psi_{i,y}}, \frac{\partial K_{ij}}{\partial W_{gp}} \) are obtained from the definition of stiffness matrix [172]. Whereas, \( \frac{D\phi_{j,x}}{Dx_k}, \frac{D\phi_{j,y}}{Dx_k}, \frac{D\psi_{i,x}}{Dx_k}, \frac{D\psi_{i,y}}{Dx_k} \) is obtained from the definition of trial functions of the immersed element [172]. As indicated earlier \( \frac{\partial \psi_{i,x}}{\partial x_k} \) and \( \frac{\partial \psi_{i,y}}{\partial x_k} \) are zero as the test functions are standard FE test functions and do not depend on the interface location. For more details on the evaluation of various intermediate derivatives and a slightly different treatment of sensitivities in the case of immersed elements, see Chapter 2 (Kaudur and Patil [172]).
3.4 Level set-based topology optimization

3.4.1 Optimization formulation

A general optimization problem with specified volume/area constraint can be formulated as follows:

\[
\begin{align*}
\min_d & \quad f(U(d_k), d_k) \\
\text{s.t.} & \quad K(d_k)U(d_k) = F \\
& \quad \frac{A(d_k)}{A_0} = A_f \\
& \quad g_l(U(d_k), d_k) \leq 0 \quad \text{where} \quad l = 1, 2, \ldots, n \\
& \quad d_{lb} \leq d_k \leq d_{ub}
\end{align*}
\]  

(3.31)

where, \( f \) is the objective function, \( \frac{A(d_k)}{A_0} \) denotes volume fraction of the solid material, \( A_f \) is the specified volume fraction, \( g_j \) denotes the inequality constraint functions, \( d_k \) are the design variables, \( U(d_k) \) is the solution of the analysis equations, \( K(d_k)U(d_k) = F \), where, \( K(d_k) \) is the global stiffness matrix, and \( F \) is the force vector.

One significant challenge in traditional level set-based optimization methods arises from the fact that the nodal coordinates in a FEM discretization depend on the design variables. Consequently, we must compute the sensitivity of nodal coordinates with respect to the design variables. However, an immersed interface-based optimization scheme eliminates the need for this computation.

To perform gradient-based optimization, gradients for both the objective and constraint functions with respect to the design variables have to be calculated. The objective function
gradient obtained by applying chain rule to Equation 3.35 is as follows:

\[
\frac{Df}{Dd_k} = \frac{\partial f}{\partial U} \frac{DU}{Dd_k} + \frac{\partial f}{\partial d_k}
\] (3.32)

Since, \( KU = F \), and \( F \) is independent of the design variables, we can write

\[
K \frac{DU}{Dd_k} + \frac{DK}{Dd_k} U = 0
\]

\[
K \frac{DU}{Dd_k} = -\frac{DK}{Dd_k} U
\] (3.33)

where \( \frac{DK}{Dd_k} \) can be calculated using Equation 3.29. Thus, \( \frac{DU}{Dd_k} \) is obtained by solving the system of linear equations given by Equation 3.33. \( \frac{DU}{Dd_k} \) is then substituted into Equation 3.32 to obtain \( \frac{Df}{Dd_k} \). This is called the direct approach and involves solving the linear system of equations 3.33 \( N \) times, where \( N \) corresponds to the number of design variables. For problems with a large number of design variables, the direct approach is not computationally efficient. Substituting Equation 3.33 into Equation 3.32, we have

\[
\frac{Df}{Dd_k} = -P^T \frac{DK}{Dd_k} U + \frac{\partial f}{\partial d_k}
\] (3.34)

where

\[
P^T = \frac{\partial f}{\partial U} K^{-1} \implies K^T P = \frac{\partial f^T}{\partial U}
\] (3.35)

In order to calculate the sensitivities of the objective function, Equation 3.34 is utilized. The sensitivities of equality and inequality constraint functions can be calculated in a similar manner. The number of times the linear system of equations in Equation 3.35 needs to be solved is equal to the number of objective and constraint functions (for displacement-dependent constraint functions). This is called the adjoint approach. This approach is computationally efficient for a large number of design variables, and less number of objectives
and constraint functions.

For the optimization algorithm, Sequential Quadratic Programming (SQP) [194, 195] is used. The algorithm uses a quadratic programming subproblem in which a merit function with specific penalty parameters is used. A line search procedure is also employed once the SQP gives a direction. The Hessian is approximated using the BFGS quasi-Newton method. The stopping criteria used are the maximum constraint violation, the maximum magnitude of the search direction, and the modified Lagrangian gradient all being less than the corresponding specified values.

### 3.4.2 Topology optimization

To demonstrate the capability of the present approach in performing level-set based topology optimization, cantilever beam and Michell structure problems are considered in the context of minimizing structural compliance. The compliance or stored elastic energy is given as $f = F^T U$.

**Cantilever beam**

Consider a cantilever beam with a length-to-height ratio of 2 as shown in Figures 3.4a and 3.4b. The left edge is fixed, and a concentrated vertical force $F = 0.1$ is applied. Two cases are considered for the location of the load. For case 1, consider the load at the center point of the right edge as shown in Figure 3.4a. For case 2, the load is applied at the bottom corner of the right edge as shown in Figure 3.4b. The objective function is to minimize the structural strain energy or compliance. The design domain is discretized with a $64 \times 64$ Cartesian mesh with plane stress elements. The material properties are as follows: Young’s modulus for solid material is 1, for the void it is $10^{-4}$ and Poisson’s ratio for both materials.
is 0.3. For the immersed elements, void modulus can be $10^{-2}$ to preclude any possibility of a singularity in the trial function calculation for any interface location.

Two initial conditions are considered for each case as shown in Figures 3.5a and 3.5b. Symmetry is exploited while solving case 1. Just the bottom half of the domain is the design space and appropriate symmetry boundary conditions are applied. The material usage is limited to 50% in this case. The knots for the level-set parametrization coincide with the finite element nodes. Thus, the number of design variables is $65 \times 33 = 2145$. The support radius is 3.5 times the largest side length of an element. As indicated in the previous section, an experience or some trial runs were required to choose the support radius that ensures desired smoothness with high accuracy. A very high value increases the computational cost and a very low value does not provide desired flexibility.

The stopping criteria used for SQP are as follows: maximum constraint violation ($\max(g)$) is less than equal to $10^{-5}$, modified Lagrangian gradient (KTO) is less than equal to $10^{-6}$, and maximum magnitude of the search direction ($\max(S)$) is less than equal to $10^{-3}$ [194].

The optimized topology for case 1 obtained for the two starting conditions are as shown in Figures 3.6a and 3.6b. The compliance values for the final designs are 0.5908 and 0.5968,
Figure 3.5: Initial designs considered for the compliance minimization problems for case 1 and case 2: (a) cases 1a & 2a; (b) cases 1b & 2b.

respectively. The iteration plots for these two designs are shown in Figure 3.7a. Beyond roughly 50 iterations, the optimizer primarily focuses on refining the boundaries. Proper scaling has to be employed for the design variables and the objective function to ensure fast convergence. The number of iterations also depends on the stopping criteria.

Figure 3.6: Optimal designs obtained from different initial designs for the cantilevered beam problem as given in case 1 and case 2: (a) case 1a; (b) case 1b; (c) case 2a; (d) case 2b.

For the optimization problem in case 2, the entire domain is considered. The knots
coincide with the nodes of the finite element mesh. Thus, the number of design variables is $65 \times 65 = 4225$. The support radius is 3.5 times the largest side length of an element. The optimized topology obtained for the two initial designs for case 2 is depicted in Figures 3.6c and 3.6d. The compliance values for the final designs are 0.6704 and 0.6708, respectively. The iteration plots are as shown in Figure 3.7b. Convergence is within 150 iteration for the first sub-case and 250 for the other design. Although not illustrated here, analogous final topologies with similar compliance values are obtained from alternate initial designs for both cases. The optimal design showcases variability in the number of holes, a trend consistent with findings reported in the literature.

**Michell-type structure**

A vertical point load is applied at the center point of the bottom edge of the Michell-type structure (Figures 3.8a,b). Two cases are considered for the boundary conditions. In one of the cases, the bottom-left corner is a pinned support while the bottom-right corner is supported as a roller shown in Figure 3.8a. We will call this case 3. In case 4, the bottom-
left and the bottom-right corner are pinned as shown in Figure 3.8b. Young’s modulus for solid material is 1, for the void it is $10^{-4}$ and Poisson’s ratio for both materials is 0.3. The allowed material usage is limited to 45% for both cases, and the applied concentrated force $F$ is 0.1. The plate length to height ratio is 2. In both cases, symmetry is exploited. Only the right half of the domain is considered for optimization. Case 3 involves the implementation of a pinned support at the bottom left corner to eliminate rigid body rotation. To maintain symmetry, it can be presumed that rollers are positioned on both corners. The objective is to minimize compliance. The symmetry design domain is discretized with a $32 \times 64$ Cartesian mesh. The number of design variables is $33 \times 65 = 2145$. The support radius and the stopping criteria for the optimization algorithm are the same as in the previous example cases.

Figure 3.8: Illustration of two distinct boundary conditions considered for a rectangular plate with voids subjected to a concentrated load at the center of the bottom edge: (a) a configuration where the bottom-left corner is pinned while the bottom-right corner is supported as a roller (referred to as case 3); (b) a configuration where both the bottom-left and bottom-right corners are pinned (referred to as case 4).

Two initial conditions are considered. When projected to the whole domain it is as shown in Figures 3.9a and 3.9b. The design domain is just the right half of the plate, thus, a symmetry about $x = 1$ line can be observed in the considered initial designs. The optimized topology obtained for the two initial designs for case 3 are given in Figures 3.10a and 3.10b. The
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Figure 3.9: Initial designs considered for the compliance minimization problems for the Michell-type structures in case 3 and case 4: (a) case 3a; (b) cases 3b & 4a; (c) case 4b.

Figure 3.10: Optimal designs obtained from different initial designs for the Michell-type structures in case 3 and case 4: (a) case 3a; (b) case 3b; (c) case 4a; (d) case 4b.

compliance values of the final optimal designs are 0.1448 and 0.1378, respectively. Similar topologies are obtained with other initial designs. For case 4, the optimized designs are as shown in Figures 3.10c and 3.10d. The compliance values of the designs are 0.1006 and 0.1013, respectively. In case 3, additional horizontal members are present in the optimal design, countering deformation in the horizontal direction and subsequently reducing compliance. The number of members linking the bottom center point to the top arch in case 4 exhibits variability based on the chosen initial design. Although not shown here, such variability can
also be observed in case 3. The iteration histories of compliance value for case 3 and case 4 are given in Figures 3.11a and 3.11b, respectively. The objective function displays rapid changes during the initial iterations to meet the volume constraint, followed by a stable decrement as the optimization progresses.

### 3.5 Material design

In this section, several unit cells with extremal or prescribed mechanical properties will be obtained to demonstrate the utility of the proposed method. The main intention of metamaterial design is to obtain the material cell with the desired stiffness or mechanical property, which includes the maximum bulk modulus, maximum shear modulus, prescribed Poisson’s ratio, and negative Poisson’s ratio.
The general optimization problem for material design can be formulated as follows:

\[
\min_d f = g(L_{ij}^{\text{eff}}(U(d_k), d_k))
\]

with \(i = 1, 2, 3\) \& \(j = 1, 2, 3\)

\[
\text{s.t. } K(d_k)U(d_k) = F \\
A(d_k) / A_0 = A_f \\
g_l(U(d_k), d_k) \leq 0 \quad \text{where} \quad l = 1, 2, .., m \\
d_{lb} \leq d_k \leq d_{ub}
\]

(3.36)

where \(U(d_k)\) contains both displacements and edge nodal forces and is obtained as the solution of the analysis equations \(K(d_k)U(d_k) = F\). Here \(K(d_k)\) is the augmented matrix that contains coefficients of the constraint equations (Equation 3.23).

The steps involved in the non-conformal Petrov-Galerkin IIFEM (ncPG-IIFEM) with level-set based optimization for material microstructural design can be summarized as follows:

1. Define the boundary value problem.
2. Generate a Cartesian mesh.
3. Consider multiple initial designs. Initialize design variables \(d_k = d_{k_0}\).
   
   (a) Use level-set based design parametrization.
4. Implement ncPG-IIFEM:
   
   (a) Generate the global augmented stiffness matrix and the global force vector.
   (b) Solve for nodal displacements and edge nodal forces.
5. Compute objective and constraint functions.
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(a) Each component of the effective constitutive matrix is calculated as follows: \( C^T U \), where \( C \) is an appropriate coefficient vector depending on the component required.

(b) The objective or the constraint functions can be a linear or a nonlinear function of the components of the effective constitutive matrix.

6. Compute the sensitivities of the objective and the constraint functions.

(a) Use the adjoint method to compute gradients.

7. Use an appropriate gradient-based optimization algorithm.

8. Select a stopping criteria based on the optimization algorithm.

9. Obtain the desired unit cell corresponding to the optimized design variable values.

In the upcoming sections, several numerical examples corresponding to specific mechanical properties are provided to demonstrate the effectiveness of the proposed optimization formulation.

3.5.1 Maximising Bulk Modulus without Material Symmetry Constraints

In this section, micro-structured materials with maximum bulk modulus are obtained for various volume fractions. The objective function which is the bulk modulus is given as follows:

\[
K = \frac{1}{4} \sum_{i,j=1}^{2} L_{i,j}^{\text{eff}}
\]  

(3.37)

where \( L_{i,j}^{\text{eff}} \) represents effective stiffness matrix in Voigt notation. Here, material symmetry constraints are not imposed. However, it is worth noting that many initial designs under
consideration exhibit 2D-square (cubic in 3D) symmetry, leading to optima with the same symmetry. Isotropic and square symmetric cases exhibit uncoupled volumetric and deviatoric responses. In the context of orthotropic or anisotropic material symmetries, it is important to recognize that the bulk modulus measure considered cannot be directly derived from the standard definition of the bulk modulus \( K = \frac{p}{\varepsilon_{vol}} \) under general applied strains due to the coupled volumetric and deviatoric responses. Nevertheless, in such scenarios involving general material symmetries, if applied strains of \( \varepsilon_{11} = \varepsilon_{22} = 0.5\varepsilon_{vol} \) and \( \gamma_{12} = 0 \) are considered, where \( p = 0.5(\sigma_{11} + \sigma_{22}) \) denotes the pressure, the measure in Equation 3.37 can be recovered from the conventional definition of the bulk modulus.

The Young’s modulus and Poisson’s ratio of the solid material and the void considered for this case are the same as the compliance minimization problems. Thus, the bulk modulus \( (K_s) \) and the shear modulus \( (G_s) \) of the solid material are 0.7143 and 0.3846, respectively. The design domain which is comprised of a square unit cell is discretized with a \( 60 \times 60 \) Cartesian mesh. Plane stress elements are considered. From now on, voids will be represented in black, while the solid material will be depicted in yellow.

![Figure 3.12: Initial designs for maximizing the bulk modulus: (a) case 1; (b) case 2; (c) case 3; (d) case 4; (e) case 5; (f) case 6.](image)

It is well known that there are many local optimums for the problem of design of microstructured materials. Moreover, it is also known that many different topologies of unit cells can correspond to the same mechanical property. In order to study the influence of initial designs of the material cell on the optimized solution and to study the various local optimal
designs, several initial material layouts are considered. Various distributions of voids in the initial designs are tested. For conciseness, only a few initial layouts which result in distinct optimal designs are presented here. Three different solid material volume fractions, mainly 0.3, 0.4, and 0.55 are considered. The knots for the level-set parametrization coincide with a different $30 \times 30$ uniform mesh. Thus, the number of design variables is $31 \times 31 = 961$. The support radius is $\frac{7}{3}$ times the side length of an element of the mesh used to generate the knots. The stopping criteria used for SQP is: $\max(g) = 10^{-5}$, $KTO = 10^{-5}$, $\max(S) = 10^{-3}$.

![Figure 3.13](image)

Figure 3.13: Maximal bulk modulus microstructures: (a)-(f) Final optimal material layout for the volume fraction of 0.3 with corresponding bulk modulus values; (g)-(l) $3 \times 3$ repetitive material cells corresponding to the optimal designs

The six initial designs considered are shown in Figure 3.12. The initial design in case 1 involves a uniform distribution of four voids within the domain and an additional six voids positioned along each of the outer edges, as illustrated in Figure 3.12(a). Case 4 features a circular distribution of voids. Various configurations in terms of void count, shape, and distribution are observable across the initial design cases 2, 3, 5, and 6. The optimal designs obtained for a volume fraction of 0.3 are given by Figures 3.13(a)-(f). These correspond to initial design cases 1-6 in figure 3.12, respectively. The initial designs are
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guided towards neighboring topological configurations by the optimizer, especially if such optimal solutions exist within the proximity of the initial designs. Also, the final designs of material cells feature smooth structural boundaries and distinct material interfaces due to the use of the parametric level set method. A diverse array of member alignments is possible, encompassing not only vertical, horizontal, and diagonal orientations but also various other alignments. Additionally, the optimal designs feature the incorporation of circular members and honeycomb structures. This suggests that while the designs differ significantly in their topologies, they effectively achieve a similar maximal bulk modulus, showcasing the possible varieties in structural arrangements for achieving optimal material behavior. The choice among these multiple optima can be made based on additional manufacturing or stress constraints and restrictions on other moduli. The $3 \times 3$ repetitive unit cells for the optimal designs of volume fraction 0.3 are as shown in 3.13(g)-(l). There are other alternate unit cells that generate the same repetitive architecture and thus have the same corresponding bulk modulus. Those unit cells can be obtained by taking a different $1 \times 1$ grid snapshot from the $3 \times 3$ repetitive unit cells or from other initial designs.

The optimal unit cells for volume fractions 0.4 and 0.55 for the same initial material layouts are as shown in Figures 3.14(a)-(f) and Figures 3.15(a)-(f), respectively. The $3 \times 3$ repetitive unit cells for the optimal designs of volume fractions 0.4 and 0.55 are as shown in Figures 3.14(g)-(l) and Figures 3.15(g)-(l), respectively. In many cases, identical topologies are obtained for different volume fractions from the same initial layout. However, it is equally plausible to encounter diverse topologies for different volume fractions originating from the same initial design. At very low volume fractions, if a considerable discrepancy exists between the initial and desired volume fraction, the optimizer rapidly adjusts to meet the prescribed volume constraint. Once this discrepancy is minimized, the optimizer steadily improves the prescribed objective while maintaining the volume fraction nearly constant. This leads to the
3.5. Material design

Figure 3.14: Optimal microstructures of cellular materials with extreme bulk modulus: (a)-(f) Optimal layouts with a volume fraction of 0.4 with the respective bulk modulus values for the corresponding six initial material layouts; (g)-(l) the $3 \times 3$ repetitive material cells corresponding to the optimal designs.

Figure 3.15: Optimal microstructures of cellular materials with extreme bulk modulus: (a)-(f) optimal layouts for a volume fraction of 0.55 with the respective bulk modulus values for the corresponding six initial material layouts; (g)-(l) the $3 \times 3$ repetitive material cells corresponding to the optimal designs.

emergence of different structural topologies for different volume fractions even under the same initial layouts. More importantly, as will be illustrated in the upcoming section, an optimal
Figure 3.16: Iteration histories for the design of material microstructures with maximal bulk modulus for various volume fractions: (a) 0.3; (b) 0.4; (c) 0.55.

Figure 3.17: Commonly encountered optimal designs for a volume fraction of 0.4 and the corresponding $3 \times 3$ repetitive microstructures from various simple initial designs. These designs are frequently encountered in the literature.

A structural arrangement may not retain its optimality across all volume fractions. This means that a design that is locally optimal for one volume fraction might be sub-optimal when compared to other locally optimal solutions for that specific volume fraction. This results in the optimizer exploring alternative paths in pursuit of better designs under certain conditions. In a few other cases, certain members within the high volume fraction optimal unit cell are extremely thin, thus achieving an identical topology for corresponding low-volume fractions.
becomes unattainable. This discrepancy arises due to the inherent limitations imposed by extremely thin members, rendering the replication of the same topology unfeasible unlike what can occur for lower volume fraction constraints.

Figure 3.16(a)-(c) shows the iteration histories of the bulk modulus under various initial material layouts for 0.3, 0.4, and 0.55 volume fractions, respectively. These plots reveal a consistent pattern: an initial rapid adjustment in the modulus to reach the desired volume fraction, followed by gradual refinements. The majority of the final optimal designs are reached within 50 iterations. Convergence depends on the chosen stopping criteria, and proper scaling of design variables, objectives, and constraint functions. The best local optimal value of bulk modulus for volume fractions 0.3, 0.4, and 0.55 is $0.131K_s$, $0.1904K_s$, and $0.3024K_s$, respectively. As the volume fraction decreases, the decline in bulk modulus is more gradual within the lower volume fraction range. In contrast, in the high-volume fraction regime, this reduction is sharper with decreasing volume fractions.

Several other commonly obtained optimal unit cells for volume fraction 0.4 are displayed in Figures 3.17(a)-(e). These are simpler topologies compared to Figures 3.14(a)-(f). Many simple initial topologies lead to these optimal designs. The $3 \times 3$ repetitive unit cells corresponding to the final designs are as shown in Figures 3.17(f)-(j). These designs align with those frequently encountered as optimal solutions for achieving maximum bulk modulus in the existing literature. In general, the members are aligned in both $x$ and $y$-directions to resist strains in both directions for maximum bulk modulus. However, among these optimal designs, variations are also noticeable. Some configurations exhibit diagonal member alignment, whereas a few have a diverse mix of orientations, featuring combinations of various orientations intermingled with horizontal and vertical members. It is obvious from the obtained optimal unit cells that there are multiple designs of 2D-square symmetry with similar maximal bulk modulus.
3.5.2 Maximising Shear Modulus without Material Symmetry Constraints

In this section, micro-structured materials with maximum shear modulus are obtained for various volume fractions. The shear modulus is given as follows:

\[ G = L_{33}^{\text{eff}} \]  

(3.38)

In the context of general anisotropic material symmetries, this shear modulus measure remains valid only under the application of \( \gamma_{12} \) strain, without the imposition of any other strains (\( \epsilon_{11} = \epsilon_{22} = 0 \)). No such assumptions are required for the isotropic, square symmetric or orthotropic cases to derive the defined measure from the standard definition of shear modulus (\( G = \frac{\sigma_{12}}{\gamma_{12}} \)).

Multiple local optimal designs exist for the same maximal shear modulus. Thus, the influence of initial material layouts has to be studied. The domain, the material properties, and the mesh size are the same as in the previous example problem. For the level set parametrization, the knots are considered to coincide with a 30 \( \times \) 30 mesh, and the support radius is again taken as \( \frac{7}{3} \) times the side length of an element of the mesh used to generate the knots. The stopping criteria for the optimization algorithm are the same as the previous example problem.

Five of the initial designs considered are shown in Figure 3.18. The initial material layouts under consideration encompass varying numbers, distributions, and shapes of voids. Similar to the bulk modulus design problem, only a limited number of initial layouts are shown for illustrative purposes. The optimal designs obtained for a volume fraction of 0.3 are given by Figures 3.19(a)-(e). These correspond to initial material layouts in figure 3.18(a)-
Figure 3.18: Initial designs used for maximizing the shear modulus: (a) case 1; (b) case 2; (c) case 3; (d) case 4; (e) case 5.

(e), respectively. When examining optimal layouts, it becomes apparent that the topological variability in configurations differs between cases involving shear modulus and those involving bulk modulus. In contrast to the considerable variability seen in the alignment and distribution of internal members within a unit cell in cases related to the bulk modulus, the scenario for the shear modulus exhibits lower variability. This distinction is clearly depicted in the $3 \times 3$ repetitive unit cells for the optimal designs as given by 3.19(f)-(j). The shear modulus cases demonstrate more uniformity in their configurations, showcasing a more consistent arrangement of structural elements within the unit cells.

The optimal unit cells for volume fractions 0.4 and 0.55 for the same initial material layouts (Figure 3.18) are as shown in Figures 3.20(a)-(e) and Figures 3.21(a)-(e), respectively. Identical topologies are obtained for different volume fractions from the same initial layout. As anticipated, the optimal unit cell showcases a diagonal arrangement of members. However, it is worth noting that how close the shear modulus for a particular locally optimal topology is to the globally optimal value for that volume fraction can change when different volume fractions are considered. This is evident when examining the material layouts corresponding to Figure 3.19(e), Figure 3.20(e), and Figure 3.21(e) against the other locally optimal designs for those volume fractions.

For instance, in the context of a volume fraction of 0.55, the shear modulus for the mentioned
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Figure 3.19: Optimal microstructures of cellular materials with extreme shear modulus: (a)-(e) final optimal material layout for the volume fraction of 0.3 with corresponding shear modulus values; (f)-(j) $3 \times 3$ repetitive material cells corresponding to the optimal designs.

Figure 3.20: Optimal microstructures of cellular materials with extreme shear modulus: (a)-(e) final optimal material layout for the volume fraction of 0.4 with corresponding shear modulus values; (f)-(j) $3 \times 3$ repetitive material cells corresponding to the optimal designs.
Figure 3.21: Optimal microstructures of cellular materials with extreme shear modulus: (a)-(e) final optimal material layout for a volume fraction of 0.55 with corresponding shear modulus values; (f)-(j) $3 \times 3$ repetitive material cells corresponding to the optimal designs.

layout closely aligns with other optimal values. However, as the volume fraction decreases, a noticeable discrepancy emerges between this specific layout and the rest of the optimal layouts. It becomes increasingly apparent that what is optimal for one volume fraction might not sustain its optimality across varying fractions. The lower volume fraction designs also can be attained by initializing with the final design obtained from higher volume fractions. Leveraging this strategy facilitates rapid convergence, streamlining the optimization process.

Figure 3.22(a)-(c) shows the iteration histories of the shear modulus under various initial material layouts for 0.3, 0.4, and 0.55 volume fractions, respectively. Similar to the bulk modulus design problem, an initial rapid adjustment in the modulus to reach the desired volume fraction can be observed, followed by a gradual fine-tuning. Many of the final optimal designs are reached within 100 iterations. There are a few initial material layouts for which the convergence is slower. The best local optimal values of shear modulus for volume fractions 0.3, 0.4, and 0.55 are $0.2101G_s$, $0.2837G_s$, and $0.4077G_s$, respectively. The
comparison depicted in the plots within Figure 3.23 indicates that, in each instance, the ratio between the optimal shear modulus and the solid material shear modulus surpasses the equivalent ratio observed in the bulk modulus optimal designs. In these plots, the scaled modulus is denoted as $G/G_s$ for the shear case and $K/K_s$ for the bulk case. This is contrasted against the scaled modulus values derived from the rule of mixtures, which is equal to $A_f$ for both cases. In the lower volume fraction range, a more gradual decline in the shear modulus is observed, resembling the behavior seen in the bulk modulus design case.

Figure 3.22: Iteration histories for the design of material microstructures with maximal shear modulus for various volume fractions: (a) 0.3; (b) 0.4; (c) 0.55.

Figure 3.23: Relationship between scaled modulus and volume fraction of bulk and shear modulus optimal designs without material symmetry constraints. These optimal designs inherit the square symmetry of the initial layouts.
Shear strain, represented by the $xy$ component of the strain tensor, for infinitesimal strains, can be visualized as a simultaneous extension at a 45-degree angle and compression at a negative 45-degree angle. For optimal resistance against such deformation, the structural components are ideally oriented along diagonal directions. This is what is observed in the optimal material layouts. However, this assertion might not hold when considering an alternate orientation. Because no restrictions are imposed on material symmetries or the elements of the constitutive matrix, the optimal alignment for resisting shear strains might differ, potentially requiring a different microstructure to achieve maximal resistance against deformation in that specific direction. The subsequent section outlines the conditions required for the shear modulus to exhibit orientation independence.

### 3.5.3 Conditions for Rotational Invariance

The square symmetric optimal microstructures obtained for the maximum shear modulus design cases have an orientation dependant shear modulus. A 45° rotation of the optimal microstructures can lead to a very different shear modulus. Table 3.1 provides the constitutive matrix of the optimal designs and the resulting constitutive matrix after a 45° rotation for the volume fraction of 0.4. It can be seen that the "optimal" microstructures have a very low shear stiffness (less than 10% of the optimal value) at 45° orientation. To comprehend the influence of microstructure rotation on the components of the constitutive matrix, we begin with a concise overview of the fundamental transformations of the constitutive matrix for no material symmetry. The elasticity matrix of a general anisotropic
material could be expressed as:

\[
[L] = \begin{bmatrix}
L_{11} & L_{12} & L_{13} \\
L_{21} & L_{22} & L_{23} \\
L_{31} & L_{32} & L_{33}
\end{bmatrix}
\] (3.39)

To ensure complete generality in the forthcoming expressions, we do not assume the existence of a strain energy function from which the constitutive matrix is derivable, thus including the possibility of the stiffness matrix that is not symmetric (i.e., no major symmetry of the 4th-order tensor while the minor symmetry holds due to the symmetry of the stress and the strain tensor). The rotated constitutive matrix written in Voigt notation in terms of the reference constitutive matrix is as follows:

\[
[L^*] = [A][L][R][A]^{-1}[R]^{-1}
\] (3.40)

where, \([L]\) denotes the constitutive matrix in the reference system and \([L^*]\) in the rotated system, \([A]\) is the tensor rotation transformation in Voigt notation, and \([R]\) is the tensor strain to engineering strain conversion tensor in Voigt notation.

It can be shown that the bulk modulus measure used is invariant under rotational transformations. Thus, we restrict our attention to shear modulus design cases. The shear modulus after a rotation angle of \(\theta\) is given as follows:

\[
L_{33}^* = \frac{1}{8} (L_{11} - L_{12} - L_{21} + L_{22} + 4L_{33} - (L_{11} - L_{12} - L_{21} + L_{22} - 4L_{33}) \cos(4\theta) \\
+ 2(L_{23} + L_{32} - L_{13} - L_{31}) \sin(4\theta))
\] (3.41)

It can be easily shown that the extremal shear modulus angles, if \(L_{13} + L_{31} = L_{23} + L_{32}\), are
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\[ \frac{\pi k}{2} \text{ and } \frac{1}{4}(\pi + 2\pi k), \text{ where k can be any integer. The conditions for shear modulus invariance i.e., } L_{33}^* = L_{33}, \text{ is obtained from Equation 3.41 and are given by:} \]

\[ L_{13} + L_{31} = L_{23} + L_{32} \]

\[ L_{33} = \frac{1}{4}(L_{11} - L_{12} - L_{21} + L_{22}) \]

The aforementioned conditions do not align with any specific standard material symmetry. Consequently, even an anisotropic material can exhibit shear modulus invariance under arbitrary rotations if it fulfills these criteria. Isotropic material symmetry, as a special case, adheres to these constraints. The necessary and sufficient conditions for a few typical material symmetries can be summarized as follows:

- **Orthotropy:** Orthotropic materials exhibit distinct elastic properties along two mutually orthogonal axes. The symmetry transformation group includes reflection about the two mutually orthogonal axes. For orthotropic material symmetry to hold, the following equations must be satisfied: \( L_{13} = L_{31} = L_{23} = L_{32} = 0 \).

- **Square symmetry:** Square symmetric materials, a subset of orthotropic materials, exhibit identical elastic properties along the orthogonal axes. The symmetry transformation group includes rotations and reflections that map a square back to itself. An orthotropic material exhibits square symmetry if it complies with the following conditions: \( L_{11} = L_{22} \) and \( L_{21} = L_{12} \).

- **Isotropy:** Isotropic materials exhibit the same elastic properties in all directions. Symmetry transformations include all orthogonal transformations. A square symmetric material is considered isotropic if it fulfills the following criterion: \( L_{33} = \frac{1}{4}(L_{11} - L_{12} - L_{21} + L_{22}) \).
Table 3.1: The constitutive matrix of the optimal designs for the shear modulus, along with the matrices of designs subjected to a subsequent 45° rotation, for a volume fraction of 0.4.

<table>
<thead>
<tr>
<th>Shear Design</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
</table>
| Optimal      | \[
\begin{bmatrix}
0.1401 & 0.1248 & 0 \\
0.1248 & 0.1401 & 0 \\
0 & 0 & 0.1087
\end{bmatrix}
\] | \[
\begin{bmatrix}
0.1441 & 0.1229 & 0 \\
0.1229 & 0.1441 & 0 \\
0 & 0 & 0.1087
\end{bmatrix}
\] | \[
\begin{bmatrix}
0.1424 & 0.1221 & 0 \\
0.1221 & 0.1424 & 0 \\
0 & 0 & 0.1086
\end{bmatrix}
\] |
| 45° Rotation | \[
\begin{bmatrix}
0.2412 & 0.0238 & 0 \\
0.0238 & 0.2412 & 0 \\
0 & 0 & 0.0077
\end{bmatrix}
\] | \[
\begin{bmatrix}
0.2422 & 0.0248 & 0 \\
0.0248 & 0.2422 & 0 \\
0 & 0 & 0.0106
\end{bmatrix}
\] | \[
\begin{bmatrix}
0.2409 & 0.0237 & 0 \\
0.0237 & 0.2409 & 0 \\
0 & 0 & 0.0101
\end{bmatrix}
\] |

<table>
<thead>
<tr>
<th>Case 4</th>
<th>Case 5</th>
</tr>
</thead>
</table>
| \[
\begin{bmatrix}
0.1404 & 0.1223 & 0 \\
0.1223 & 0.1404 & 0 \\
0 & 0 & 0.1091
\end{bmatrix}
\] | \[
\begin{bmatrix}
0.1375 & 0.1201 & 0 \\
0.1201 & 0.1375 & 0 \\
0 & 0 & 0.1007
\end{bmatrix}
\] |
| \[
\begin{bmatrix}
0.2404 & 0.0222 & 0 \\
0.0222 & 0.2404 & 0 \\
0 & 0 & 0.0090
\end{bmatrix}
\] | \[
\begin{bmatrix}
0.2295 & 0.0281 & 0 \\
0.0281 & 0.2295 & 0 \\
0 & 0 & 0.0087
\end{bmatrix}
\] |

### 3.5.4 Degree of Anisotropy

Most of the optimal designs obtained so far showcase a 2D square symmetry because the initial layouts share the same symmetry. Zener [207] introduced an index to quantify the anisotropy of cubic symmetric materials, which is also applicable to 2D square symmetric materials. This widely used index is known as the Zener anisotropy ratio and is frequently employed in the literature [208]. Expressed in terms of the three coefficients of the cubic symmetric material’s constitutive matrix, the Zener anisotropy ratio is defined as:

\[
Z = \frac{2L_{33}}{L_{11} - L_{12}} \tag{3.44}
\]
where, $L_{11}$, $L_{12}$, and $L_{33}$ represent the relevant stiffness coefficients of the 2D square symmetric material. Here, $L_{33}$ denotes the material’s resistance to shear deformation in the $x - y$ direction and $(L_{11} - L_{12})/2$ denotes the material’s resistance to shear deformation along the $x' - y'$ direction which is rotated by 45°. The Zener anisotropy ratio has a value of 1 for isotropic material. A very high or low value compared to 1 indicates higher anisotropy. This ratio provides a simple and effective measure of the degree of anisotropy in square symmetric materials.

Table 3.2: The Zener ratios corresponding to the optimal designs of the shear modulus outlined in Section 3.5.2 for all the volume fractions considered.

<table>
<thead>
<tr>
<th>Zener Ratio</th>
<th>Shear Modulus $A_f = 0.3$</th>
<th>$A_f = 0.4$</th>
<th>$A_f = 0.55$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>28.5303</td>
<td>14.2673</td>
<td>6.8633</td>
</tr>
<tr>
<td>Case 2</td>
<td>20.7019</td>
<td>10.2257</td>
<td>4.3809</td>
</tr>
<tr>
<td>Case 3</td>
<td>22.0343</td>
<td>10.7056</td>
<td>8.9152</td>
</tr>
<tr>
<td>Case 4</td>
<td>66.8418</td>
<td>12.0195</td>
<td>4.475</td>
</tr>
<tr>
<td>Case 5</td>
<td>21.9317</td>
<td>11.5754</td>
<td>6.204</td>
</tr>
</tbody>
</table>

Table 3.3: The Zener ratios corresponding to the optimal designs of the bulk modulus outlined in Section 3.5.1 for three different volume fractions.

<table>
<thead>
<tr>
<th>Zener Ratio</th>
<th>Bulk Modulus $A_f = 0.3$</th>
<th>$A_f = 0.4$</th>
<th>$A_f = 0.55$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.1319</td>
<td>0.1685</td>
<td>0.3269</td>
</tr>
<tr>
<td>Case 2</td>
<td>2.0641</td>
<td>1.5074</td>
<td>0.5496</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.0432</td>
<td>9.4604</td>
<td>0.8891</td>
</tr>
<tr>
<td>Case 4</td>
<td>0.2164</td>
<td>0.3623</td>
<td>1.3984</td>
</tr>
<tr>
<td>Case 5</td>
<td>0.2025</td>
<td>0.4587</td>
<td>0.4953</td>
</tr>
<tr>
<td>Case 6</td>
<td>0.5297</td>
<td>0.4976</td>
<td>0.6765</td>
</tr>
</tbody>
</table>

Tables 3.2 and 3.3 provide Zener ratios for shear modulus and bulk modulus designs obtained in the previous sections for all the volume fractions considered, respectively. It can be
noted that all the shear modulus cases have a higher degree of anisotropy. As evident from the values presented in Table 3.2, in the scenario of the shear modulus at a volume fraction of 0.3, case 4 exhibits a notably higher degree of anisotropy when compared with the remaining designs. Similar comparative analyses can be extended to evaluate distinctions among designs at different volume fractions. Regarding bulk modulus designs, the majority of designs have a Zener ratio close to 1, with only a few exceptions. Through just void shape refinements, there exists the potential to maintain the topology while effectively transitioning many of these bulk modulus designs, especially those with Zener ratios very close to 1, towards exact isotropic behavior. Moreover, as indicated previously, the bulk modulus measure considered is invariant under all rotations for any material symmetry. Given the higher Zener ratio observed in shear modulus cases and for the sake of brevity, our focus will be directed toward maximizing the shear modulus while imposing isotropy constraints.

3.5.5 Optimization with Isotropy Constraints

In the design of materials for specific elastic properties with prescribed material symmetry, such as orthotropy, square symmetry, or isotropy, it is crucial to implement the corresponding symmetry constraints within the optimization problem [209]. This holds particularly true for isotropic symmetry since initialising with an isotropic design poses a considerable challenge. Additionally, designs characterized by other symmetries tend to, more often than not, exhibit higher modulus values. This is due to fewer restrictions imposed on such symmetries. Hence, the incorporation of additional constraints guarantees that the final design not only meets the desired elastic behavior but also the specified material symmetry.

Isotropy, a highly restrictive symmetry, implies that the material’s elastic properties are
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identical in all directions. Under 2D assumptions, the conditions for isotropy can be expressed as follows:

\[ L_{13} = L_{31} = L_{23} = L_{32} = 0 \]  (3.45)

\[ L_{11} = L_{22}, \quad L_{21} = L_{12} \]  (3.46)

\[ L_{33} = \frac{1}{4}(L_{11} - L_{12} - L_{21} + L_{22}) \]  (3.47)

These conditions ensure that the material exhibits the same stiffness and Poisson’s ratio in all directions. Mathematical programming techniques facilitate implementing these symmetry constraints as equality constraints in an optimization problem. Since the shear modulus is sensitive to rotations even for square symmetric designs, only the shear modulus design problem with isotropy will be explicitly illustrated.

The objective and constraint functions for shear modulus maximization with isotropy constraints are as follows:

\[ \min f = -L_{33}^{\text{eff}} \]

s.t. \[ \frac{A(d_k)}{A_0} = A_f \]

\[ L_{13}^{\text{eff}} = L_{31}^{\text{eff}} = L_{23}^{\text{eff}} = L_{32}^{\text{eff}} = 0 \]

\[ L_{11}^{\text{eff}} - L_{22}^{\text{eff}} = 0 \quad \text{and} \quad L_{21}^{\text{eff}} - L_{12}^{\text{eff}} = 0 \]

\[ L_{11}^{\text{eff}} - L_{12}^{\text{eff}} - L_{21}^{\text{eff}} + L_{22}^{\text{eff}} - 4L_{33}^{\text{eff}} = 0 \]  (3.48)

The design domain is again comprised of a square unit cell discretized with a 60×60 Cartesian mesh. The knots for the level-set parametrization coincide with a different 45×45 uniform mesh. Thus, the number of design variables is 46×46 = 2116. A more refined grid for parametrization compared to the previous example problems is considered to account for
Figure 3.24: Initial designs used for maximizing the shear modulus with isotropy constraint: (a) case 1; (b) case 2; (c) case 3; (d) case 4; (e) case 5.

Table 3.4: Comparison of the scaled shear modulus obtained from IIFE-based material design to that of the HS theoretical upper bound for various volume fractions.

<table>
<thead>
<tr>
<th>Volume Fraction</th>
<th>Material Design</th>
<th>HS Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.095</td>
<td>0.0977</td>
</tr>
<tr>
<td>0.3</td>
<td>0.1193</td>
<td>0.1223</td>
</tr>
<tr>
<td>0.4</td>
<td>0.1732</td>
<td>0.1781</td>
</tr>
<tr>
<td>0.55</td>
<td>0.28</td>
<td>0.2843</td>
</tr>
<tr>
<td>0.65</td>
<td>0.3739</td>
<td>0.3764</td>
</tr>
</tbody>
</table>

additional topological intricacies resulting from added constraints related to isotropy. The support radius is 3.5 times the side length of an element of the mesh used to generate the knots. The stopping criteria used for SQP is the same as the previous example problems. Five of the initial designs considered are shown in Figure 3.24. The optimal designs obtained for a volume fraction of 0.4 are given by Figures 3.25(a)-(e). The $3 \times 3$ repetitive unit cells for the optimal designs as given by 3.25(f)-(j). The arrangement of members along both the coordinate axes and diagonals in the final designs, when compared to designs acquired without material symmetry constraints, results in the cellular materials ability to uniformly withstand shear deformation in all directions.

The obtained results can be compared to established analytical bounds for shear moduli. For well-ordered, quasi-homogeneous, and quasi-isotropic composites, Hashin and Shtrikman
Figure 3.25: Optimal microstructures of cellular materials for extreme shear modulus with isotropy constraints: (a)-(e) final optimal material layout for a volume fraction of 0.4 with corresponding shear modulus values; (f)-(j) $3 \times 3$ repetitive material cells corresponding to the optimal designs.

Table 3.4 provides the comparison of scaled shear modulus ($G/G_s$) obtained from the IIFEM-based material design with that of the HS theoretical upper bounds for volume fractions 0.25, 0.3, 0.4, 0.55, and 0.65. The obtained optima are very close to the theoretical upper bound. Figure 3.26 provides a comparison plot of HS theoretical upper bounds with that of the IIFEM-based computational approach for various volume fractions. Corresponding microstructure layouts obtained for the presented values are also illustrated in the plot.
Figure 3.26: Comparison of the HS upper bound with that of the designs obtained from the present approach for the shear modulus case with isotropy constraint for various volume fractions. Corresponding microstructure layouts are also presented.

3.5.6 Programmable Poisson’s Ratio

Finally, cases of prescribed Poisson’s ratio materials are considered. For a general 2D microstructured materials, the two Poisson’s ratios are as follows:

\[
\begin{align*}
\nu_{12} &= \frac{L_{21}^{\text{eff}}}{L_{11}^{\text{eff}}} \\
\nu_{21} &= \frac{L_{12}^{\text{eff}}}{L_{22}^{\text{eff}}}
\end{align*}
\] (3.50)

For isotropic materials \(\nu_{12}\) and \(\nu_{21}\) are identical. Multiple approaches are available to obtain a design with a specific Poisson’s ratio. An elasticity matrix can be prescribed and the least square error of the current value with respect to the prescribed value can be minimized. The objective function is given as follows: \( f = \sum_{i,j=1}^{2} c_{ij} (L_{ij}^{\text{eff}} - L_{ij}^{\text{given}})^2 \), where \( c_{ij} \) are arbitrary weights and \( L_{ij}^{\text{given}} \) is the prescribed elasticity tensor. In these cases, Poisson’s ratio is predetermined from the prescribed elasticity tensor. The disadvantage of this approach is
that an appropriate elasticity tensor has to be prescribed and not all initial conditions can approach the prescribed constitutive tensor effectively.

The other approach frequently encountered to obtain negative Poisson’s ratio microstructure is to consider minimization of the following objective function: 

\[ f = L_{12}^{\text{eff}} - c(L_{11}^{\text{eff}} + L_{22}^{\text{eff}}), \]

where \( c \) is a prescribed constant. It is obvious that the defined objective function tends to maximize the horizontal and vertical stiffness moduli and minimize \( L_{12}^{\text{eff}} \) so that the objective is minimized and a negative Poisson’s ratio microstructure is obtained. The weight is controlled by the constant \( c \). This constant can be considered to be a function of iteration number. In this approach, there is no control over the exact value of Poisson’s ratio obtained.

We consider a different approach which includes inequality constraints thus utilizing the potential of mathematical programming methods. The objective and constraint functions are as follows:

\[
\min f = (L_{21}^{\text{eff}} - \nu_{12}^g L_{11}^{\text{eff}})^2 + (L_{12}^{\text{eff}} - \nu_{21}^g L_{22}^{\text{eff}})^2 \\
\text{s.t. } \frac{A(d_k)}{A_0} = A_f \\
L_{11}^{\text{eff}} \geq L_{11}^{\text{given}} \quad \text{and} \quad L_{22}^{\text{eff}} \geq L_{22}^{\text{given}}
\]

(3.51)

where \( \nu_{12}^g \) and \( \nu_{21}^g \) are the prescribed values of Poisson’s ratio. \( L_{11}^{\text{given}} \) and \( L_{22}^{\text{given}} \) are prescribed minimum values of the horizontal and vertical stiffness moduli. These values will be chosen based on the initial material layout.

The domain, material properties, mesh size, knot location for the level set parametrization, the support radius, and the stopping criteria for the optimization algorithm are the same as the previous example problems without material symmetry constraints. In order to illustrate the effectiveness of the proposed formulation, consider the designs given by Figures 3.17(a) and 3.17(b) as the initial material layout. For brevity, only two initial design cases are
Figure 3.27: Zero and negative Poisson’s ratio microstructures related to the initial topology in Figure 3.17a: (a)-(e) material layout obtained for a volume fraction of 0.5 with corresponding Poisson’s ratio values; (f)-(j) $3 \times 3$ repetitive material cells corresponding to the optimal designs.

Figure 3.28: Zero and negative Poisson’s ratio microstructures related to the initial topology in Figure 3.17b: (a)-(e) material layout obtained for a volume fraction of 0.5 with corresponding Poisson’s ratio values; (f)-(j) $3 \times 3$ repetitive material cells corresponding to the final designs.
presented. The goal is to obtain material layouts that are related to the initial layout but with prescribed Poisson’s ratio. The initial designs considered have a positive Poisson ratio. Based on the horizontal and vertical stiffness moduli of the initial layouts, an appropriate minimum value for the moduli values is set. The prescribed Poisson ratio is set to zero. The volume fraction considered for all the cases is 0.5. The final design obtained for the initial material layout in Figure 3.17(a) is as shown in Figure 3.27(a). To accelerate the convergence for the subsequent designs, the zero Poisson’s ratio design is considered as the initial design for the -0.2 Poisson’s ratio design. Similarly, for the -0.4 design, the layout obtained for Poisson’s ratio -0.2 is considered as the initial condition and this pattern is repeated for the subsequent cases. The final designs for the negative Poisson’s ratio -0.2, -0.4, -0.6, and -0.8 are as shown in 3.27(b)-(e). The $3 \times 3$ repetitive unit cells for the final designs are as shown in 3.27(f)-(j). The same process can also be carried out for cases with positive prescribed Poisson’s ratios. For the initial design in Figure 3.17(b), the final material microstructure obtained for the Poisson’s ratios 0, -0.2, -0.4, -0.6 and -0.8 are as shown in Figures 3.28(a)-(e). The $3 \times 3$ repetitive unit cells for the final designs are as shown in Figures 3.28(f)-(j). For illustration purposes, a few more designs for a specific Poisson’s ratio of -0.4 using the same procedure are shown in Figures 3.29(a)-(e). The corresponding $3 \times 3$ repetitive unit cells for the final designs are as shown in Figures 3.29(f)-(j). Rotating compliant mechanisms and/or reentrant corners can be observed in these microstructures. Rotating compliant mechanisms which allows for controlled rotations, and reentrant corners, with their inward-pointing angles, contribute to the negative Poisson’s ratio of these metamaterials.

The design problems considered thus far show the effectiveness of the proposed approach. Smooth boundaries and material interfaces, accurate finite element analysis, the ease and computational efficiency of sensitivity analysis due to IIFEM, the direct solution-based objective function, and flexibility in handling complex topological changes are important
Figure 3.29: Optimal material layouts: (a)-(e) Example material unit cells corresponding to a Poisson’s ratio of -0.4; (f)-(j) $3 \times 3$ repetitive material layout corresponding to the final designs.

features of this approach. Material islands or other numerical artifacts are also avoided by choosing appropriate parameters for the level set representation. If needed, a regularization scheme for such issues can be incorporated within this framework.
Chapter 4

Material Modeling with Damage for Diver UNDEX Simulations

This chapter focuses on the formulation and implementation of material models for simulating the response of biological tissues to underwater blast events. Hyperelastic and hyperviscoelastic models are explored to capture nonlinear and viscoelastic behavior. The primary challenges in developing these material models revolve around their predictive accuracy and the requisite number of parameters. Some models exhibit accurate predictions in one loading mode, such as uniaxial extension, while performing poorly in other modes. Alternatively, certain models necessitate a large number of parameters, posing difficulties in experimental measurement. The objective is to select a model that, for a given case, accurately reproduces experimental data across various modes like uniaxial tension/compression, biaxial tension/compression, pure shear, and volumetric tension/compression, while also being flexible enough to encompass a subset of other simpler models within them. The chosen model should have a minimal number of parameters, making them easily obtainable through fitting to experimental data. This chapter provides a concise overview of the models designated for UNDEX simulations and outlines their implementation details.
4.1 Hyperelasticity

4.1.1 Overview

Hyperelastic material models, extensively utilized to describe the behavior of elastomers, are total strain models characterized by strain energy potentials. The hyperelastic strain energy density function is a scalar function of the strain tensor that represents the energy stored in the material due to deformation. They are a class of constitutive models that describe the mechanical behavior of materials that exhibit large elastic strains. These models are primarily applied to elastomers, biological tissues, and foam materials. Provisions for introducing damage enable the simulation of partial or complete material failure. Pivotal contributions to the development of hyperelastic models include seminal works by Mooney [211], Rivlin [212], Ogden [213], Treloar [214], and Yeoh [215]. The choice of the hyperelastic model depends on a number of factors, including the type of material being modeled, the loading conditions including modes and expected deformation ranges, as well as desired accuracy and efficiency. For example, the Mooney-Rivlin model is often used for modeling the behavior of elastomers under small and moderate strains. In contrast, the Ogden and Arruda-Boyce models are used for modeling the behavior of elastomers under a wider range of strains. The neo-Hookean model is often used as a starting point for more complex models. The Yeoh and Polynomial models are general-purpose hyperelastic models that can be used for modeling a wide range of materials and loading conditions. The polynomial form can be reduced into a few other cases namely the reduced polynomial form, the neo-Hookean form, the Mooney-Rivlin form, and the Yeoh form [216].

Hyperelastic models can be classified into two broad classes: phenomenological models and mechanistic or micromechanical models. The phenomenological models, as implied by their name, are derived from the observation of rubber-like materials subjected to various
conditions of homogeneous deformation. These models treat the material as a continuum and consider its macroscopic behavior. Subsequently, mathematical equations are fitted to experimental data, leading to polynomial and other formulations. These models can be further subdivided into categories based on the utilization of invariants of the Cauchy-Green deformation tensors, principal stretches, or a combination of both. The choice of the model depends on the material and loading conditions.

In contrast, the micromechanical models employ the tools of statistical mechanics to elucidate the behavior of hyperelastic materials at both the microscopic and macroscopic scales. While phenomenological models constitute a significant portion of hyperelastic models found in the literature, micromechanical-based models are also used extensively due to their capacity to establish connections between material behavior and its underlying physical or chemical structure. In the case of rubber-like materials, their microstructure is characterized by the presence of randomly oriented, elongated polymeric chains interconnected into a complex network structure. Thus, to formulate a micromechanical-based constitutive model, a representative network structure is needed to relate the chain stretch of the individual polymeric chains to the applied deformation. Various micromechanical-inspired hyperelastic models have been developed, each with a corresponding network structure namely the three chain model, the eight chain model (Arruda-Boyce), the tube model, the extended tube model, and the neo-Hookean model. The Gent and van der Waals models are hybrids of phenomenological and mechanistic models.

Within the scope of this study, the third-order polynomial form is employed as the hyperelastic material model of choice. The reason behind this choice lies in the model's inherent generality, as it serves as an umbrella under which various specific models can be accommodated as special cases.
4.1.2 Hyperelasticity Formulation

The constitutive behavior of a hyperelastic material is defined by a relationship between the total stress and the total strain in the material. It is not a rate formulation. Before presenting the specific form of the strain energy density function being used, we will provide some basic definitions and kinematic results [216]. Let the current position of a material point be \( \mathbf{x} \) and the reference position or position in the undeformed state of the same point \( \mathbf{X} \), then the deformation gradient is

\[
\mathbf{F} = \frac{\partial \mathbf{x}}{\partial \mathbf{X}} \quad (4.1)
\]

It can be shown that the differential volume element in the deformed configuration \( dV \) can be related to the differential volume element in the undeformed/reference configuration \( dV_0 \) as follows:

\[
dV = J dV_0 \quad (4.2)
\]

where \( J = \det(\mathbf{F}) \) is the determinant of the deformation gradient tensor. For simplicity in the expressions, the deformation is separated into its deviatoric and volumetric components, with the corresponding stress response for isotropic materials depending solely on their respective counterparts. The deformation gradient tensor with the volume change eliminated is given as follows:

\[
\bar{\mathbf{F}} = J^{-\frac{1}{3}} \mathbf{F} \quad (4.3)
\]

The corresponding left Cauchy-Green deviatoric stretch tensor is

\[
\bar{\mathbf{B}} = \bar{\mathbf{F}} \cdot \bar{\mathbf{F}}^T \quad (4.4)
\]

The corresponding first and second-strain invariants can be defined as
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\[ I_1 = \text{trace}(\mathbf{B}) = \mathbf{I} : \mathbf{B} \]
\[ \bar{I}_2 = \frac{1}{2} \left( \bar{I}_1^2 - \text{trace}(\mathbf{B} \cdot \mathbf{B}) \right) = \frac{1}{2} \left( \bar{I}_1^2 - \mathbf{I} : \mathbf{B} \cdot \mathbf{B} \right) \]

The strain energy potential for isotropic, compressible materials will be a function of these invariants and is given as follows

\[ U = U (\bar{I}_1, \bar{I}_2, J) \]

Thus,

\[ \delta U = \frac{\partial U}{\partial \bar{I}_1} \delta \bar{I}_1 + \frac{\partial U}{\partial \bar{I}_2} \delta \bar{I}_2 + \frac{\partial U}{\partial J} \delta J \]

The internal virtual work can be written with respect to integration over the reference volume as follows:

\[ \delta W_I = \int_{V_0} J (\mathbf{S} : \delta \mathbf{e} + p \delta \epsilon_v) \, dV_0 \]

where \( p \) is the pressure given by the trace of the Cauchy stress (i.e., \( \frac{1}{3} \mathbf{I} : \mathbf{\sigma} \)), \( \mathbf{S} \) is the deviatoric part of the stress given by \( \mathbf{\sigma} - p \mathbf{I} \), the deviatoric part of rate of deformation tensor (\( \delta \mathbf{D} \)) is given as \( \delta \mathbf{e} = \delta \mathbf{D} - \frac{1}{3} \delta \epsilon_v \mathbf{I} \), and the virtual rate of change of volume per current volume is \( \delta \epsilon_v = \mathbf{I} : \delta \mathbf{D} \).

The constitutive equations can be obtained by equating the virtual work of the Cauchy stresses to the variation in the strain energy as follows:

\[ \delta W_I = \int_{V_0} J (\mathbf{S} : \delta \mathbf{e} + p \delta \epsilon_v) \, dV_0 = \int_{V_0} \delta U \, dV_0 \]

Expanding the variation of the virtual work of the Cauchy stresses by writing the variation of invariants in Equation 4.7 in terms of variations of the rate of deformation tensor, the
constitutive equations can be determined and the resulting deviatoric stress is given by [216]

\[
S = \frac{2}{J^{\text{DEV}}} \left[ \left( \frac{\partial U}{\partial I_1} + \tilde{I}_1 \frac{\partial U}{\partial I_2} \right) \mathbf{B} - \frac{\partial U}{\partial I_2} \mathbf{B} \cdot \mathbf{B} \right]
\]  

(4.10)

and the pressure is given by

\[
p = \frac{\partial U}{\partial J}
\]  

(4.11)

Several particular forms of the strain energy potential are available. In this study, the third-order polynomial form is utilized with just one term for compressible behavior. The strain energy potential is given as follows:

\[
U = \sum_{i,j=1}^{3} C_{ij} (\tilde{I}_1 - 3)^i (\tilde{I}_2 - 3)^j + \frac{1}{D_1} (J - 1)^2
\]  

(4.12)

Several other models as particular cases of the polynomial model can also be obtained by setting specific coefficients to zero such as the neo-Hookean, Mooney-Rivlin, Yeoh, and reduced third-order polynomial models. The small-strain initial shear and bulk modulus for the polynomial form are given by

\[
G_0 = 2 (C_{10} + C_{01}) \quad \text{and} \quad K_0 = \frac{2}{D_1}
\]  

(4.13)

The Yeoh form which is an \( I_1 \)-based model is of special interest in this study and can be viewed as a special case of the polynomial form with

\[
U = \sum_{i=1}^{3} C_{i0} (\tilde{I}_1 - 3)^i + \frac{1}{D_1} (J - 1)^2
\]  

(4.14)
4.1.3 Abaqus/Explicit VUMAT for Hyperelastic Material Model

This study aims to implement the desired hyperelastic and hyperviscoelastic models with damage as Abaqus/Standard UMAT and Abaqus/Explicit VUMAT user subroutines. Although both Abaqus/Standard and Abaqus/Explicit include continuum damage for a number of a material models, neither includes it for hyperelasticity or hyperviscoelasticity. Hence, the hyperelastic and hyperviscoelastic models have been reimplemented through the SIMULIA/Abaqus user subroutine interfaces such that damage can be added to them.

This work leverages the Abaqus/Standard UMAT for hyperelasticity with damage developed on a previous joint project between M4 Engineering and Virginia Tech\(^1\). The central difference between Abaqus/Standard UMATs and Abaqus/Explicit VUMATs is that the UMATs process a single integration point at a time, while the VUMATs process a block of integration points at once. Other differences include the UMAT’s computation of tangent material moduli for the Newton-Raphson solver in Abaqus/Standard and the ability to use simpler material model time integration in a VUMAT corresponding to the very small time steps typically taken in Abaqus/Explicit. The hyperelastic model with/without damage UMAT is transformed into a proper VUMAT, and a series of numerical tests are conducted to verify that the model was transferred correctly. This hyperelastic model with and without damage VUMAT is then extended to hyperviscoelasticity with and without damage.

For the examples presented in this section, the Yeoh strain energy potential as shown in Equation 4.14 is utilized. The corresponding material parameters are provided in Table 4.1. Only single-element cases for code verification will be shown. The deformation cases

\(^1\)The human torso geometry and its simplifications were developed by BMi and M4 Engineering Inc. The meshing, baseline hyperelastic Abaqus/Standard UMAT, and damage wrapper were handled by M4. Additionally, the diver UNDEX model setup, including the coupled acoustic modeling approach, as well as initial linear elastic results (not displayed), were carried out by M4. The authors’ work encompassed the implementation of hyperviscoelastic Abaqus/Standard UMAT, and the realization of hyperelastic and hyperviscoelastic material models with and without damage in Abaqus/Explicit VUMAT. This also included material parameterization and post-processing for damage initiation and final failure parameterization.
**Table 4.1: Yeoh hyperelastic model parameters.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{10}$ (kPa)</td>
<td>3.4</td>
</tr>
<tr>
<td>$C_{20}$ (kPa)</td>
<td>14.4</td>
</tr>
<tr>
<td>$C_{30}$ (kPa)</td>
<td>24</td>
</tr>
<tr>
<td>$D_1$ (1/kPa)</td>
<td>0.018</td>
</tr>
</tbody>
</table>

considered are pure volumetric, simple shear, uniaxial stress, and uniaxial strain as illustrated in Figure 4.1. For all the cases, a single fully-integrated 8-node brick element is used. Displacement control is used for all cases except the uniaxial stress case for which a load control is used to achieve the desired deformation state. Stress versus strain plots obtained from the UMAT subroutine are compared with the results from the intrinsic Abaqus model as shown in Figure 4.2. Here, the presented strains are logarithmic values (i.e., components of the logarithmic left stretch tensor with engineering shear strain components) with volumetric strain corresponding to the trace of logarithmic strain. From stress vs strain plots in Figure 4.2, it is clear that the VUMAT results match those of the intrinsic model.

![Figure 4.1: Problem definitions: (a) a pure volumetric state; (b) simple shear; (c) uniaxial stress; (d) uniaxial strain.](image)

The critical time step estimate for Abaqus/Explicit is a direct function of the maximum system frequency for a linearized finite element model representation over the current time step. This can be bounded by the minimum time required for a stress wave to cross any element in the mesh. Of course, the stress wave speed is related directly to the ratio of effective material stiffness to mass. Abaqus/Explicit can use a range of time-step estimation techniques. By default, it probes the user material’s constitutive response for effective moduli.
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Figure 4.2: Constitutive response comparison between VUMAT and intrinsic model: (a) pressure vs. logarithmic volumetric strain; (b) shear stress vs. logarithmic shear strain; (c) axial stress vs. logarithmic axial strain for uniaxial stress; (d) axial stress vs. logarithmic axial strain for uniaxial strain.

However, such probing could be inaccurate. Hence, in order to get a conservative value of time increment for the cases where the behavior is highly nonlinear, the effective bulk and shear moduli values to be used can be specified directly within the Abaqus/Explicit user
subroutine for material response (i.e., the custom VUMAT subroutine). To compare the critical time steps between the intrinsic model and the VUMAT, a multiple-element example is analyzed using the VUMAT subroutine. Consider a plate with two holes. The VUMAT uses a different rate formulation than the Abaqus/Explicit intrinsic model. Thus, for a general load control for multiple element cases, the VUMAT results do not match exactly with the results from the intrinsic model. The results from the VUMAT for a plate with two holes using half of the domain with an appropriate symmetry boundary condition are given herein. More specifically, a half symmetry plate of dimensions $0.5 \times 1 \times 0.1 \text{ m}^3$ with hole diameter $0.24 \text{ m}$ was considered. Traction in the $x$-direction was applied on the right edge surface of the plate with a magnitude of $100 \text{ N}$. The load was linearly ramped to the final value in $1 \text{ s}$. The mesh consists of 22,220 fully integrated 8-node linear brick elements. Contours of the von Mises and axial stresses obtained at $1 \text{ s}$ are shown in Figure 4.3. The critical time steps from the VUMAT are close by when compared to those of the intrinsic model.

![Stress contours](image)

Figure 4.3: Stress response from Abaqus/Explicit VUMAT subroutine at $1 \text{ s}$: (a) von Mises stress ($\sigma_{vm}$); (b) axial stress ($\sigma_{11}$).

### 4.2 Hyperviscoelasticity

The hyperviscoelastic or finite strain viscoelastic models in SIMULIA/Abaqus are a time-domain viscoelastic generalization of the hyperelastic models [216, 217]. For such
hyperviscoelastic models, the instantaneous and long-term elastic responses use the same strain energy functional form as the related hyperelastic model, but either with glassy (i.e., instantaneous) or rubbery (i.e., equilibrium) moduli values utilized as appropriate. The time-dependent viscoelastic behavior is achieved by normalizing the underlying hyperelastic model and embedding it inside appropriate hereditary integrals. Such hereditary convolution integrals can be evaluated efficiently by describing the viscoelastic relaxation mechanisms through the Prony series (i.e., a series of decaying exponential terms with characteristic relaxation times spanning multiple decades) and developing appropriate recursion relationships.

4.2.1 Hyperviscoelasticity Formulation

In understanding how the model is constructed, first consider the following small strain viscoelastic model:

\[
[S(t)] = K_0 e^H (t) [I] + 2G_0 [e^D (t)] + \int_0^t \dot{K} (t') e^H (t - t') [I] dt' + 2 \int_0^t \dot{G} (t') [e^D (t - t')] dt' 
\] (4.15)

Here, the “H” and “D” superscripts indicate hydrostatic (volumetric) and deviatoric parts, respectively. Here, \(e(t)\) is the small strain measure, and \(S(t)\) is the Cauchy stress. \(K_0\) and \(G_0\) are the initial bulk and shear modulus, respectively. For the desired hyperviscoelastic model, the large strain measure will be taken from the scaled hyperelastic stress response. In fact, scaled hyperelastic stress computed using the initial viscoelastic moduli will be used to give the large strain specific to the material being modeled. Here a “0” subscript will denote such initial quantities. That is,

\[
e^H (t) = \frac{1}{K_0} S^H_0 (t) 
\] (4.16)
\[ [e^D(t)] = \frac{1}{G_0}[S_0^D(t)] \]  

(4.17)

The left superscript indicates the configuration in which the quantity occurs and the left subscript indicates the configuration with respect to which it is measured [218]. The instantaneous hyperelastic response at any time can be written as a combination of hydrostatic and deviatoric parts. For example, instantaneous Cauchy stress is written as follows:

\[ \begin{bmatrix} t & tS_0 \end{bmatrix} = \begin{bmatrix} t & tS_0^D \end{bmatrix} + \begin{bmatrix} t & tS_0^H \end{bmatrix} [I] \]  

(4.18)

The distortion part of the deformation gradient tensor is given as follows:

\[ \begin{bmatrix} t & F_0 \end{bmatrix} = \frac{1}{t_0J^\frac{1}{3}} \begin{bmatrix} t & F \end{bmatrix} \]  

(4.19)

where \([t_0F]\) is the deformation gradient tensor and \(t_0J\) is the determinant of the deformation gradient tensor. Thus, the hydrostatic and deviatoric parts of hyperviscoelastic formulation can be separated out and are given as follows:

\[ \begin{bmatrix} t & tS_0^D \end{bmatrix} = \begin{bmatrix} t & tS_0^D \end{bmatrix} + dt \left( \int_0^t \frac{\dot{G}(t')}{G_0} \begin{bmatrix} t & tS_0^D \end{bmatrix} dt' \right) \]  

\[ \begin{bmatrix} t & tS_0^H \end{bmatrix} = \begin{bmatrix} t_0 & S_0^H \end{bmatrix} + \int_0^t \frac{\dot{K}(t')}{K_0} \begin{bmatrix} t & t'J \end{bmatrix} \begin{bmatrix} t & t'S_0^H \end{bmatrix} dt' \]  

(4.20)  

(4.21)

Stress tensors within the hereditary integral must have the same input configuration (here configuration “t” for areas), which is why a different stress measure is used \([t-t' t_0S_0^D]\).

\[ \begin{bmatrix} t & tS_0^D \end{bmatrix} \equiv (t-t' t_0J) \begin{bmatrix} t & t'F_0 \end{bmatrix}^{-1} \begin{bmatrix} t-t' t_0S_0^D \end{bmatrix} \begin{bmatrix} t-t' t_0F \end{bmatrix}^{-T} \]  

(4.22)
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The Prony series for the relaxation modulus is given by:

\[ G(t) = G_\infty + (G_0 - G_\infty) \sum_{i=1}^{N} f_{G_i} e^{-\frac{t}{\tau_i}} \]  \hspace{1cm} (4.23)

\[ K(t) = K_\infty + (K_0 - K_\infty) \sum_{i=1}^{N} f_{K_i} e^{-\frac{t}{\tau_i}} \]  \hspace{1cm} (4.24)

This Prony series definition differs from what is used in the viscoelastic models intrinsic to SIMULIA/Abaqus. This form is used to maintain consistency with other implementations. Beyond giving explicit utilization of the initial and equilibrium moduli, it also has Prony coefficients that sum to unity. Hence, \( \sum_{i=1}^{N} f_{G_i} = 1 \) and \( \sum_{i=1}^{N} f_{K_i} = 1 \). Nevertheless, this Prony series form can be shown to be equivalent to Abaqus’s Prony series form with simple relations available for converting between the two forms. Substituting Equations 4.23 and 4.24 in Equations 4.20 and 4.21, the total stress can be written as follows:

\[
\begin{bmatrix}
t_s^D

t_s^H
\end{bmatrix}
= \begin{bmatrix}
t_s^D

t_s^H
\end{bmatrix}_0 - \frac{(G_0 - G_\infty)}{G_0} \sum_{i=1}^{N} f_{G_i} \begin{bmatrix}
t_s^D

t_s^i
\end{bmatrix}_i
\]  \hspace{1cm} (4.25)

\[
\begin{bmatrix}
t_s^D

t_s^H
\end{bmatrix}
= \begin{bmatrix}
t_s^D

t_s^H
\end{bmatrix}_0 - \frac{(K_0 - K_\infty)}{K_0} \sum_{i=1}^{N} f_{K_i} \begin{bmatrix}
t_s^H

t_s^i
\end{bmatrix}_i
\]  \hspace{1cm} (4.26)

where the state variables \( \begin{bmatrix}
t_s^D

t_s^i
\end{bmatrix} \) and \( \begin{bmatrix}
t_s^H

t_s^i
\end{bmatrix} \) are as follows:

\[
\begin{bmatrix}
t_s^D

t_s^i
\end{bmatrix} = \frac{1}{\tau_i} \int_{0}^{t} e^{-\frac{t'}{\tau_i}} \left[ t - t' \begin{bmatrix} F \end{bmatrix}^{-1} \left[ t - t' \begin{bmatrix} S^D_0 \end{bmatrix} \right] \right] dt'
\]  \hspace{1cm} (4.27)

\[
\begin{bmatrix}
t_s^H

t_s^i
\end{bmatrix} = \frac{1}{\tau_i} \int_{0}^{t} e^{-\frac{t'}{\tau_i}} \left[ t - t' \begin{bmatrix} S^H_0 \end{bmatrix} \right] dt'
\]  \hspace{1cm} (4.28)

Recursion relationships for quickly updating these state variables will be derived by assuming quantities at time \( t \) to be known with quantities at time \( t + \Delta t \) to be calculated[216]. Change
of variables, integration by parts, and further simplifications are performed to obtain final recursion relations. For compactness, consider the following:

\[
\begin{bmatrix}
  t \\
  t + \Delta t \bar{S}_D^i
\end{bmatrix} 
\equiv 
\begin{bmatrix}
  t \\
  t + \Delta t J
\end{bmatrix} 
\begin{bmatrix}
  t + \Delta t \bar{F} \\
  t \bar{S}_D^i
\end{bmatrix} 
\begin{bmatrix}
  t + \Delta t \bar{F} \\
  t \bar{S}_D^i
\end{bmatrix}^T 
\tag{4.29}
\]

\[
\begin{bmatrix}
  t \\
  t + \Delta t \bar{S}_0^D
\end{bmatrix} 
\equiv 
\begin{bmatrix}
  t \\
  t + \Delta t J
\end{bmatrix} 
\begin{bmatrix}
  t + \Delta t \bar{F} \\
  t S_0^D
\end{bmatrix} 
\begin{bmatrix}
  t + \Delta t \bar{F} \\
  t \bar{S}_D^i
\end{bmatrix}^T 
\tag{4.30}
\]

The recursion relation for state variables can be written as follows:

\[
\begin{bmatrix}
  t \dot{\bar{S}}_D^i \\
  t \dot{\bar{S}}_i
\end{bmatrix} 
= 
\alpha_i \begin{bmatrix}
  t + \Delta t S_D^i \\
  t + \Delta t S_0^D
\end{bmatrix} 
+ \beta_i \begin{bmatrix}
  t \\
  t + \Delta t \bar{S}_0^D
\end{bmatrix} 
+ \gamma_i \begin{bmatrix}
  t \\
  t + \Delta t \bar{S}_D^i
\end{bmatrix} 
\tag{4.31}
\]

\[
\left( \begin{bmatrix}
  t \dot{\bar{S}}_H^i \\
  t \dot{S}_i
\end{bmatrix} \right) 
= \alpha_i \left( \begin{bmatrix}
  t + \Delta t S_H^i \\
  t + \Delta t S_0^H
\end{bmatrix} \right) 
+ \beta_i \frac{\Delta J}{\Delta t} \left( \begin{bmatrix}
  t S_0^H \\
  t \bar{S}_D^i
\end{bmatrix} \right) 
+ \gamma_i \frac{\Delta J}{\Delta t} \left( \begin{bmatrix}
  t \bar{S}_D^i \\
  t S_0^H
\end{bmatrix} \right) 
\tag{4.32}
\]

where \( \Delta J = \det \left[ \begin{bmatrix}
  t + \Delta t \bar{F}
\end{bmatrix} \right] \) and

\[
\gamma_i = e^{-\frac{\Delta t}{\tau_i}}, \quad \alpha_i = \left( 1 - \frac{\tau_i}{\Delta t} (1 - \gamma_i) \right) \quad \text{and} \quad \beta_i = \left( \frac{\tau_i}{\Delta t} (1 - \gamma_i) - \gamma_i \right) 
\tag{4.33}
\]

These expressions will be substituted back into Equations 4.25 and 4.26 to get the total deviatoric and hydrostatic Cauchy stresses.

### 4.2.2 Abaqus/Standard UMAT for Hyperviscoelastic Material Model

The hyperviscoelastic model has been implemented as an Abaqus/Standard UMAT that utilizes the hyperelastic UMAT subroutine to compute the instantaneous material response to applied strain increments. As documented previously, that instantaneous response when normalized by the initial moduli forms the effective strain measure used in the hereditary
integrals of the hyperviscoelastic material model. The Abaqus/Standard UMAT subroutine for hyperviscoelasticity has been verified against the intrinsic model already present in Abaqus/Standard. The cases considered are pure volumetric, pure shear stretch, uniaxial stress, and uniaxial strain. The volumetric and pure shear stretch deformations are as illustrated in Figure 4.4. The pure shear stretch deformations are posed carefully such that the volume remains constant even for very large deformations. For all single element cases, a fully integrated 8-node brick element was used. As utilized previously, a Yeoh material model will be considered with the material inputs provided in Table 4.1. Furthermore, a 30-term Prony series is employed. The relaxation times range from $10^{-12}$ s to 316,000 s with logarithmic spacing of two terms per decade starting from $10^{-6}$ s. The underlying instantaneous hyperelastic response for volumetric and pure shear behavior is shown in Figure 4.5.

Consider the pure shear stretching case. Under an appropriate unit step displacement of the diagonal node, the logarithmic shear strain achieved is 1.386. With displacement control, a step displacement corresponds to a step strain. The shear stress behavior under step strain is as shown in Figure 4.6(a). The instantaneous response depends on the strain level and cannot be linearly scaled with the strain magnitude for the underlying nonlinear hyperelastic
response. The relaxing viscoelastic behavior also can be observed where the stress decays for a constant applied strain. With load control, a step shear traction of 500 Pa is applied. The creep strain response is as shown in Figure 4.6(b). A small dip in the stress values can be seen when the strains become large because the stress measure being plotted is the Cauchy stress. With nominal stresses, such a dip will not be present. The creep behavior, where the strains increase for a constant stress can be observed. Excellent agreement between the Abaqus/Standard UMAT and the intrinsic models has been obtained for the resulting relaxation stress and creep strain.

Unit displacements are applied to a unit cube at different ramp rates to demonstrate the viscoelastic dependence on strain rate. More specifically, the diagonal nodes were ramped to the same final displacement in 1 $\mu$s, 10 ms, and 1 s, corresponding to applied strain rates of $1.386 \times 10^6$/s, 138.6/s, and 1.386/s, respectively, and then held constant. The variation of logarithmic shear strain is given in Figure 4.7(a). The resulting shear stress histories are plotted in Figure 4.7(b) and the different peak stress values reflect a different amount of viscoelastic relaxation occurring during the initial strain ramps with the faster ramps
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incurring less relaxation during the load-up. The net apparent shear stress vs logarithmic shear strain behavior is plotted in Figure 4.7(c) to show this strain rate dependence even more clearly. The Abaqus/Standard UMAT subroutine matches with that of the Abaqus/Standard intrinsic model as can be observed from the plots.

Two staircase step strain loading cases are also considered with the discrete strain increment histories shown in Figure 4.8(a). For consistent stair stepping, care must be taken to make sure the ramp time is the same for all increments to enable a fair comparison of the incremental viscoelastic behaviors. Here, a ramp of $1.386 \times 10^7 / s$ is considered for all the step increases shown in both cases. A comparison between the Abaqus/Standard intrinsic model and UMAT subroutine for cases 1 and 2 is as shown in Figure 4.8(b) and Figure 4.8(c). They match very well as shown in the plots. Also, the stress jumps corresponding to each strain increment increase with increasing base strain level corresponding to the underlying hyperelastic material behavior. The rate of viscoelastic relaxation for the incremental stress corresponding to each incremental strain is the same, even though it can be difficult to
ascertain that on a logarithmic time scale as plotted in Figure 4.8(b) and Figure 4.8(c).

Many multiple-element example problems were also tested including the bending of a plate, twisting of a solid torus, etc. Here, twisting of a torus will be presented. Consider a torus as shown in Figure 4.9(a). The disk that loops around is 2 m in radius and its center is 10
m away from the center of revolution. The left part is fixed and two surface traction loads of magnitude 5000 Pa in the opposite directions are applied as shown in the figure so as to cause a twisting motion. The load is applied as a step amplitude. Brick elements with linear shape functions with reduced integration and hourglass control are utilized. The mesh contains 4900 elements and is as shown in Figure 4.9(b). A comparison of stress contours
between the Abaqus/Standard intrinsic model and Abaqus/Standard UMAT is performed. All results match to high accuracy. The comparison of shear stress $S_{12}$ between the Abaqus intrinsic model and Abaqus/Standard UMAT is as shown in Figure 4.9(c) and Figure 4.9(d).

![Figure 4.9: Torus under twisting loads: (a) initial geometry with applied loading and boundary conditions; (b) mesh; (c) shear stress contours computed using the intrinsic material model; (d) shear stress contours computed using the implemented Abaqus/Standard UMAT.](image)

4.2.3 Abaqus/Explicit VUMAT for Hyperviscoelastic Material Model

The hyperviscoelastic Abaqus/Standard UMAT is leveraged in creating an equivalent hyperviscoelastic Abaqus/Explicit VUMAT. The Abaqus/Explicit VUMAT subroutine for hyperviscoelasticity has been verified against the intrinsic model already present in
Abaqus/Explicit. The cases presented here are pure volumetric and pure shear stretch. The volumetric and pure shear stretch deformations are as illustrated in Figure 4.4. In the examples provided, we utilize the Yeoh material parameters provided in Table 4.1. As considered previously, a 30-term Prony series is employed. The relaxation times range from $10^{-12}$ s to 316,000 s with logarithmic spacing of two terms per decade starting from $10^{-6}$ s. Here, we will focus solely on single-element cases for the purpose of code verification. The VUMAT employs a different rate formulation compared to the Abaqus/Explicit intrinsic model. Consequently, when we extend our analysis to encompass a broader range of scenarios involving multiple elements under general load control, a notable discrepancy emerges between the results at large deformations produced by the Abaqus/Explicit VUMAT subroutine and those generated by the intrinsic model. For all the single element cases, a fully-integrated 8-node brick element is utilized. We apply displacement control for the cases considered. The strains are taken to a final value and held constant as shown in Figure 4.10(a) and Figure 4.10(c). We assess the stress histories obtained from the Abaqus/Explicit VUMAT subroutine and compare them with results generated by the intrinsic model, as illustrated in Figure 4.10(b) and Figure 4.10(d). Results match to high accuracy. The strains presented are logarithmic values, specifically components of the logarithmic left stretch tensor with engineering shear strain components. The volumetric strain corresponds to the trace of the logarithmic strain.

### 4.3 Damage Modeling

For a diver subjected to blast loading, a spectrum of damage mechanisms are anticipated, encompassing various physiological responses such as contusions, hematoma, perforations, and lacerations, triggered by peak stresses and strains or sustained large-amplitude
oscillations. Continuum damage modeling and element failure can effectively represent contusions, hematoma, and large-scale tearing, while direct modeling of cuts and lacerations is better suited for techniques such as cohesive zone modeling or the eXtended Finite Element Method (XFEM), both of which could be explored in future studies. In the continuum damage approach, the stress tensor is modified by a factor of \((1 - D)\) where \(D\) is the damage parameter which varies from 0 for no damage to 1 for complete damage. Criteria for damage initiation are evaluated to determine when the incurred stress and/or strain
is considered to correspond to the start of significant damage accumulation. Additional equations are given for the damage evolution to describe the damage growth with the evolution of strain and/or relative displacement. Often, the evolution equation parameters are adjusted to give the desired fracture energy following the onset of damage. Of course, the complete set of equations for material response from its initial state through final damage can be parameterized using available experimental data. However, fitting such failure tests typically involves modeling the experiment such that the net load-deflection from the test can be captured sufficiently. Once completely damaged, an element is removed and its mass and velocity are transferred to its component nodes which can be included in subsequent calculations including impact and energy exchange.

The conventional approach to continuum damage typically involves isotropic damage, where a single damage parameter uniformly affects all stress components. However, there is room for more intricate formulations. For materials exhibiting isotropic elasticity, their overall response can be dissected into distinct volumetric and deviatoric components. Volumetric behavior relates to changes in volume, impacting parameters such as pressure and volumetric strain. On the other hand, deviatoric behavior pertains to distortional shape changes, impacting parameters including shear stress, strain, and the non-volumetric aspects of normal stresses and strains, like pure shear. Motivated by this inherent separation of behaviors, we opt for a volumetric/deviatoric damage split. Under this approach, both stress and strain tensors are partitioned into their volumetric and deviatoric constituents. Two damage variables are then introduced: one for volumetric damage and another for deviatoric damage. Volumetric damage influences the material’s pressure, while deviatoric damage primarily impacts deviatoric stresses. For the sake of completeness and robustness, coupled (isotropic) volumetric/deviatoric damage is also incorporated into the framework.

A table summarizing the different ways in which the strains (in this case logarithmic strains)
Table 4.2: Damage wrapper strain control.

<table>
<thead>
<tr>
<th>Type</th>
<th>Evolution</th>
<th>Coupling</th>
<th>$\epsilon_v$</th>
<th>$\epsilon_{vm}$</th>
<th>$\epsilon_I$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coupled Vol/Dev</td>
<td>Linear</td>
<td>Circ/Ellipse</td>
<td>Weighted</td>
<td>Weighted</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Line</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exponential</td>
<td>Circ/Ellipse</td>
<td>Weighted</td>
<td>Weighted</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Line</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3-Parameter</td>
<td>Circ/Ellipse</td>
<td>Weighted</td>
<td>Weighted</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Line</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncoupled Vol/Dev</td>
<td>Linear</td>
<td>-</td>
<td>Direct</td>
<td>Direct</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Exponential</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3-Parameter</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max Principal</td>
<td>Linear</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Direct</td>
</tr>
<tr>
<td></td>
<td>Exponential</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3-Parameter</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

are to be used to control damage is presented in Table 4.2. There are a total of twelve damage options considered. For the damage type (listed in the first column), either an uncoupled volumetric/deviatoric strain split, a coupled volumetric/deviatoric strain, or a max principal strain-based approach can be utilized. In the coupled case, there is a single damage parameter that is applied to all stress components. That coupled damage parameter is computed using a single scalar effective or scaled strain corresponding to combining together the volumetric ($\epsilon_v$) and von Mises strains ($\epsilon_{vm}$) scaled relative to their independent failure values. In the uncoupled case, there are two independent damage parameters, one for the volumetric behavior and another for the deviatoric behavior. In the max principal case, a single damage parameter is applied to all stress components, just like in the coupled volumetric/deviatoric damage model. The damage parameter is computed using the max principal strain ($\epsilon_I$).
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For the coupled case, the exact way in which the scaled volumetric and von Mises strains are combined together can be accomplished in several ways as listed in the third column in Table 4.2. In the designated “circ/ellipse” approach, the scaled strains are squared and added together and compared to one. In the “line” approach the scaled strains are just added together. For the strain or damage control, either volumetric and deviatoric strains, or max principal strains can be utilized. Here, the deviatoric strain tensor is condensed into a von Mises type of scalar with its definition written so that the resulting “von Mises strain” is work conjugate with the von Mises stress to capture the total deviatoric work. Linear, exponential, or three-parameter damage models can be employed for the damage evolution, as indicated in the second column of Table 4.2.

4.3.1 Damage Formulations

The damage wrapper utilizes true logarithmic strain i.e., the natural logarithm of the left stretch tensor which can be calculated easily using the eigenvalues and eigenvectors of the left Cauchy Green tensor computed using the deformation gradient tensor. The expression for the logarithmic strain measure employed for damage initiation/evolution is as follows:

\[ \epsilon = \ln \mathbf{V} \]  (4.34)

where \( \epsilon \) is the logarithmic strain and \( \mathbf{V} \) is the left stretch tensor.

For volumetric/deviatoric damage split, a stress and strain decomposition into volumetric and deviatoric parts are required. The tensorial logarithmic strain decomposition is defined using the volumetric strain \( \epsilon_v \) and the deviatoric strain tensor \( \epsilon' \) as follows:

\[ \epsilon = \frac{1}{3} \epsilon_v \mathbf{I} + \epsilon' \]  (4.35)
\[ \varepsilon_v = \text{Tr}(\mathbf{\varepsilon}) = \mathbf{I} : \mathbf{\varepsilon} = \varepsilon_{kk} \]  

(4.36)

Similarly, the stress tensor \( \mathbf{\sigma} \) can also be decomposed into a pressure \( p \) and a deviatoric stress tensor \( \mathbf{S} \)

\[ \mathbf{\sigma} = p\mathbf{I} + \mathbf{S} \]  

(4.37)

where

\[ p = \frac{1}{3} \text{Tr}(\mathbf{\sigma}) = \frac{1}{3} \mathbf{I} : \mathbf{\sigma} = \frac{1}{3} \sigma_{kk} \]  

(4.38)

For the deviatoric damage, a scalar representative is required for damage control/evolution. The convenient von Mises strain will be utilized and is given as follows:

\[ \varepsilon_{vm} = \sqrt{\frac{2}{3} \mathbf{\varepsilon}' : \mathbf{\varepsilon}' = \sqrt{\frac{2}{3} \varepsilon_{ij}' \varepsilon_{ij}'}} \]  

(4.39)

The von Mises stress is defined as follows:

\[ \sigma_{vm} = \sqrt{\frac{3}{2} \mathbf{S} : \mathbf{S} = \sqrt{\frac{3}{2} S_{ij}S_{ij}}} \]  

(4.40)

**Uncoupled Volumetric/Deviatoric Damage:**

Two damage variables, the volumetric damage \( D_v \) and the deviatoric damage \( D_{vm} \), are introduced in the uncoupled volumetric/deviatoric damage approach. The volumetric and deviatoric damage is computed as follows

\[ D_v = f(\varepsilon_v^{max}) \]  

\[ D_{vm} = f(\varepsilon_{vm}^{max}) \]  

(4.41)
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where the effective/scaled volumetric strain \( \hat{\epsilon}_v \) and the effective/scaled von Mises strain \( \hat{\epsilon}_{vm} \) is computed using the volumetric strain \( \epsilon_v \), the von Mises strain \( \epsilon_{vm} \), the volumetric failure strain \( \epsilon_f^v \) and the deviatoric failure strain \( \epsilon_f^{vm} \) as follows

\[
\hat{\epsilon}_v = \langle \epsilon_v \rangle \quad \text{and} \quad \hat{\epsilon}_{vm} = \frac{\epsilon_{vm}}{\epsilon_f^{vm}}
\] (4.42)

The max superscript represents the following:

\[
\hat{\epsilon}^{\text{max}} = \max\{\hat{\epsilon}(t')\} \quad \text{for} \quad t' < t
\] (4.43)

The symbol \( \langle \cdot \rangle \) denotes the Macaulay bracket given by

\[
\langle \epsilon_v \rangle = \begin{cases} 
\epsilon_v & \epsilon_v \geq 0 \\
0 & \epsilon_v < 0
\end{cases}
\] (4.44)

This operation is used to preserve only positive values of the volumetric strain and avoid compressive volumetric strain leading to damage. Once the volumetric and deviatoric damage is computed, the pressure and the deviatoric stress are updated as follows:

\[
p_D = (1 - D_v) p
\]
\[
S_D = (1 - D_{vm}) S
\] (4.45)

**Coupled Volumetric/Deviatoric Damage:**

In the coupled damage case, both volumetric and deviatoric damage values \( D_v \) and \( D_{vm} \) are combined into a single damage parameter \( D_m \) that is computed using an effective coupled
strain as shown below.

\[ D_m = f(\hat{\epsilon}_{m}^{\text{max}}) \]  

(4.46)

where \( \hat{\epsilon}_m \), the effective/scaled coupling strain is computed using the coupled strain \( \epsilon_m \) and a single failure strain \( \epsilon_f \) as follows

\[ \hat{\epsilon}_m = \frac{\epsilon_m}{\epsilon_f} \]  

(4.47)

Here, the coupling strain \( \epsilon_m \) can be a linear coupling strain or a circular/elliptical coupling strain. The scaled linear coupling strain measure is given as follows:

\[ \hat{\epsilon}_m = \frac{\langle \epsilon_v \rangle}{\epsilon_f} + \frac{\epsilon_{vm}}{\epsilon_{vf}} \]  

(4.48)

The scaled circular/elliptical coupling strain measure is given as follows:

\[ \hat{\epsilon}_m = \sqrt{\left(\frac{\langle \epsilon_v \rangle}{\epsilon_f}\right)^2 + \left(\frac{\epsilon_{vm}}{\epsilon_{vf}}\right)^2} \]  

(4.49)

Subsequently, the updated pressure and deviatoric stress tensor are computed using \( D_m \) as follows:

\[ p_D = (1 - D_m) p \]  

\[ S_D = (1 - D_m) S \]  

(4.50)

These two equations can be combined together to obtain the equation for the entire stress tensor given by

\[ \sigma = (1 - D_m) \sigma \]  

(4.51)
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Max Principal Damage:

In the max principal damage case, a single damage parameter $D_I$ is computed using a scaled max principal strain as shown below:

$$D_I = f(\hat{\epsilon}_{I}^{\text{max}}) \quad (4.52)$$

where $\hat{\epsilon}_I$, the scaled max principal strain is computed using the max principal strain $\epsilon_I$ and a single failure strain $\epsilon^f_I$ as follows:

$$\hat{\epsilon}_I = \frac{\langle \epsilon_I \rangle}{\epsilon^f_I} \quad (4.53)$$

The updated pressure and deviatoric stress tensor are expressed using $D_I$ as follows:

$$p_D = (1 - D_I) p$$
$$S_D = (1 - D_I) S \quad (4.54)$$

The equation for the updated stress tensor is given by

$$\sigma = (1 - D_I) \sigma \quad (4.55)$$

Damage Initiation and Evolution:

For coupled volumetric/deviatoric strain measures, scaled failure initiation and completion are defined as follows:

$$0 \leq \hat{\epsilon}^i_m \leq 1 \quad \hat{\epsilon}^f_m = 1 \quad (4.56)$$
where $\hat{\epsilon}_i^m$ is the coupled scaled strain value for damage initiation. Care needs to be taken to make sure the coupled scaled initiation strains are below 1. Figures representing the initiation and failure boundaries in the scaled volumetric/von Mises strain space using linear and circular/elliptical coupling strains are provided in Figure 4.11(a) and Figure 4.11(b), respectively. The arcs at the strain points shown in Figure 4.11(a)-(c) encompass the local directions in the strain space around those points that correspond to damage accumulation. For instance, for the circular coupled volumetric/deviatoric damage case illustrated in Figure 4.11(b), any path proceeding outward within $-90^\circ$ to $+90^\circ$ from a radial line at the indicated point would result in additional damage accumulation, while the maximum damage accumulation at that point would be in the gradient direction which is along the radial line itself.

For uncoupled volumetric/deviatoric strain measures, failure initiation and completion are defined as follows:

\[
0 \leq \hat{\epsilon}_i^v \leq 1 \quad \hat{\epsilon}_i^f = 1 \\
0 \leq \hat{\epsilon}_i^{vm} \leq 1 \quad \hat{\epsilon}_i^{fm} = 1
\]  

(4.57)

where $\hat{\epsilon}_i^v$ and $\hat{\epsilon}_i^{vm}$ are the corresponding scaled volumetric and von Mises strain values for damage initiation. The graph illustrating the initiation and failure boundary for the uncoupled volumetric/deviatoric damage case in the scaled volumetric/von Mises strain space is given in Figure 4.11(c). There are three different regions that have different damage accumulation directions at a given strain state as shown in Figure 4.11(c).

Three types of damage evolution are taken into account: linear, exponential, and 3-parameter damage evolution. The linear damage evolution is computed using the following function:

\[
D_{lin}(\dot{\epsilon}_{max}) = \frac{1}{\dot{\epsilon}_{max}} \left( \frac{\dot{\epsilon}_{max} - \dot{\epsilon}_i}{1 - \dot{\epsilon}_i} \right)
\]  

(4.58)
Figure 4.11: Damage initiation and failure boundary in terms of scaled strain for (a) linearly coupled volumetric/deviatoric damage; (b) circular/elliptical coupled volumetric/deviatoric damage; (c) uncoupled volumetric/deviatoric damage.

where $\hat{\epsilon}^i$ denotes the effective damage initiation strain and $\hat{\epsilon}_{\text{max}}$ is the maximum strain reached. The use of $\hat{\epsilon}_{\text{max}}$ ensures that the damage never decreases.

$$\hat{\epsilon}_{\text{max}} = \max\{\hat{\epsilon}(t')\} \quad \text{for} \quad t' < t \tag{4.59}$$

$$D(\hat{\epsilon}_{\text{max}}) = \begin{cases} 
0 & \hat{\epsilon}_{\text{max}} < \hat{\epsilon}^i \\
0 < D < 1 & \hat{\epsilon}^i < \hat{\epsilon}_{\text{max}} < \hat{\epsilon}^f \\
1 & \hat{\epsilon}^f \leq \hat{\epsilon}_{\text{max}} 
\end{cases} \tag{4.60}$$

The exponential damage evolution is computed as follows:

$$D_{\text{exp}}(\hat{\epsilon}_{\text{max}}) = 1 - \frac{\hat{\epsilon}^i}{\hat{\epsilon}_{\text{max}}} \left(1 - \frac{1 - \exp \left(-\alpha \left(\frac{\hat{\epsilon}_{\text{max}} - \hat{\epsilon}^i}{1 - \hat{\epsilon}^i}\right)\right)}{1 - \exp (-\alpha)} \right) \tag{4.61}$$

where $\alpha$ is a damage parameter that can take any value greater than zero. For $\alpha = 0$, it reduces to linear evolution.

The variable rate three-parameter damage model employs the following function to define
nonzero damage rates:

\[
\dot{D}_{3p}(\dot{\varepsilon}, D) = a(1 - D)^b(\dot{\varepsilon})^c 
\]  

(4.62)

where \(a, b,\) and \(c\) are the three damage parameters. Here, damage increase is taken to only occur for positive strain rates with positive overall strains as described below:

\[
\dot{D}_{3p}(\dot{\varepsilon}, D) = \begin{cases} 
\dot{D} & \dot{\varepsilon} > 0, \ \dot{\varepsilon} > 0, \ \text{and} \ D < 1 \\
0 & \dot{\varepsilon} \leq 0, \ \text{or} \ \dot{\varepsilon} \leq 0, \ \text{or} \ D = 1 
\end{cases}
\]  

(4.63)

The damage value at the time increment \(i = n + 1\) is computed as follows:

\[
D_{n+1} = D_n + \dot{D}_n \Delta t_{n+1} 
\]  

(4.64)

where \(\Delta t_{n+1} = t_{n+1} - t_n\) is the time increment.

### 4.3.2 Abaqus/Explicit VUMAT for Hyperelastic Material Model with Damage

As indicated previously, an Abaqus/Standard UMAT for hyperelasticity with damage developed on a previous project is leveraged for conversions to Abaqus/Explicit VUMAT subroutine. The Abaqus/Standard UMAT damage wrapper was extended to interface with the viscoelastic and hyperviscoelastic UMAT material models. The existing Abaqus/Standard UMAT for hyperelasticity with damage follows a compartmentalized approach, where damage-related calculations and stress tensor modifications are computed separately from the underlying undamaged material response. This modular coding style allows for the application of the same damage framework across various material models seamlessly. Specifically in this study, it means that a single damage wrapper can serve both
the hyperelastic and hyperviscoelastic material models as shown in the flowchart in Figure 4.12. This UMAT’s damage implementation includes criteria for damage initiation and evolution equations governing damage accumulation. Moreover, users have the flexibility to choose between coupled, max principal damage, which uniformly degrades all stress components, and split volumetric/deviatoric damage, which affects the pressure (volumetric damage) and the deviatoric stresses (deviatoric damage) in a different manner.

![Flowchart of Damage Modeling](a)

Figure 4.12: Code structure for damage modeling in Abaqus/Standard UMAT and Abaqus/Explicit VUMAT subroutines.

Leveraging the previously coded Abaqus/Standard UMAT damage wrapper, the equivalent Abaqus/Explicit VUMAT damage wrapper coding is completed and the coded hyperelastic VUMAT is incorporated into this VUMAT damage wrapper. A series of regression tests using a single element were run to verify partially the damage calculations for all twelve damage modeling options. These include cases with uncoupled volumetric and deviatoric
strains, strain loops with coupled shear/axial behavior, and strain cycles to increasing strain levels. These verification tests correspond to comparing damaged stress results from the combined VUMAT codes against results from the Abaqus/Explicit intrinsic material model with damage added during post-processing via a separately coded Python script. Such verification is not sufficient for full conclusions about whether the implemented code utilizes the posed equations correctly, as it involves another code created by the same developers, albeit in another software language. However, further confidence in the developed code is accomplished by careful review of all results against expectations.

Table 4.3: Third-order polynomial hyperelastic model parameters.

<table>
<thead>
<tr>
<th>$C_{10}$ (Pa)</th>
<th>$C_{01}$ (Pa)</th>
<th>$C_{20}$ (Pa)</th>
<th>$C_{11}$ (Pa)</th>
<th>$C_{02}$ (Pa)</th>
<th>$C_{30}$ (Pa)</th>
<th>$C_{21}$ (Pa)</th>
<th>$C_{12}$ (Pa)</th>
<th>$C_{03}$ (Pa)</th>
<th>$D_1$ (1/Pa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.35</td>
<td>16.85</td>
<td>4</td>
<td>2.4</td>
<td>7.32</td>
<td>2.7</td>
<td>3.6</td>
<td>2</td>
<td>3</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Figure 4.13: Undamaged hyperelastic constitutive behavior: (a) volumetric response; (b) deviatoric response.

For brevity, only sample results for uncoupled volumetric/deviatoric damage with linear damage evolution will be presented in this section. A fully integrated 8-node brick element was employed to avoid spurious effects from hourglass forces which are necessary for
numerical stability when a reduced integration element is used. A third-order polynomial
model for the hyperelastic behavior was used with the material parameters provided in Table 4.3. This selection of parameters results in their individual stress contributions having similar
sizes to allow for easier debugging. The density is taken as 1140 kg/m$^3$. Sample undamaged
hyperelastic responses for pressure and shear behaviors are shown in Figure 4.13.

![Figure 4.14: Closed strain loop: (a) undeformed unit block; (b) uniaxial stretch; (c) shear;
(d) unstretch; (e) unshear.](image)

The example with damage involves a closed strain loop where an extensional displacement in
the 2-direction is applied, followed by simple shear in the 1-2 plane, a removal of extension
in the 2-direction, and finally, removal of the 1-2 shear, as shown in Figure 4.14. The
history of the strain components is shown in Figure 4.15. The volumetric and deviatoric
(von Mises) damage initiation are plotted in Figure 4.16(a) and Figure 4.16(b) where $\hat{\epsilon}_v$
and $\hat{\epsilon}_{vm}$ represent volumetric and von Mises strains scaled by their respective failure values,
$\hat{\epsilon}_v^i$ and $\hat{\epsilon}_{vm}^i$ are the corresponding scaled values for damage initiation, respectively. The
accumulated damage is shown in Figure 4.16(c) and Figure 4.16(d) where $D_v$ and $D_{vm}$ are
the volumetric and deviatoric (von Mises) damage variables, respectively. For the current
parameter values, both of the volumetric and von Mises damage initiation conditions are
met, but the damage does not proceed to completion for either response. The damage
and undamaged stress response plots are shown in Figure 4.17. Additional results are
generated using the intrinsic Abaqus/Explicit material model with damage assessed using the
enforced strains and then applied to the intrinsic undamaged stress results via a Python post-processing script. Excellent agreement between the VUMAT subroutine and the modified intrinsic model results has been obtained.

Although not shown here, similar results and agreement have been obtained in partially verifying the other damage options. For the 3-parameter damage case, there is a need for tolerancing the positive strain rate for additional damage accumulation. That is, it is desirable to not let damage increase for small positive strain rates corresponding to numerical noise.
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Figure 4.16: Damage initiation criteria: (a) volumetric; (b) deviatoric (von Mises) and continuum damage parameter: (c) volumetric; (d) deviatoric (von Mises).

4.3.3 Abaqus/Explicit VUMAT for Hyperviscoelastic Material Model with Damage

The coded hyperviscoelastic Abaqus/Explicit VUMAT subroutine is incorporated into the VUMAT damage wrapper. A series of regression tests using a single element is run to
verify partially the damage calculations corresponding to all of the damage modeling options. These verification tests correspond to comparing damaged stress results from the combined VUMAT against results from the Abaqus/Explicit intrinsic material model with damage added during postprocessing via a separately coded Python script.

Only sample results for coupled volumetric/deviatoric damage with exponential damage evolution will be presented in this section. A fully integrated 8-node brick element has been employed. As utilized previously, a Yeoh material model has been used. The material parameters are provided in Table 4.1. For viscoelastic behavior, a 30-term Prony series with Prony coefficient and relaxation times for bulk and shear behavior as in the previous example runs have been utilized. The relaxation times range from $10^{-12}$ to 316,000 s with logarithmic
spacing of two terms per decade starting from $10^{-6}$ s. Finally, the density has been specified as 1140 kg/m³. For reference, the underlying instantaneous hyperelastic response for pressure and shear is as shown in Figure 4.5.

The damage example involves a closed strain loop of stretching, shearing, unstretching, and unshearing as given by the strain histories shown in Figure 4.15. The volumetric and
Figure 4.19: Undamaged and damaged Cauchy stress: (a) 1-normal; (b) 12-shear; (c) 2-normal; (d) 3-normal; (e) volumetric; (f) von Mises.

deviatoric damage initiation and damage evolution parameters are plotted in Figure 4.18 where \( \varepsilon_v \) and \( \varepsilon_{vm} \) represent volumetric and von Mises strains scaled by their respective failure values, \( \varepsilon_i^v \) and \( \varepsilon_i^{vm} \) are the corresponding scaled values for damage initiation, and \( D_v \) and \( D_{vm} \) are the volumetric and deviatoric damage variables, respectively. The damage initiation conditions are met and the damage proceeds to completion for both responses. Because the volumetric and deviatoric damage are coupled in this example, the damage parameters evolve identically. The pristine and damaged stress histories are shown in Figure 4.19. Excellent agreement between the VUMAT subroutine and the modified intrinsic model results has been obtained. Although not shown here, similar results and agreement have been
obtained in partially verifying the other damage options. Some discrepancies can be found in some cases where significant simple shear deformations occur. This is due to different stress rate formulations between Abaqus/Explicit VUMAT and intrinsic model formulations.
Chapter 5

Biological Material Response

Parametrization

Characterizing material properties often involves just employing uniaxial tests, primarily due to their simplicity and ease of execution. While uniaxial tests offer a reasonable approximation, they may not precisely replicate the material’s behavior under other deformation modes. Reducing the number of experiments can compromise the accuracy of material parameters within the strain energy potential when hyperelastic and hyperviscoelastic models are used. This highlights the necessity for comprehensive understanding and careful consideration of the implications of the chosen characterization techniques within the broader context of material modeling.

In this study, experimental tests on biological materials will not be directly conducted. Representative material properties are acquired through alternative methods. Literature sources have been systematically collected and organized, including those that offer empirically derived data concerning the responses of lung and other biological tissues, as well as others providing practical values suitable for meaningful simulations. In addition to direct extraction from these sources, refitting of any contained experimental data will also be carried out. A series of focused small-scale trade studies are also performed, designed to simulate diver response for likely injury levels under various conditions, generating stress-strain responses. These responses can then be analyzed against engineering judgment to
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5.1.1 Comparison between Hyperelastic Model Fitting in Abaqus/CAE and SIMULIA/Isight

To highlight distinctions between hyperelastic model fits derived directly from Abaqus/CAE and those from SIMULIA/Isight, fitting procedures were executed using experimental data in Gaur et al. [219] for human diaphragms. The Yeoh hyperelastic model is considered for all the fits presented in this section. Table 5.1 gives the values of material parameters obtained from Abaqus/CAE fits with incompressibility assumed in the deviatoric behavior fit. Figure 5.1 shows the comparison of the uniaxial response from the Yeoh model fits against the source experimental data with the numerical results computed using a hybrid element to handle the incompressibility condition directly. Cases HD5-03, HD1-01, and HD1-04 correspond to the sample IDs of the quasi-static uniaxial tension tests with the listed order based on fitting error. That is, case HD5-03 corresponds to the lowest fitting error value, whereas HD1-04 corresponds to the highest fitting error.

Table 5.1: Yeoh hyperelastic model fits for quasi-static cases of the human diaphragm test samples in order of fitting error.

<table>
<thead>
<tr>
<th>Yeoh</th>
<th>$C_{10}$ (kPa)</th>
<th>$C_{20}$ (MPa)</th>
<th>$C_{30}$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD5-03</td>
<td>271.97</td>
<td>-6.71</td>
<td>136.47</td>
</tr>
<tr>
<td>HD1-01</td>
<td>68.75</td>
<td>1.77</td>
<td>41.31</td>
</tr>
<tr>
<td>HD1-04</td>
<td>19.96</td>
<td>-0.39</td>
<td>24.11</td>
</tr>
</tbody>
</table>

For hyperelastic model parameterization, by default Abaqus/CAE uses incompressibility
Figure 5.1: Comparison between the experimental data and hyperelastic simulations for several diaphragm test samples: (a) HD5-03; (b) HD1-01; (c) HD1-04.

when it fits the deviatoric material parameters governing distortional behavior. The $D_i$'s corresponding to the volumetric behavior are calculated based upon the resulting initial shear modulus and the specified Poisson’s ratio if a Poisson’s ratio is given. If compressibility data is not specified, Abaqus/Explicit assumes compressible behavior with Poisson’s ratio of 0.475 to calculate a constant bulk modulus based on the initial shear modulus. Abaqus/Explicit does not have hybrid elements and must use material models with finite compressibility. For high enough specified Poisson’s ratios, this inconsistency has a relatively small effect and typically only at higher strain levels. The model choice also influences the fitting.
5.1. Undamaged Tissue Material Parameterization

error. Polynomial models would provide a better fit as the Yeoh model is a subset of the polynomial model, but $I_2$-based models are not recommended if complete experimental data is not available. Such models lead to stability issues and inconsistencies for other modes of deformation. In order to assess the importance of such inconsistencies, optimization using SIMULIA/Isight was also utilized to determine consistent volumetric and deviatoric material parameters that can be used in Abaqus/Explicit without any special techniques (e.g., hybrid elements for incompressible behavior).

The optimization problem in SIMULIA/Isight is formulated to minimize the square of the difference in nominal engineering stress obtained from the experiment to that of the simulation. The objective function to minimize is defined as follows:

$$f = \sum_{i=1}^{N} \left(1 - \frac{\sigma_{i}^{th}}{\sigma_{i}^{exp}}\right)^2$$

(5.1)

where $N$ represents the number of sample points from the experiment, $\sigma_{i}^{exp}$ and $\sigma_{i}^{th}$ are the nominal stress from the experiment and the simulation for the $i^{th}$ strain value, respectively. The design variables are the Yeoh material parameters with only one parameter used to define volumetric behavior. Proper scaling must be employed during optimization, as the resulting material parameters can be different orders of magnitude in size. The initial Poisson’s ratio is constrained to be between 0.4 and 0.475. Sequential Quadratic Programming (SQP) is used as the optimization algorithm. The experimental data is limited to uniaxial loading conditions, and, therefore, only this specific loading case is taken into consideration. A single hybrid element with reduced integration was employed for the Abaqus/Standard simulations with Poisson’s ratio of 0.5. A single fully integrated element in Abaqus/Standard is employed for other cases. Experimental data from Case HD5-03 corresponding to one of the quasi-static uniaxial tension tests in [219] is utilized for the representative material behavior.
Table 5.2 provides the material parameter values obtained from Abaqus/CAE and Isight. As listed in Table 5.2, the deviatoric parameters obtained using Abaqus/CAE do not depend on the initial Poisson’s ratio employed. Using Isight, the deviatoric parameters for Poisson’s ratio of 0.475 differs significantly from those fit using Abaqus/CAE under the incompressibility assumptions. In order to test the dependence on initial design during the Isight optimization process, a few more initial parameter values were considered as delineated in Table 5.3. The final optimized material parameters obtained are provided in Table 5.4. Similar values with close-by fitting errors are obtained in all of the Isight cases. Because an inequality constraint was used for the Poisson’s ratio, different initial Poisson’s ratio values are attainable. Figure 5.2 shows the comparison between Abaqus/CAE, SIMULIA/Isight fits, and the experimental data. It is obvious from the plots that the Isight fits are better for the compressible cases at larger strains.

Table 5.2: Yeoh hyperelastic model fits for a quasi-static case of the human diaphragm test sample HD5-03.

<table>
<thead>
<tr>
<th>Fit</th>
<th>$C_{10}$ (MPa)</th>
<th>$C_{20}$ (MPa)</th>
<th>$C_{30}$ (MPa)</th>
<th>$K$ (MPa)</th>
<th>$\nu_{\text{init}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abaqus/CAE</td>
<td>0.272</td>
<td>-6.711</td>
<td>136.468</td>
<td>-</td>
<td>0.5</td>
</tr>
<tr>
<td>Abaqus/CAE</td>
<td>0.272</td>
<td>-6.711</td>
<td>136.468</td>
<td>10.697</td>
<td>0.475</td>
</tr>
<tr>
<td>Initial-2 (Isight)</td>
<td>0.323</td>
<td>-10.928</td>
<td>217.023</td>
<td>12.739</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 5.3: Initial material model parameters used for optimization.

<table>
<thead>
<tr>
<th>Fit</th>
<th>$C_{10}$ (MPa)</th>
<th>$C_{20}$ (MPa)</th>
<th>$C_{30}$ (MPa)</th>
<th>$K$ (MPa)</th>
<th>$\nu_{\text{init}}$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial-1</td>
<td>0.3919</td>
<td>-6.71</td>
<td>136.5</td>
<td>8.89</td>
<td>0.457</td>
<td>12.2</td>
</tr>
<tr>
<td>Initial-2</td>
<td>0.2719</td>
<td>-6.71</td>
<td>136.5</td>
<td>8.89</td>
<td>0.470</td>
<td>5.6</td>
</tr>
<tr>
<td>Initial-3</td>
<td>0.3000</td>
<td>-1.00</td>
<td>100.0</td>
<td>10.00</td>
<td>0.4706</td>
<td>21.3</td>
</tr>
</tbody>
</table>
Table 5.4: Final material model parameters obtained from optimization.

<table>
<thead>
<tr>
<th>Fit</th>
<th>$C_{10}$ (MPa)</th>
<th>$C_{20}$ (MPa)</th>
<th>$C_{30}$ (MPa)</th>
<th>$K$ (MPa)</th>
<th>$\nu_{\text{init}}$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final-1</td>
<td>0.317</td>
<td>-10.98</td>
<td>221</td>
<td>9.90</td>
<td>0.470</td>
<td>3.31</td>
</tr>
<tr>
<td>Final-2</td>
<td>0.323</td>
<td>-10.93</td>
<td>217</td>
<td>12.70</td>
<td>0.475</td>
<td>3.22</td>
</tr>
<tr>
<td>Final-3</td>
<td>0.317</td>
<td>-10.03</td>
<td>202</td>
<td>12.48</td>
<td>0.475</td>
<td>3.26</td>
</tr>
<tr>
<td>Abaq/CAE</td>
<td>0.272</td>
<td>-6.71</td>
<td>136</td>
<td>10.70</td>
<td>0.475</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.2: Comparison of Abaqus/CAE and SIMULIA/Isight fits against experimental data of the human diaphragm test sample HD5-03.

5.1.2 Lung Material Parameters

Various hyperelastic models and parameters are available in the literature for lung and other biological tissues. The variability of test-based lung tissue parameters across the literature can be attributed to many factors including the tissue source type (e.g., rat, pig, human, etc), the age and health of the source, the extraction location, the specimen size, the transpulmonary pressure, the type of material testing, etc. Material parameters and data obtained from the literature are compiled to guide modeling studies. Many of the values available in the literature for the lung’s linear elastic modulus lie between 1-5 kPa.
Table 5.5: Yeoh model parameters obtained from SIMULIA/Isight and Abaqus/CAE optimization for the lungs.

<table>
<thead>
<tr>
<th>Fit</th>
<th>$C_{10}$ (Pa)</th>
<th>$C_{20}$ (Pa)</th>
<th>$C_{30}$ (Pa)</th>
<th>$K$ (kPa)</th>
<th>$\nu_{init}$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIMULIA/Isight</td>
<td>557.85</td>
<td>-181.999</td>
<td>111.433</td>
<td>55.413</td>
<td>0.490</td>
<td>1.432</td>
</tr>
<tr>
<td>Abaqus/CAE</td>
<td>550.58</td>
<td>-165.900</td>
<td>98.500</td>
<td>91.396</td>
<td>0.494</td>
<td>1.478</td>
</tr>
</tbody>
</table>

Abaqus/CAE and SIMULIA/Isight have been utilized to calibrate hyperelastic material constants using lung data exhibiting closer alignment with established averages in the literature references. For the parameters chosen, experimental data available from Birzle et al. [220] was used. The optimization problem formulation for parameterization using SIMULIA/Isight is the same as in the previous section. The initial Poisson’s ratio was constrained to be between 0.49 and 0.494. The experimental data is limited to uniaxial loading conditions. The fitting error from SIMULIA/Isight in this case is close but slightly better than the Abaqus/CAE fit which fits the deviatoric behavior assuming incompressibility. Figure 5.3 shows the comparison of the uniaxial response from the Abaqus/CAE and SIMULIA/Isight material model fits against the source experimental data. The values obtained from SIMULIA/Isight, as presented in Table 5.5, will be employed for the UNDEX simulations. The density of lungs is taken to be 100 kg/m$^3$.

### 5.1.3 Diaphragm and Torso Material Parameters

The diaphragm which is a skeletal soft tissue has a toe region in its tensile stress-strain curve which is characterized by low stiffness. This toe region is followed by a transition to much higher stiffness [219]. Physically, the elastin fibers initially stretch in a linear fashion and as the load increases, the collagen fibers reorient to carry a greater proportion of load. Thus, as the load increases, there is a stiffening effect. For the initial studies, both the diaphragm and
5.2 Damage Parametrization using UNDEX Simulations

5.2.1 Acoustic Domain

Acoustic simulations for underwater explosion (UNDEX) scenarios will be employed to parameterize lung tissue damage. In this regard, this section will provide a concise overview of key implementation details and elucidate the rationale behind the acoustic setup.
Table 5.7: Recommendations for minimum acoustic medium stand-off as a function of frequency for a wave speed of 1462.87 m/s corresponding to nominal water.

<table>
<thead>
<tr>
<th>$f_{\text{min}}$ (Hz)</th>
<th>$m_{\text{min}}=1/3$</th>
<th>$m_{\text{min}}=1/2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>22.164</td>
<td>33.247</td>
</tr>
<tr>
<td>100</td>
<td>4.876</td>
<td>7.314</td>
</tr>
<tr>
<td>243.5</td>
<td>2.003</td>
<td>3.004</td>
</tr>
<tr>
<td>500</td>
<td>0.975</td>
<td>1.463</td>
</tr>
<tr>
<td>1000</td>
<td>0.488</td>
<td>0.731</td>
</tr>
<tr>
<td>20,000</td>
<td>0.024</td>
<td>0.037</td>
</tr>
</tbody>
</table>

Currently, Coupled Eulerian-Lagrange (CEL) approaches such as combined CFD and FEM can achieve relatively high accuracy, but can be very expensive, requiring hundreds of cores operating over days of wall clock time [223]. Moreover, such UNDEX modeling may require a subject matter expert (SME) running a highly specialized, limited availability simulation code such as DYSMAS. The accuracy achieved may be exceptional, but not necessary when the complete range of blast scenario uncertainties is considered, especially for potential accidents. Hence, it can be prudent to use a lower fidelity modeling approach that has the following features: (1) is available commercially to a broad audience; (2) is able to be run on practical computing resources (e.g., a desktop workstation); (3) has a quick turn-around time; and (4) is easy-to-use for both SME and non-SME personnel. Achieving such modeling goals would allow a large number of scenarios and scenario variations to be analyzed to aid planning and decision-making. Moreover, the limited loss in accuracy which may result would not be problematic, as factors of safety would be used in any reasonable UNDEX planning. Essentially, the goal is to get medium-fidelity models and their quickly generated results into the hands of engineers and program managers for informed and timely decision-making. Finally, if higher accuracy is needed, the worst-case scenarios needing such additional resource dedication could be identified using the medium fidelity approach.
Table 5.8: Recommendations for characteristic acoustic element dimension for a wave speed of 1462.87 m/s corresponding to nominal water.

<table>
<thead>
<tr>
<th>f_{max} (Hz)</th>
<th>n_{min}=8</th>
<th>n_{min}=12</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>8311.78</td>
<td>5541.19</td>
</tr>
<tr>
<td>100</td>
<td>1828.59</td>
<td>1219.06</td>
</tr>
<tr>
<td>180</td>
<td>1015.88</td>
<td>677.26</td>
</tr>
<tr>
<td>500</td>
<td>365.72</td>
<td>243.81</td>
</tr>
<tr>
<td>1000</td>
<td>182.86</td>
<td>121.91</td>
</tr>
<tr>
<td>12000</td>
<td>15.24</td>
<td>10.16</td>
</tr>
<tr>
<td>20000</td>
<td>9.14</td>
<td>6.10</td>
</tr>
</tbody>
</table>

SIMULIA/Abaqus’s acoustic shock modeling has been demonstrated to work well for traditional engineering structures where the structures are significantly more rigid than the surrounding acoustic medium [216] (e.g., water or air). Of particular importance is the interaction between the shock wave and the diver. Those interactions arising from the impedance mismatch and diver accelerations has been shown to alter the shock pressures realized on the diver to a significant extent. Also important for shock wave reflection and scattering determination has been the shape of the modeled diver/diver parts. In this study, SIMULIA/Abaqus including Abaqus/Explicit is used for sophisticated diver UNDEX modeling.

The Abaqus documentation [216] provides guidelines on the acoustic medium domain size necessary to capture the relevant frequency response where the recommended stand-off distance (i.e., acoustic medium domain size) is inversely proportional to the minimum frequency to be captured. Additionally, recommendations for acoustic element size are given where the maximum characteristic element dimension is inversely proportional to the maximum frequency to be captured. Applying the provided equation-based recommendations, sample results for a water wave speed of 1462.87 m/s are given in Table
5.7 and Table 5.8. Thus far, it has been found that the downsized domain for continued diver response need not be as large as recommended in Table 5.7 when a proper non-reflecting boundary condition is utilized on the acoustic domain. One key part of the response is ensuring that the water domain boundary does not act to reflect the incident shock wave. Associated with this is ensuring that the water domain is large enough to facilitate proper modeling of desired response frequencies. Modal analysis of an approximate spherical lung by itself indicated frequencies starting at around 22 Hz. Presumably, the surrounding water and contained air will increase these vibrational frequencies. Nevertheless, such low frequencies indicate the need for a stand-off distance of 22.2 m, as given in Table 5.7. Modeling such a large domain with sufficiently small acoustic element size for high frequency response would lead to significant solution times which may not be required during initial studies. As such, a stand-off distance of 10 m was used to define the water domain, while the blast source was still taken to be 20m from the center of the diver. This water domain size allows the key response to be captured, before any residual reflections arrive back at the diver.

Choosing a spherical acoustic domain centered around the diver results in improper radiation of the blast shock wave from the back side of the spherical domain. This has been concluded to be a pathological numerical wave reflection issue particular to this case where there are naturally two spheres of radiation that are tangent at a point. One is larger and is centered around the blast source, while the other corresponds to the practical acoustic domain centered about the diver, as given respectively by the red and blue domain boundaries shown in Figure 5.4(a). Zooming into the region near the diver has suggested a bullet-shaped modeling domain as shown. This model considers a blast scenario where a blast is located outside the modeled acoustic domain as shown in Figure 5.4. As illustrated in this figure, the Outer Mold Line (OML) of the acoustic domain resembles a bullet, while it is composed of three distinct domains consisting of an ellipsoid surrounding the diver which is then
Figure 5.4: Sample UNDEX modeling paradigm illustrated using cut-aways with approximate blast location indicated: (a) Acoustic “bullet” modeling domains naturally defined from a sphere of radius 10m centered at a point on the diver with blast wave offset at 20m; (b) isometric expanded view; and (c) side view.

embedded in a sphere that is finally enclosed in the surrounding outer bullet. Such an approach for acoustic domain subdivision will aid the development of an acoustic mesh with variable element sizes for efficiency. Furthermore, it enables easy setup of models with different diver orientations by simply rotating the diver, ellipsoid, and inner sphere, while holding the outer bullet domain fixed. Finally, it will be possible to replace the inner ellipsoid and the modeled diver with various diver submodels (e.g., only the lungs) which then would be encapsulated in an ellipsoid of the same OML as the original ellipsoid. In such approaches,
it would not be necessary to redevelop or even remesh the largest part of the acoustic domain shown in dark blue in Figure 5.4.

5.2.2 Baseline Diver Geometry and Meshing

Initial anatomically correct geometry for a 50\textsuperscript{th} percentile male was obtained from BioMedical Modeling Inc. (BMi). The review of all geometry and initial scoping on creating a baseline and improved mesh has been conducted by M4 Engineering Inc.

While all geometry has been able to be meshed individually, significant challenges had to be overcome to produce a viable mesh without poorly formed elements. Furthermore, the mesh needed to have a critical time step which was practical for explicit dynamic time simulations, as well as mesh-based defeaturing that was consistent at mating interfaces such that no significant gaps or overlaps occurred that could not be handled as part of the initial contact adjustments. As such for the initial study, only a subset of the respiratory system geometry has been used in producing the initial mesh. The modeled diver geometry includes the lungs, diaphragm, and surrounding torso, as well as a sequence of water domains. Modeling the diaphragm with solid elements requires a very small element size which ultimately results in a very large mesh size and associated computational cost. Therefore, the diaphragm is switched in this effort into a shell representation to save in mesh size while accurately capturing its bending/stretching behavior.

The current diaphragm surface (supremum) is tied to the torso mesh through shared nodes (i.e., the diaphragm is fully attached to the torso on both sides). The diver model parts are shown in Figure 5.5. In order to create an imprint of the diaphragm surface on the torso, the surrounding had to be partitioned as shown in Figure 5.6.

In order to successfully mesh the diver geometry, the virtual topology features of
Figure 5.5: Diver model geometry: (a) torso; (b) lungs; (c) diaphragm surface.

Figure 5.6: Torso partitioning: (a) torso minus abdominal cavity; (b) abdominal cavity.

Abaqus/CAE are leveraged through combining faces and subsequently releasing the unnecessary constraints associated with respecting internal edges on the meshing algorithm,
while still respecting the underlying “combined” geometry. Moreover, the virtual topology operation increases the meshing options and enables improved automatic algorithmic identification. Following this meshing strategy, the obtained mesh solid and shell elements are shown in Figure 5.7, while the full mesh stats are presented in Table 5.9.

Table 5.9: Diver model (with rib cage) mesh.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Element Type</th>
<th>Elements</th>
<th>Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>AC3D4</td>
<td>12,650,079</td>
<td>10,749,929</td>
</tr>
<tr>
<td></td>
<td>AC3D8R</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lungs</td>
<td>C3D4</td>
<td>689,403</td>
<td>134,739</td>
</tr>
<tr>
<td>Torso</td>
<td>C3D4</td>
<td>2,441,469</td>
<td>453,852</td>
</tr>
<tr>
<td>Diaphragm</td>
<td>S3R</td>
<td>21,161</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>16,135,392</td>
<td>11,424,611</td>
</tr>
</tbody>
</table>
5.2.3 Hyperelastic Damage Parametrization and Injury Evaluation

The VUMAT damage wrapper for Abaqus/Explicit was adapted to passively monitor relevant strain measures for damage initiation and evolution, allowing post-simulation identification of critical strain values. This facilitates injury prediction in lungs under blast loading by tracking damage-relevant strains without actual damage application. The maximum value of the strain measures, up to the current time, is used to pinpoint critical regions exceeding initiation and final strain thresholds.

A diver mesh with lungs, diaphragm, and torso has been utilized for the preliminary calculation of damage initiation and final failure values for a blast scenario in which the diver and charge are horizontally separated by a distance of 20 meters at a depth of 50 meters. The water domain as depicted in Figure 5.4 is structured like a bullet to enable the application of non-reflecting/perfectly matched layer boundary conditions for the shock wave. The blast wave pressure history near the diver is taken from the digitization of the data in Fetherston et al. \cite{224} for a 1 kg pentolite charge. Additional studies have been conducted by scaling this pressure history to correspond to pentolite charges of 1, 1.5, 2, 3, 4, 6, 8, 10, and 12 kg mass, all at a depth of 50 m and a stand-off of 20 m. In order to capture the hyperelastic behavior of lungs, a Yeoh model was used with the chosen material parameters obtained from SIMULIA/Isight fit given in Table 5.5.

Figure 5.8 depicts the placement of multiple chest wall nodal sensors utilized to capture the acoustic pressure impacting a diver and of the subsequent chest wall movement in response. The resulting chest wall velocities, pressures, and impulses integrated over the first half pressure-wave for 1.5 kg charge mass are given in Figure 5.9. Analysis corresponding to 1, 1.5, 2, 3, 4, 6, 8, 10, and 12 kg charge masses were conducted. Simulations considered 50 ms
of physical time for all cases. The peak pressures, maximum and average impulses applied to the chest wall, along with the resulting maximum outward chest wall velocities are given in Table 5.10. The peak pressure and impulse determined from the chest wall sensors exhibit a nearly linear relationship with the applied pentolite charge mass, as anticipated. Additionally, the maximum outward velocities of the chest wall, resulting from these conditions, also demonstrate a nearly linear relation with the charge mass.

Figure 5.8: Outer chest wall nodal sensors for chest wall velocity, peak pressure, and impulse extraction.

**Injury Evaluation Criteria**

Assessing the potential severity of injuries sustained by divers during underwater explosions can be achieved through various established criteria. These criteria employ measures of
5.2. Damage Parametrization using UNDEX Simulations

Figure 5.9: Diver outer mold line (OML) response at outer chest wall sensors for 1.5kg charge mass: (a) chest wall velocity (negative values are diver chest wall compression); (b) pressure; (c) initial pressure for impulse calculations.

Table 5.11 ([225]) provides expected injury levels based on this velocity. For example, a velocity exceeding 7.5 m/s might correspond to a high risk of serious internal injuries.

both the physical forces exerted on the diver (applied loading) and the diver’s physiological response to those forces. One measure used is the resultant velocity of the diver’s chest wall.
Table 5.10: Imparted loading on diver as measured using chest wall nodal sensors.

<table>
<thead>
<tr>
<th>Pentolite Charge Mass (kg)</th>
<th>Max Outward Charge Mass Velocity (m/s)</th>
<th>Peak Pressure (psi)</th>
<th>Peak Pressure (kPa)</th>
<th>Max Impulse (Pa · s)</th>
<th>Avg Impulse (Pa · s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.80</td>
<td>139.33</td>
<td>960.6</td>
<td>438.04</td>
<td>416.44</td>
</tr>
<tr>
<td>1.5</td>
<td>2.70</td>
<td>208.98</td>
<td>1440.8</td>
<td>656.62</td>
<td>624.20</td>
</tr>
<tr>
<td>2</td>
<td>3.60</td>
<td>278.63</td>
<td>1921.1</td>
<td>874.88</td>
<td>831.64</td>
</tr>
<tr>
<td>3</td>
<td>5.39</td>
<td>417.95</td>
<td>2881.7</td>
<td>1310.35</td>
<td>1245.45</td>
</tr>
<tr>
<td>4</td>
<td>7.14</td>
<td>557.31</td>
<td>3842.5</td>
<td>1744.31</td>
<td>1657.72</td>
</tr>
<tr>
<td>6</td>
<td>10.58</td>
<td>835.98</td>
<td>5763.9</td>
<td>2607.59</td>
<td>2477.20</td>
</tr>
<tr>
<td>8</td>
<td>14.15</td>
<td>1114.79</td>
<td>7686.2</td>
<td>3462.43</td>
<td>3289.67</td>
</tr>
<tr>
<td>10</td>
<td>17.71</td>
<td>1393.66</td>
<td>9608.9</td>
<td>4308.61</td>
<td>4093.05</td>
</tr>
<tr>
<td>12</td>
<td>21.93</td>
<td>1672.55</td>
<td>11531.8</td>
<td>5145.06</td>
<td>4887.34</td>
</tr>
</tbody>
</table>

Another approach focuses on the peak overpressure experienced by the diver. The U.S. Navy Diving Manual ([226]) offers a set of criteria for underwater TNT explosions, with expected outcomes outlined in Table 5.12. For instance, a peak pressure exceeding 345 kPa suggests a possibility of lung damage. Additional criteria delve deeper into the specific details of the diver’s response, considering factors beyond just peak pressure. Table 5.13 ([227]) provides an example for 5-lb TNT explosions at 100 ft depth, detailing expected effects at various distances from the blast. This table indicates, for example, temporary disorientation at a certain distance while suggesting paralysis and substantial pain closer to the explosion.

Gauging the potential severity of injuries sustained by divers exposed to underwater blasts can also be achieved by estimating the impulse i.e., force imparted to the chest over a certain time frame. Injury assessment via impulse imparted to the diver chest that accounts for both the intensity of the blast and the diver’s physical characteristics can be evaluated...
Table 5.11: Expected injury level based upon chest wall velocity.

<table>
<thead>
<tr>
<th>Injury Level</th>
<th>Chest Wall Velocity (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No injury</td>
<td>0.0 – 3.6</td>
</tr>
<tr>
<td>Trace to slight</td>
<td>3.6 – 7.5</td>
</tr>
<tr>
<td>Slight to moderate</td>
<td>4.3 – 9.8</td>
</tr>
<tr>
<td>Moderate to extensive</td>
<td>7.5 – 16.9</td>
</tr>
<tr>
<td>&gt; 50% mortality</td>
<td>&gt; 12.8</td>
</tr>
</tbody>
</table>

Table 5.12: Expected injury based upon peak pressure.

<table>
<thead>
<tr>
<th>Injury Level</th>
<th>Peak Pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(psi)</td>
</tr>
<tr>
<td>Unlikely to cause injury</td>
<td>&lt; 50</td>
</tr>
<tr>
<td>Likely to cause injury</td>
<td>50 – 500</td>
</tr>
<tr>
<td>Likely to cause death or severe injury</td>
<td>500 – 2000</td>
</tr>
<tr>
<td>Death certain</td>
<td>&gt; 2000</td>
</tr>
</tbody>
</table>

by comparing against values computed using the following expression \[228\]:

\[
I_{\text{injury}} = CM^{\frac{1}{3}} \left(1 + \frac{D}{10.1}\right)^{\frac{1}{6}}
\]  \hspace{1cm} (5.2)

where \(I_{\text{injury}}\) is the injury level impulse in \(\text{Pa} \cdot \text{s}\), \(C\) is a parameter giving the injury level, \(M\) is the diver mass in kg, and \(D\) is the depth in m. The injury level parameter reflects the expected severity of harm. Higher values correspond to more serious injuries. The diver’s weight plays a role in determining the injury level they experience for a given blast. Also, lung resonance frequency increases with increasing depth, affecting the force transmitted to the diver. Based on this formula and typical diver characteristics, Table 5.14 categorizes anticipated injury levels according to the calculated impulse. For instance, an impulse exceeding 282 \(\text{Pa} \cdot \text{s}\) indicates the onset of injuries. It is worth noting that alternative
Table 5.13: Diver response to 5-lb TNT at various ranges.

<table>
<thead>
<tr>
<th>Range (ft)</th>
<th>Sensations</th>
<th>Estimated Peak Pressure (psi)</th>
<th>Estimated Impulse (psi · ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>110</td>
<td>Sound of intense bang</td>
<td>160</td>
<td>75</td>
</tr>
<tr>
<td>100</td>
<td>Intense bang. Mild blow on chest.</td>
<td>175</td>
<td>85</td>
</tr>
<tr>
<td>90</td>
<td>Severe blow on chest.</td>
<td>195</td>
<td>95</td>
</tr>
<tr>
<td>80</td>
<td>Blow on head and torso. Body shaken. Brief paralysis of arms and legs.</td>
<td>220</td>
<td>105</td>
</tr>
<tr>
<td>75</td>
<td>Violent blow. Brief paralysis of limbs. Substantial pain for ½ to 1 hour.</td>
<td>240</td>
<td>110</td>
</tr>
</tbody>
</table>

impulse criteria exist. Table 5.13, for example, presents impulses expected from 5-lb TNT explosions at 100 ft depth and various distances from the blast. Thus, Table 5.14 offers additional data for understanding the potential injury risk for divers in various underwater blast scenarios.

The anticipated injury levels were assessed using the aforementioned criteria, and the outcomes are presented in Table 5.15. It is crucial to highlight that only the highest injury level from each criterion is shown, and assessments for results surpassing these top levels have been left blank. Notably, the analysis indicates that a 1 kg pentolite charge at a range of 20 meters is not anticipated to result in significant injury. In contrast, the 10 or 12 kg charge
Table 5.14: Expected injury levels from imparted impulse for a typical diver of 85.9 kg mass at a depth of 50 m.

<table>
<thead>
<tr>
<th>Condition</th>
<th>C</th>
<th>Injury (Pa·s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onset slight lung injury</td>
<td>47.5</td>
<td>282.1</td>
</tr>
<tr>
<td>50% slight lung injury</td>
<td>65.8</td>
<td>390.8</td>
</tr>
<tr>
<td>Onset mortality</td>
<td>103</td>
<td>611.8</td>
</tr>
<tr>
<td>50% mortality</td>
<td>144</td>
<td>855.3</td>
</tr>
</tbody>
</table>

at the same range either meets or exceeds the highest injury level on each scale employed.

Upon careful examination of the results in Table 5.15 alongside the actual criteria detailed in Table 5.11 through Table 5.14, it becomes apparent that the expected injury scales exhibit some variation among themselves. For instance, a 2 kg charge mass is anticipated to cause only a trace to slight injury based on chest wall velocity (Table 5.11). However, when considering chest wall impulse (Table 5.14), this same charge mass poses a risk of over 50% mortality. This highlights the potential for conflicting predictions depending on the criteria used. Thus, it underscores the importance of considering multiple evaluation methods when assessing diver injury risk. Relying solely on one scale might underestimate or overestimate the damage parameters and thus the injury evaluation. These correlations will be improved by including other organs like skin, bones, etc., in the diver model. It can also be improved by considering more sophisticated material models for representing the diver’s bones, skin, and tissues.

Table 5.15 offers valuable insights into potential lung damage caused by underwater blast exposure, categorized by various levels of injury severity. These levels of expected injury were correlated to incurred damage and failure for chosen thresholds and representative contour plots are shown herein. In addition to plotting the lung surface results, cut sections for internal views are given with the cuts as shown in Figure 5.10. For brevity, only the figures...
Table 5.15: Expected injury levels for the diver as a function of pentolite charge mass.

<table>
<thead>
<tr>
<th>Pentolite Charge Mass (kg)</th>
<th>Chest Wall Velocity</th>
<th>Chest Wall Peak Pressure</th>
<th>Chest Wall Impulse</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Table 5.11</td>
<td>Table 5.12</td>
<td>Table 5.13</td>
</tr>
<tr>
<td>1</td>
<td>No injury</td>
<td>Injury</td>
<td>Intense bang</td>
</tr>
<tr>
<td>1.5</td>
<td>No injury</td>
<td>Injury</td>
<td>Blow, brief paralysis</td>
</tr>
<tr>
<td>2</td>
<td>Trace/slight injury</td>
<td>Injury</td>
<td>Violent blow, aural damage, temp limb paralysis, mild concussion</td>
</tr>
<tr>
<td>3</td>
<td>Trace/slight injury</td>
<td>Injury</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Trace/slight injury</td>
<td>Severe injury or death</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Moderate/extensive injury</td>
<td>Severe injury or death</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Moderate/extensive injury</td>
<td>Severe injury or death</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>&gt;50% Mortality</td>
<td>Severe injury or death</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>&gt;50% Mortality</td>
<td>Severe injury or death</td>
<td></td>
</tr>
</tbody>
</table>

corresponding to damage initiation and final failure from von Mises strain distribution are presented. Similar distribution characteristics apply for assessing damage through volumetric
5.2. Damage Parameterization using UNDEX Simulations

In order to delve deeper and understand the underlying extent of lung tissue affected at each level, and to calculate damage initiation and failure strain values the following interpretation is applied:

1. **No Injury**: This corresponds to the explosion from lower charge masses. In the absence of predicted injury, it is assumed that blast forces have not initiated any damage within the lung tissue. No regions, whether on the surface or deeper inside, have experienced edema or stiffness reduction.

2. **Trace or Slight Injury**: At this injury level, initial damage within the lung’s surface layers will be assumed. Edema is present on the outer portions, but the majority of the inner lung tissue will be assumed to remain largely intact and functional. This aligns with the trace to slight descriptor, suggesting minimal and localized harm. The upper limit of what is considered as slight injury is provided in Figure 5.11. The figure also provides a color scale for damage visualization.
Figure 5.11: Strain-based damage color coding for sample upper bound for slight lung injury: (a) right lung (lateral); (b) right lung (medial); (c) front view cut; (d) left lung (lateral); (e) left lung (medial); (f) top view cut.

Figure 5.12: Strain-based damage color coding for sample upper bound for extensive lung injury: (a) right lung (lateral); (b) right lung (medial); (c) front view cut; (d) left lung (lateral); (e) left lung (medial); (f) top view cut.
3. **Extensive Injury**: Significant damage encompassing both the outer and inner layers of the lung is assumed for this case. The blast forces are strong enough to cause widespread tearing of membranes and vessel walls, contusions, and hemorrhaging throughout the tissue, impacting a substantial portion of the lung’s structure and function. A serious threat to vital lung function is assumed at this level. The upper limit of what is considered as extensive injury is shown in Figure 5.12.

4. **50% Mortality or Death**: This represents the most severe category, suggesting a high risk of potentially fatal consequences. In this scenario, nearly all parts of the lung have reached at least the initial damage strain value, with a significant portion experiencing complete structural failure. This extensive and severe damage significantly compromises the lung’s ability to function, leading to a high likelihood of respiratory failure and potentially death.
Based on the following assumptions, Table 5.16 presents the obtained damage parameters for volumetric, deviatoric, and max principal strain. Application of the damage color scale for a diver exposed to a 2 kg Pentolite charge at 20 m stand-off with the diver and charge both at 50 m depth is shown in Figure 5.13 for a volumetric strain-based damage approach. Discrepancies in injury evaluation across different criteria result in variations in the reported values for damage initiation and failure. While Table 5.12 provides a broader picture of blast wave pressures and potential lung damage across a wider range (345 kPa to 13800 kPa), its injury descriptions are categorized into four general levels. Due to the lack of detailed description, analysis from 3 kg and 4 kg charge mass, where the transition from injury to severe injury happens, were utilized to deduce the damage parameters while maintaining the precision of vague injury indicators across the other charge masses. In contrast, Table 5.13 focuses on a specific pressure range (1100 kPa to 1800 kPa) and offers a more detailed injury description, enabling a more precise evaluation of lung damage within this narrower range. Damage parameters derived from both impulse and peak pressure criteria in Table 5.13 exhibit negligible difference, as evidenced by Table 5.16. This is expected as both impulse and peak pressure have a linear variation with charge mass, and the injury table has a similar rise in these values for the corresponding progression of injury levels. The relatively wider impulse range covered in Table 5.14 compared to Table 5.13, and variations in the predicted onset of injury between them contribute to the discrepancies in values derived using the chest wall impulse criteria.

It is important to note that the above interpretation and the visualization-based approach provide a simplified framework for understanding the damage parameters and calculating them. Inherent approximations and the potential for error exist within this approach, therefore a transition to a more robust numerical methodology is indicated for future work. This shift will enable the calculation of damage parameters with greater accuracy.
5.2. Damage Parametrization using UNDEX Simulations

Table 5.16: Damage strain initiation and final failure values utilizing available injury assessment tables.

<table>
<thead>
<tr>
<th>Damage Strain Measure</th>
<th>Chest Wall Velocity</th>
<th>Chest Wall Peak Pressure</th>
<th>Chest Wall Impulse</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Table 5.11</td>
<td>Table 5.12</td>
<td>Table 5.13</td>
</tr>
<tr>
<td>Volumetric Only</td>
<td>Initiation</td>
<td>0.3</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Deviatoric Only</td>
<td>Initiation</td>
<td>2</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>3.5</td>
<td>1.75</td>
</tr>
<tr>
<td>Max Principal</td>
<td>Initiation</td>
<td>0.6</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>Final</td>
<td>0.75</td>
<td>0.65</td>
</tr>
</tbody>
</table>

The primary driver for quantifying damage parameters will be the assumed quantitative relationship between different injury levels and the corresponding percentage of lung tissue affected, as outlined in Table 5.17. Additionally, visualization-based checks will still be employed to understand the spatial distribution achieved and provide valuable insights. Several crucial considerations must be taken into account, as outlined below.

1. Determining the correlation between specific injury descriptions and the extent or percentage of lung tissue damage is a complex challenge without a straightforward solution, thus necessitating careful assumptions.

2. Even in the case of severe injuries, damage can manifest as either widespread, diffuse harm affecting a significant portion of the lung's volume or result from highly localized, severe damage in a smaller region, yet crucially impacting vital areas such as major blood vessels.

3. Different types of injuries, such as alveolar air sac destruction, interstitial fibrosis, or
Table 5.17: Correlation between injury level descriptions and percentage of lung tissue damage.

<table>
<thead>
<tr>
<th>Injury Descriptor</th>
<th>% Region Above Damage Initiation Strain</th>
<th>% Region Above Final Failure Strain</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Injury. Unlikely to cause injury. Sound of intense bang.</td>
<td>&lt; 1</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>Trace to slight. Intense bang. Mild blow on chest. Onset slight lung injury</td>
<td>3-10</td>
<td>1-3</td>
</tr>
<tr>
<td>Slight to moderate. Likely to cause injury. Severe blow on chest. 50% slight lung injury</td>
<td>7.5-20</td>
<td>3-5</td>
</tr>
<tr>
<td>Moderate to extensive. Blow on head and torso. Body shaken. Brief paralysis of arms and legs. Onset mortality</td>
<td>15-40</td>
<td>5-10</td>
</tr>
<tr>
<td>Violent blow. Brief paralysis of limbs. Substantial pain for ½ to 1 hour.</td>
<td>25-50</td>
<td>7.5-15</td>
</tr>
<tr>
<td>&gt;50% mortality. Death certain</td>
<td>&gt;65</td>
<td>&gt;25</td>
</tr>
</tbody>
</table>

vascular damage, can have varying impacts on lung function and survival.

4. Underlying health conditions and pre-existing lung capacity can significantly influence the impact of damage.

In conclusion, any injury descriptor cannot be directly translated to a specific percentage of lung tissue damage. The actual nature and extent of lung damage caused by underwater blasts can be complex and vary depending on the specific circumstances of the exposure. Other factors beyond peak overpressure, chest wall velocity, and impulse, such as the diver’s individual characteristics and pre-existing medical conditions, can also influence the severity
of lung injuries. At present, the interpretation outlined in Table 5.17 serves as a tool for further analysis and discussion, not a definitive diagnosis or prediction of individual outcomes. Nevertheless, the chosen modeling approach will still provide meaningful data for blast event planning and post-accident forensics.

In sponsored future work outside of the scope of this dissertation, the analysis will be expanded to encompass additional anatomical structures, including ribs, costal cartilages, trachea, partial bronchial tubes, and a simplified spine. Enhanced material models for organs and bones will be used, including hyperviscoelasticity for the lungs. Moreover, we will adapt our assessment of different injury outcomes to account for variations in diver orientation, thereby basing it on damage in each lung (right and left) separately. By broadening our scope and refining our criteria, the aim is to enhance the accuracy and applicability of our modeling approach, ultimately contributing to a more comprehensive understanding of the effects of underwater blasts on lung physiology and aiding in the development of effective injury mitigation strategies.
Chapter 6

Summary and Outlook

The thesis aimed at developing a four-noded rectangular immersed-interface element circumventing the need for interface-fitted mesh for finite element analysis, and mesh morphing or re-meshing for shape optimization. Additional applications involved evolving the boundaries within the unit cell to generate effective materials consisting of optimal periodic microstructure. Finally, the desired hyperelastic and hyperviscoelastic models with damage were implemented as Abaqus/Explicit VUMAT user subroutines for diver UNDEX simulations. The hyperelastic model was parametrized with the associated damage initiation and final failure.

6.1 Shape Optimization Using IIFEM

This study introduced a gradient-based shape optimization formulation based on the Immersed Interface Finite Element Method (IIFEM), offering significant advantages in the context of structural shape optimization. The IIFEM brings forth two major benefits. Firstly, it effectively captures weak discontinuities along an interface within an element, eliminating the need for an interface-fitted mesh in finite element analysis. Secondly, it permits the utilization of a simple structured mesh during the optimization process, reducing computational complexity and costs associated with mesh movement or remeshing. Additionally, it eliminates mesh distortion issues encountered in traditional Lagrangian
approaches for shape optimization.

The study employs a four-noded rectangular immersed-interface element, utilizing a fixed structured grid where the interface can reside within an element. The analysis problem is solved using a non-conformal, Petrov-Galerkin (ncPG) formulation. The validation of the ncPG-IIFEM is demonstrated through a bi-material patch test. Subsequent analysis of a bi-material problem with a uniform Cartesian mesh reveals convergence and error analysis results, demonstrating comparable or slightly improved convergence rates compared to interface-fitted Finite Element Methods (FEM). The notable reduction in displacement and stress errors is attributed to the uniformity of the mesh, enhancing the accuracy of solutions. The improved condition number of the global stiffness matrix further attests to the efficiency of ncPG-IIFEM, which reduces meshing costs without compromising solution accuracy. Analytical design sensitivities are utilized to compute structural responses to changes in shape design variables, crucial for performing gradient-based shape optimization. Fourier-like representations parametrize the design space, with recommendations for enrichments in specific cases. The method’s effectiveness is verified through benchmark problems, and three case studies showcase its capabilities in structural shape optimization without the need for mesh movement or remeshing.

6.2 Material Design Using IIFEM

Continuing the application of the ncPG-IIFEM, this study introduces a level-set-based topological shape optimization methodology for the design of metamaterials. The implementation incorporates compactly supported Wendland functions for level set representation, effectively minimizing the computational costs associated with gradient calculations. This choice ensures smooth boundaries and clear material interfaces.
Demonstrative examples, including compliance minimization of a cantilever beam and a Michell structure, highlight the method’s potential. In the context of metamaterial design, the effectiveness of the proposed method is demonstrated through numerical examples featuring maximization of bulk and shear moduli for prescribed volumetric and shear deformations, respectively with and without material symmetry constraints, and microstructures with prescribed Poisson’s ratios, including negative values. A range of new and intriguing microstructured materials exhibiting specific mechanical properties are achieved. The application of periodic boundary conditions for homogenization, facilitated by the uniform Cartesian mesh in IIFEM, ensures accurate prediction of effective elastic properties, even with a high volume fraction of voids. Calculation of the effective stiffness tensor through edge nodal forces simplifies sensitivity analysis for material interface evolution. The proposed approach ensures smooth material interfaces, accurate FEM which maintains fidelity even with a large number of voids or inclusions, and circumvents material islands and numerical artifacts by employing appropriate level set function parameter choices. Thus, in terms of numerical implementations and the resulting optimized designs, several advantageous aspects of the proposed design formulation for analysis and optimization suggest that it can be considered an effective method suited for the topological shape design of cellular metamaterials.

6.3 Material Modeling and Parametrization for UNDEX Simulations

The exploration of hyperelastic and hyperviscoelastic models for simulating the response of biological tissues to underwater blast events reveals the challenges associated with achieving predictive accuracy and managing the requisite number of parameters. In this study, a
material model was chosen such that it not only accurately reproduces experimental data across various loading modes, but it is also flexible enough to encompass simpler models within it, with a minimized number of parameters for practical implementation.

The study adopts alternative methods for parametrization, bypassing direct experimental tests on biological materials. Representative material properties are sourced from systematically collected literature, incorporating both empirically derived data and practical values suitable for simulations. The quantification of damage parameters relies on assumed quantitative relationships between injury levels and the percentage of lung tissue affected. Correlating specific injury descriptions with the extent of damage is complex and requires careful assumptions. The diverse manifestations of severe injuries, varying impacts of different injury types on lung function, and the influence of underlying health conditions further underscore the complexity of the modeling process. A visualization-based approach, while providing a simplified framework for understanding damage parameters is user-specific and error-prone, and thus a shift to a more robust numerical methodology for greater accuracy in calculating damage parameters will be made in future studies.

Overall, this study highlights the challenges and complexities involved in simulating the response of biological tissues to underwater blast events. With various material models and damage quantification methods being explored, the groundwork for developing more accurate and personalized simulations in the future has been laid. The current interpretation provided for damage parametrization serves as a valuable tool for analysis and discussion, despite its limitations as a definitive diagnostic or predictive tool for individual outcomes. Although challenges remain, this study lays the foundation for future studies in blast injury modeling. Future directions involve a transition to a more accurate numerical methodology, addressing complexities in injury correlation, and refining the modeling approach for enhanced predictive capabilities in understanding and mitigating the impact of underwater
6.4 Future Directions in IIFEM and Its Applications

Future studies can leverage the IIFEM expanding its applicability, robustness, and practical relevance in the design and optimization of structures and materials. The following avenues can be explored:

- **Extension to Three-Dimensional (3D) Geometries**: Investigate the applicability and efficiency of the developed ncPG-IIFEM in handling three-dimensional geometries. Expanding the methodology to 3D will address the challenges associated with more complex structures and enhance its versatility for real-world engineering applications.

- **Incorporate Advanced Material Models**: Develop immersed formulations that handle complex material properties like nonlinear elasticity, or viscoelasticity for broader design applications.

- **Multi-Physics Integration**: Extend the ncPG-IIFEM to accommodate multi-physics problems, integrating capabilities for analyzing coupled phenomena such as fluid-structure interactions, acoustics, heat transfer, or electromagnetics. This expansion would enhance the methodology’s utility across a broader spectrum of applications. It would also facilitate the design of metamaterials with tailored functionalities across diverse disciplines.

- **Advanced Optimization Objectives**: Explore more diverse optimization objectives within the framework of IIFEM, such as energy absorption, frequency tuning, or dynamic response control. This could lead to the creation of structures or materials optimized for specific engineering applications.
6.5 Future Directions on Material Modeling and Parametrization for Diver UNDEX Simulations

1. Material Modeling:
   
   (a) **Enhanced material models**: Hyperviscoelasticity, poroelasticity or equation of state models can be used to capture the complex behavior of lung tissues under various loading conditions.

   (b) **Incorporate microstructural information**: Integrate microstructural features of biological tissues (e.g., cell structure, fiber network) into the material models for improved accuracy.

   (c) **Multiscale modeling**: Employ multiscale modeling techniques that bridge the gap between micro/meso models with alveoli sacs and lung continuum response for a deeper understanding of blast-induced damage mechanisms.

2. Damage Quantification:
(a) Image-based damage assessment: Utilize medical imaging techniques (e.g., CT scans, MRIs) to validate and refine the visualization-based damage quantification approach.

(b) Functional impact modeling: Link the predicted damage to functional impairments on lung mechanics and gas exchange for a more comprehensive understanding of injury severity.

3. Simulation Enhancements:

(a) Multi-organ simulations: Include other organs potentially affected by blast waves (e.g., brain, ears) for a holistic assessment of injury risk.

4. Validation and Application:

(a) Experimental validation with surrogates: Utilize tissue-mimicking materials or animal models to experimentally validate the material models and damage quantification methods.

(b) Personalized simulations: Integrate individual diver characteristics into the simulations for personalized injury risk assessment and mitigation strategies.

(c) Develop design optimization tools: Use the simulation framework to optimize diving equipment and procedures to minimize blast wave impact and injury risk.

With these advancements, improved underwater blast safety is aimed for, and personalized risk assessment and mitigation strategies for divers may potentially be provided.
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Appendices
Appendix A

Immersed Elements

A.1 The Method of Mesh-Movement vs ncPG-IIFEM

To demonstrate the contrast between the method of mesh movement and the application of shape optimization using ncPG-IIFEM, a case of double inclusion will be considered. The optimization problem is formulated as follows: Optimize the shape of double elliptical inclusion whose x-coordinates are fixed at \( x_{c1} = 0.25 \) and \( x_{c2} = 0.75 \) embedded in a matrix to minimize the compliance. To minimize the mesh distortion, only circles or ellipses are allowed in the mesh movement case. A plane strain formulation is considered, and a total inclusion area constraint and two area inequality constraints are also specified. The domain is a square of unit length. A shear load of 0.5 is applied on the top edge, with a pinned support on the bottom edge. The matrix is stiffer than the inclusion with material property ratios as follows: \( E_1/E_2 = 10 \) and \( \nu_1 = \nu_2 = 0.3 \). The total area of the inclusions is 0.04\( \pi \) and the minimum area for each inclusion is 0.01\( \pi \). For the method of mesh movement, the design variables are the radius of the ellipse in the \( x \)-direction and \( y \)-direction and the \( y \)-coordinates of the center of the two ellipses. Let \( d_1 \) and \( d_2 \) be the radius in the \( x \)-direction and \( y \)-direction of the ellipse located at \((0.25, d_5)\), \( d_3 \) and \( d_4 \) be the radius in the \( x \)-direction and \( y \)-direction of the ellipse located at \((0.25, d_6)\). The lower and upper bounds on the design variables are \( 0.05 \leq d_1, d_2, d_3, d_4 \leq 0.2 \) and \( 0.35 \leq d_5, d_6 \leq 0.65 \).

The alignment of the mesh with the moving ellipse is required for the finite element analysis.
during each iteration. Pseudo-solid mesh movement is employed for generating a new mesh for each iteration. A different elasticity problem is solved in which the nodal displacement of the initial mesh nodes of the ellipse is specified, determining the movement of the other nodes. In essence, all the edges are immobilized, and the movement of the ellipse is predefined. The below system of equations is solved:

\[
\begin{bmatrix}
  K_{uu} & K_{uk} \\
  K_{uk} & K_{kk}
\end{bmatrix}
\begin{bmatrix}
  u_{uu} \\
  u_{kk}
\end{bmatrix}
= \begin{bmatrix}
  0 \\
  f
\end{bmatrix}
\]  

(A.1)

where, \(u_{uu}\) are the unknown displacements and \(u_{kk}\) are the known nodal displacements, \(f\) is the unknown reaction forces. The \(K\) matrix is partitioned as shown and the first set of equations are solved. Thus, the unknown displacements are as follows:

\[
u_{uu} = -K_{uu}^{-1} K_{uk} u_{kk}
\]  

(A.2)

To prescribe the displacement of the ellipse, the following parametric representation is used

\[
x_{old} = x_0 + a_{old} \cos \theta \\
y_{old} = y_0 + b_{old} \sin \theta
\]  

(A.3)

\(x_{old}\) and \(y_{old}\) are the coordinates of the nodes on the ellipse in the initial mesh. The \(\cos \theta\) and \(\sin \theta\) calculated from Equation A.3 is used and substituted into the following equation

\[
x_{new} = x_{0_{new}} + a_{new} \cos \theta \\
y_{new} = y_{0_{new}} + b_{new} \sin \theta
\]  

(A.4)
Then, the prescribed displacements are as follows:

\[ u = x_{\text{new}} - x_{\text{old}} \]
\[ v = y_{\text{new}} - y_{\text{old}} \] (A.5)

Depending on the parametrization, there are other ways mesh movement can be achieved. Consider the initial ellipse as shown in the left of Figure A.1(a). If an ellipse with its x-axis and y-axis lengths flipped is desired, this can be achieved in two ways from the initial configuration. The ellipse can either be rotated without altering the lengths of the axes, or the axes lengths can be switched. However, it is recommended to avoid rotation as it leads to mesh distortions and overlaps. Examples of the mesh movement for single ellipse and double ellipses are provided below (Figure A.1(a) and A.1(b)). Moving the mesh through large distances can generate a bad mesh with elements of high taper ratio and skew angles (Figure A.2(b)). Rotations cause problems like overlaps as shown in Figure A.2(a).

Thus, the two important problems that arise during mesh movement are the overlapping of elements and bad aspect ratio elements. As previously discussed, there exist several approaches to address these challenges, but they come with a high computational cost. These issues are circumvented by avoiding rotations and excessive movements of the center of the inclusion. Additionally, multiple starting meshes can be selected based on the inclusion’s center location.

A comparison of the obtained optimums from mesh movement with that of ncPG-IIFEM is made. In order to ensure a fair comparison, shape optimization is performed using the ncPG-IIFEM approach with the inclusion center bounds identical to those employed in the mesh movement method. To guarantee that the inclusion remains within the plate, the radius inequality constraint is enforced. Figure A.3(a) shows the optimums obtained for a few initial configurations using the method of mesh movement. Figure A.3(b) shows the
Figure A.1: Transformation of initial mesh through mesh movement: (a) a single ellipse; (b) a double elliptical inclusion.

Figure A.2: Rotation of inclusions causing (a) overlapping of elements and (b) bad aspect ratio elements.

Optimums obtained for the same initial configurations using the ncPG-IIFEM based shape optimization. Because of the expanded design space in the case of ncPG-IIFEM based shape optimization better optimums are obtained. Rotated shapes are expected in this case. Allowing rotations causes major problems in the case of elasticity-based method of mesh movement. Computationally expensive methods are required to improve the quality of the mesh. This is unnecessary with a fixed mesh shape optimization. For comparison, the best optimum obtained from the method of mesh movement and ncPG-IIFEM based shape optimization is 0.1974 and 0.1864, respectively (values are calculated in post-processing considering the same mesh for comparison). Figure A.4 provides the objective vs iteration history for both the methods. It is evident that complicated shapes can be obtained from the ncPG-IIFEM without the problems associated with mesh movement or remeshing.
Figure A.3: Optimum inclusions obtained from four different initial designs for a square plate with double inclusions under shear loading: (a) the method of mesh movement; (b) the ncPG-IIFEM shape optimization.

Figure A.4: Iteration histories of the plate compliance: (a) the method of mesh movement; (b) the ncPG-IIFEM shape optimization.
A.2 Representation of Voids and Unisolvance of Trial Functions

Voids can be modeled as an ersatz material [118] with modulus less than or equal to $10^{-3}$ times the solid material and the Poisson's ratio the same as that of the solid material that surrounds it. Trial functions of an immersed element for a high material property ratio with some interface configurations cannot be generated as the coefficient matrix used during its calculation becomes singular. We show the existence of such singular configurations for various modulus ratios and for some set of Poisson's ratio. Consider an immersed element as shown in Figure 3.1. Let $E^- = 10^{-4}$, $E^+ = 1$, $\nu^- = \nu^+ = 0.3$. In this section, we fix $E^+$ to be equal to 1 and change all other properties when necessary. Let the four corners in the immersed element in Figure 3.1 correspond to the locations $(0,0), (1,0), (1,1)$ and $(0,1)$, respectively. Let one of the the intersection points which is node 5 in Figure 3.1 be at $(1,1)$ and the other intersection point be $(0,y_6)$. The material distribution is such that the region above the interface is the blue region (softer material) and below is the yellow region (stiff material). The goal is to find values of $y_6$ that make the coefficient matrix [172] during the trial function calculation singular, thus resulting in the non-uniqueness of trial functions for such configurations.

There are two physically admissible values of $y_6$ which make the coefficient matrix singular (i.e., determinant zero). The values to 6 significant digits are 0.971138 and 0.997739. All reflections about the horizontal and vertical midline of the square element and successive 90 degree rotations of the singular configurations are also singular. There are other singular configurations. For the intersection points $(1,0.98)$ and $(0,0.9997626)$ with same material distribution (top is soft and bottom is stiff), we have a singularity. Here, just the existence of such singular configurations is shown. An exhaustive list of all such configurations is
not provided. For modulus $E^- = 10^{-2}$ and Poisson’s ratio $\nu^- = \nu^+ = 0.3$, no singular configurations were found. Here, we do not provide a theoretical proof that such singular configurations doesn’t exist for modulus $10^{-2}$ with all admissible Poisson’s ratio values. Lin and Zhang [33] provide possible ranges that guarantee the unisolvent property of bilinear IFE nodal basis functions. They provide general conditions for which the IFE functions are guaranteed to exist.

Table A.1: Singular locations with fixed modulus for different Poisson’s ratio of the stiff and softer material.

<table>
<thead>
<tr>
<th>Poisson’s ratio</th>
<th>$\nu^-$</th>
<th>$\nu^+$</th>
<th>Two possibilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.3$</td>
<td>$0.3$</td>
<td>$0.971138$</td>
<td>$0.997739$</td>
</tr>
<tr>
<td>$0.28$</td>
<td>$0.25$</td>
<td>$0.985344$</td>
<td>$0.995494$</td>
</tr>
<tr>
<td>$0.3$</td>
<td>$0.25$</td>
<td>$0.971148$</td>
<td>$0.997726$</td>
</tr>
<tr>
<td>$0.33$</td>
<td>$0.3$</td>
<td>$0.953385$</td>
<td>$0.998615$</td>
</tr>
<tr>
<td>$0.33$</td>
<td>$0.33$</td>
<td>$0.953385$</td>
<td>$0.998616$</td>
</tr>
<tr>
<td>$0.33$</td>
<td>$0.28$</td>
<td>$0.953387$</td>
<td>$0.998612$</td>
</tr>
<tr>
<td>$0.33$</td>
<td>$0.25$</td>
<td>$0.953392$</td>
<td>$0.998606$</td>
</tr>
<tr>
<td>$0.4$</td>
<td>$0.4$</td>
<td>$0.917526$</td>
<td>$0.999238$</td>
</tr>
<tr>
<td>$0.4$</td>
<td>$0.3$</td>
<td>$0.917521$</td>
<td>$0.999238$</td>
</tr>
<tr>
<td>$0.25$</td>
<td>$0.25$</td>
<td>No singularity</td>
<td></td>
</tr>
</tbody>
</table>

Table A.2: Singular locations for varying modulus.

<table>
<thead>
<tr>
<th>$E^-$</th>
<th>$\nu^-$ = $\nu^+$</th>
<th>Two possibilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-3}$</td>
<td>$0.4$</td>
<td>$0.925426$</td>
</tr>
<tr>
<td>$2.5 \times 10^{-3}$</td>
<td>$0.4$</td>
<td>$0.947118$</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>$0.375$</td>
<td>$0.939462$</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$0.3$</td>
<td>$0.971138$</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>$0.3$</td>
<td>$0.969066$</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>$0.3$</td>
<td>$0.968874$</td>
</tr>
<tr>
<td>$10^{-7}$</td>
<td>$0.3$</td>
<td>$0.968855$</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>$0.3$</td>
<td>$0.968853$</td>
</tr>
<tr>
<td>$10^{-9}$</td>
<td>$0.3$</td>
<td>$0.968853$</td>
</tr>
</tbody>
</table>
The singular configurations change when the Poisson’s ratio and the modulus is changed. The \( y_6 \) values that correspond to singular configurations for a fixed modulus of the softer and stiff material with varying Poisson’s ratio are given in Table A.1. As the Poisson’s ratio of the stiff material is increased, there is one singular configuration for which the interface node moves away from the element node, and one more that moves towards it. The singular configurations for different modulus and Poisson’s ratio is as shown in Table A.2. When the modulus of the soft material decreases, the same behavior of the interface node movement for singular configurations can be observed.

The interface traction magnitudes are high for singular configurations. The traction discontinuity becomes very large for all the configurations very close to singularity. This is the result of traction continuity being not exactly satisfied for bilinear rectangular elements. A small vertical displacement at the node \((0, 1)\) can result in a very large displacement at the interface point which passes through \(x = 1\) line. Remedies to overcome such issues for extreme moduli ratios and Poisson’s ratio values is an ongoing research.