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Understanding the Impact of Plant Nutrition on Plant-Oomycete Interactions  

Wei Wang 

ABSTRACT 

Plants are surrounded by various threats from the environment such as pathogens, abiotic 

stresses, and animal attacks. Nutrient content and distribution are essential for plant growth and 

development as well as plant immunity. Pathogens extract nutrients from host plants to benefit 

their own growth and reproduction. Sulfate, amino acids, and phosphate are indispensable 

elements for plant growth, plant nutrition, and plant resistance/susceptibility to disease. 

However, the role of these nutrients in plant-oomycete interactions is an unexplored area. 

We developed a hydroponic system to precisely control the nutrients applied to plants. We used 

Arabidopsis thaliana and Nicotiana benthamiana (N. b) as model plants. Hyaloperonospora 

arabidopsidis as well as two Phytophthora species, Phytophothora capsici (P. cap) and 

Phytophothora nicotianae (P. nic) were used as model oomycete pathogens. Hpa is an obligate 

biotrophic pathogen that obtains nutrients directly from the host plant without causing cell death, 

while P. cap and P. nic are hemibiotrophic pathogens that display a biotrophic phase followed by 

a necrotrophic phase where they feed on dead cells. Genomic evidence suggests that these 

pathogens might obtain nutrients including sulfur in different forms from the host (organic and 

inorganic respectively). We have optimized the hydroponic system and used Taqman PCR 

assays and sporangiophore counts to assay the influence of sulfur nutrients on Hpa and P. cap 

infections. We found that (1) sulfur transporter and metabolism genes play essential roles in 

plant-oomycete interactions; (2) sulfur is critical components for HR responses against Hpa; (3) 

low sulfur induces pathogenesis related genes as a systemic acquired response. RNA-seq 

analysis on Phytophthora-infected Arabidopsis suggested that sulfur transport, assimilation, and 

metabolism play an important role in plant-oomycete interactions. A second project used RNA-

seq analysis on P. nic infected N. b, to identify potential nutrition-related-plant genes that are 

necessary for full pathogen virulence. RNAi knockdowns of N. b AAP6 (amino acid permease 6) 

and PHT4 (phosphate transporter 4) genes showed an inhibition of oomycete colonization. These 

experiments together advance the study on the interplay between nutrient 

assimilation/metabolism in host plants and oomycete infection which will provide insight into 

the mechanisms how pathogens intercept nutrients from host. In the long-term, this research 

could reveal new traits applicable for disease resistance to promote crop and food production. 

 

 



Understanding the Role of Plant Nutrition on Plant-Oomycete Interactions 

Wei Wang 

GENERAL AUDIENCE ABSTRACT  

Plants are surrounded by diverse threats from the environment such as pathogens, abiotic 

stresses, and animal attacks. Oomycetes are the most destructive group of pathogens, triggering 

severe food security issues. Phytophthora is an oomycete genus causing serious economic loss. 

Traditional disease control managements including pesticides, crop rotation and culture 

practices, are not time- or financially- efficient due to the difficulty in managing oomycete 

spread and oomycete resistance to chemicals. Thus, new plant genes for resistance to oomycete 

diseases would have a major impact. Plant nutrients are critically important for plant fitness in 

every aspect of plant growth and plant immunity. Cellular regulatory networks for sulfur, amino 

acids, and phosphate assimilation and metabolism networks connect to every aspect of plant 

activity such as functioning enzymes, formation of chlorophyll, synthesis of proteins, and plant 

immunity. These nutrients are part of the plant defense system but also can be beneficial 

nutrients fed to the invading pathogens. Studying how nutrients are involved in the responses to 

oomycete invasions will provide information to introduce resistance strategies into crops. We 

utilized oomycete pathogens with different lifestyles to study the interactions and found that 

some sulfate transporter genes, an amino acid transporter and a phosphate transporter might be 

manipulated by oomycete to obtain nutrients. Sufficient nutrition is a critical factor for 

successfully triggering plant immunity but also could be reprogrammed by pathogens for 

successful infection and development. Our studies gave useful information to understand which 

plant nutrient genes are important during plantïoomycete interactions. These findings could be 

useful in identifying or engineering new plant genes to control plant diseases. 
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Chapter 1 

Plant-oomycete interactions and plant immunity against oomycete diseases 

Abstract 

Oomycetes, also called ñwater moldsò, are a group of filamentous and heterotrophic eukaryotic 

microorganisms. Oomycetes are fungus-like but are evolved from photosynthetic ancestors and 

have a close relationship with algae phylogenetically. Three oomycete pathogens are used as an 

example in this chapter: (1) Phytophthora capsici; (2) Hyaloperonospora arabidopsidis; (3) 

Phytophthora nicotianae (Phytophthora parasitica).  Oomycete pathogens are hard to manage 

because: (1) they usually have a wide range of plant hosts (2) oomycetes developed resistance to 

chemicals (3) rare natural resistance against some oomycete species. These factors make 

oomycete the most threatening pathogen that can damage ecosystem and food safety. This 

chapter summarizes current knowledge of plant and oomycete interactions and plant immunity 

against oomycete diseases. Finally, we propose three research questions that my dissertation 

research addresses.  

 

Oomycete pathogens are destructive and hard to manage in the field 

Oomycetes are a group of filamentous, eukaryote microbes that have close relationship with 

brown algae and diatoms. Oomycetes contain some of the most problematic pathogens that are 

threatening plant and animal health. One of the most destructive oomycete genera is 

Phytophthora. Phytophthora, meaning ñplant destroyerò in Greek, was named by Anton de Bary 

in the 19th century [1]. To date, 15 species have been characterized in Phytophthora genus and 

most Phytophthora species have a broad range of plant hosts. 150 years ago, Phytophtora 

infestans caused late blight disease resulting in the Irish potato famine and killed a quarter of 

Irish population back then which has a far-reaching impact, even on the Irish population 

nowadays [2-4]. Phytophthora ramorum was first reported in 1995, and it causes sudden oak 

death and brings great threats to a broad range of tree species. And there are more than 320,000 

plants listed as high-risk hosts according to USDA Animal and Plant Health Inspection Service 

[5, 6]. Phytophthora sojae triggers damping-off and root rot diseases in soybean and causes more 

than 1 billion dollars loss globally every year [7]. Phytophthora capsici (P.cap) was first 

reported on chile peppers in 1922 but a large variety of host plants were discovered later such as 

pepper, cucumber, tomato, lima beans, eggplants, and pumpkin [8, 9]. Phytophthora can cause 

100% loss in many economically important plants [10]. P. cap caused 772 million dollars loss on 

bell peppers annually in the US in 2010, and billions of dollars of crops and vegetables are under 

high risk. However, the disease incidence caused by P. cap continues to increase [9]. The 

Pythium genus and downy mildews are also notable oomycete groups: Pythium is often used as 

necrotrophic model pathogens, and it is used to study JA/ET signaling pathways [11, 12]. Downy 

mildew pathogens adopt a biotrophic lifestyle. Hyaloperonospora arabidopsidis (Hpa), is a 

naturally occurring pathogen on Arabidopsis and it is a biotrophic model species to study plant-

pathogen interactions [12].  

Oomycete disease is difficult  to control with conventional methods due to multiple reasons: (1) 

Oomycetes show high evolutionary potential to overcome plant immunity; (2) Oomycete are 

resistant to broad-spectrum fungicide because they are phylogenetically different from fungi; (3) 
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Oomycetes are easy to disperse and they are resistant to many management methods such as 

chemicals and sanitation; (4) Oomycetes generate persistent oospores which can live in soil for 

years [7, 13]. Oospores are thick-walled and spherical spores that assist oomycete to overcome 

severe weather conditions [14]. Oospores can also be the first sources of inoculum in the field, 

by germinating when the weather conditions are suitable and generating sporangia which can 

produce zoospores. Zoospores have flagella to enable them swim in water and can be easily 

disseminated by the environment through rain, wind and irragation [15]. Phytophthora 

undergoes sexual reproduction which resulting in their diverse genotypes and genetics [9]. 

Virulence factors from oomycetes can reprogram plant metabolism and suppress plant immunity 

to exploit nutrients such as mineral nutrients, sugar, amino acids and etc.. All these factors 

increase the difficulties of managing Phytophthora diseases. 

 

Model oomycete pathogens: Hyaloperonospora arabidopsidis, Phytophthora Capsici, and 

Phytophthora nicotianae 

Hyaloperonospora arabidopsidis [16] (Hpa) is a natural downy mildew pathogen of Arabidopsis 

while only certain isolates of Phytophthora capsici (P. cap) can infect Arabidopsis [17, 18]. P. 

cap is an obligate biotrophic pathogen while Hpa is a necrotrophic pathogen. Although with 

different lifestyles, these species share similarities which include sexual and asexual 

reproduction. Under unfavorable conditions, oomycete reproduces through sexual cycle by 

forming oospores through mating between oogonium and antheridium. Under a suitable 

environment, oomycete reproduce by asexual reproduction through the formation of 

sporangiophore and the release of zoospores from sporangiophore. Both oospores and zoospores 

can germinate, land on, and infect plants. Hyphae germinate from spores, penetrate the host 

organ, grow and extend intercellularly between plant cells, and will differentiate specialized 

structure called haustoria intracellularly into plant cells. Haustoria are interfaces for molecular 

exchanges between host and pathogens. For example, pathogen releases effectors into the plants 

to inhibit plant immunity or acquire nutrients. At the end of the lifecycle, sporangiophores or 

oospores are formed, when the pathogen will enter a new cycle of infection.  

RPP genes (recognition of Peronospora parasitica) are resistance genes against Hpa and there are 

more than 30 RPP and putative RPP genes identified in Arabidopsis [19, 20]. In wild-type 

Arabidopsis Columbia Col-0, RPP4 confers resistance to Hpa isolate Emwa1 [21]. As an 

obligate biotrophic pathogen, Hpa must rely on living host plants to obtain nutrition to survive. 

In contrast, P. cap and P. nic adopt a hemi-biotrophic lifestyle which includes a necrotrophic 

stage on dead plant cells after biotrophic growth on living hosts [22]. In 2010, by comparing the 

genome from Phytophthora species with Hpa, researchers found that Hpa lacks sulfite, nitrate, 

and nitrite reductase genes which could be a feature contributing to the Hpa obligate lifestyle 

[23]. Thus, plant host cells can be the only source for Hpa to obtain organic sulfur and nitrogen.  

 

Plant defense  

Plants have developed a variety of physical, chemical, and biological mechanisms to reduce 

colonization by innumerable microbes that threaten plant health. For example, all land plants have 

adapted specialized tissues to serve as physical barriers, such as the waxy cuticle on leaves or bark 

on trees to obstruct pathogen attachment and invasion [24]. Beyond physical protection, inducible 

plant immune responses play a critical role against pathogens that can breach physical barriers to 

cause infection. Typically, plant immunity encompasses two major defense programs: pattern-
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triggered immunity (PTI) and effector-triggered immunity (ETI) [25]. During PTI, plant surface 

pattern recognition receptors (PRRs) recognize a broad range of infection signals, including 

microbe- or pathogen-associated molecular patterns (MAMPs or PAMPs) as well as damage-

associated molecular patterns (DAMPs). PAMPs/MAMPs are molecular motifs from microbes, 

which are often conserved among diverse classes of pathogens and are associated with infections 

[25]. Examples include motifs from the flagellin protein of bacterial flagella, lipopolysaccharides 

from Gram-negative bacteria, peptidoglycans from Gram-positive bacteria, rhamnolipids from 

various bacterial species; chitin, chitosan, and glucan in fungal cell walls and ergosterol in fungal 

cell membranes; and beta-glucans in oomycete cell walls, etc. [26 , 27, 28]. DAMPs are plant 

structures or molecules that are released from plant cells due to damage caused by pathogen 

invasion. DAMPs such as oligogalacturonides, xyloglucans, and cellodextrins are degradation 

products from pathogen hydrolytic proteins and can elicit plant defense responses when released 

from plant cell walls [29]. PAMPs such as flg22 or elf18 from bacteria are frequently used to study 

PTI-associated activities. flg22, a 22-amino-acid peptide from an evolutionarily conserved domain 

of flagellin proteins, can elicit strong immune responses in many plant species and therefore can be 

considered as an ñelicitorò [30]. Likewise, elongation factor Tu (EF-Tu) is a highly conserved and 

abundant bacterial protein that is a strong PAMP for Brassicaceae plants, including Arabidopsis. 

elf18 is composed of the first 18 amino acids of EF-Tu [31, 32]. These PAMPs can bind directly to 

plant receptor proteins PRRs. PRRs are often receptor-like-kinase proteins (RLKs) composed of an 

extracellular domain for the perception of MAMPs/PAMPs, a transmembrane domain to transmit 

information from external stimuli, and an intracellular kinase domain to translate the signal into 

downstream events by phosphorylation of substrate molecules [31].  

 

After recognition of PAMPs by PRRs, plants activate a signaling cascade leading to a sequence of 

antimicrobial activities such as the production of ROS (reactive oxygen species), stomatal closure, 

plant cell wall reinforcement, antimicrobial biosynthesis, hormone regulation, transcriptional 

reprogramming of immune-related genes including PR (pathogen-related) protein expression, and 

nutrient restriction at the infection site [33]. PR proteins are a group of multifunctional proteins 

induced by all types of pathogens such as fungi, oomycetes, bacteria, viruses, viroids, and insects 

[34-36]. PR proteins are either extremely acidic or basic to be toxic and cause direct damage to 

invading pathogens. Moreover, they are major players in systemic acquired resistance (SAR), 

which provides a durable and broad-spectrum disease resistance [37].  

 

flg22/FLS1-based- immune responses can be used as an example to demonstrate the key steps and 

complexity of PTI. BAK1 (BRASSINOSTEROID INSENSITIVE 1-associated kinase 1) is a co-

receptor for flagellin, while BIK1 (receptor-like cytoplasmic kinase) acts as a co-receptor in 

BAK1ôs recognition of flg22. flg22 can bind to FLS2 and BAK1, inducing a complex formation 

among FLS2, BAK1, and BIK1, which enables BAK1 to phosphorylate BIK1. BIK1 then will 

transphophorylate BAK1/FLS2 to augment signaling. BIK1 is released from the PRR complex and 

proceeds to 1) associate with Serine/Threonine-Protein Kinase PBL2, which is a positive regulator 

of PTI, 2) phosphorylate the Respiratory Burst Oxidase Protein D to produce the superoxide anions 

(/ ) in the apoplast that will be later converted to (/  by superoxide dismutase. (/ can 

further stimulate calcium influx. At the same time, calcium channels on the plasma membrane 

open and lead to an intracellular Ca burst which results in 1) activation of CDPKs (calcium-

dependent protein kinases), a serine/threonine kinase family that senses and translates calcium 

concentrations into protein kinase activity. CDPKs are sensitive to a wide range of biotic and 
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abiotic stimuli. 2) induce nitric oxide (./) synthesis. ./ can regulate other plant hormone 

signaling pathways through the transcriptional regulatory proteins NPR1 (Nonexpresser of 

Pathogenesis-Related Genes 1), JAZ/COI1 (Coronatine Insensitive), and EIN3 (Ethylene 

Insensitive) [38, 39]; 3) Activation of mitogen-activated protein kinase cascades (MAPKs). 

MAPKs are serine or threonine kinases that convert environmental stimuli received by plasma 

membrane receptors into intracellular responses by activating a cascade of kinases to turn on 

defense-related-genes [40]. Synthesis of antimicrobial compounds and transcription factors are 

induced by MAPK or CDPK cascades and are further regulated by plant hormone signaling 

pathways. 

 

Different plant hormone signaling pathways interact and influence each other to regulate plant 

immune responses. The lifestyle the invading pathogens adopt determines which hormone is the 

protagonist in the immune responses [41, 42]. Pathogens live either a biotrophic, necrotrophic, or 

hemi-biotrophic lifestyle, based on how aggressively the pathogen can infect the hosts and whether 

they can feed on dead plant cells. Biotrophs depend on living plant cells to proliferate, necrotrophs 

kill and feed on dead host cells, and hemi-biotrophs can feed on both living and dead cells [41]. 

The phytohormone salicylic acid (SA) is involved in resistance against (hemi-) biotrophs, while 

the hormones such as jasmonic acid (JA) and ethylene (ET) are involved against necrotrophs and 

insects. The SA and JA/ET pathways are often mutually antagonistic to enable efficient and 

specific responses against particular invaders [41, 42]. 

 

PTI is sufficient to protect plants from most of the pathogens existing in the environment but not to 

those pathogens who have adapted to escape and suppress PTI. Adapted pathogens evolved to 

secrete virulence proteins and small RNAs, called effectors, that are capable of manipulating plant 

signaling, disrupting plant immunity, or altering plant cell physiology to benefit their parasitism. 

Successful effectors delivered into plants can reprogram susceptibility factors in hosts and topple 

the PTI protections in many ways, such as disturbing PTI signaling, directing plant nutrient 

transport towards infection sites, and water-soaking in the apoplast [33]. Effectors can be delivered 

into the plant cytosol via haustoria from oomycete and fungi, by type-III secretion system (T3SS) 

from bacteria, or through needle-like stylets from nematodes [33]. The T3SS has been well-studied 

for several gram-negative bacterial species. Generally, the T3SS is composed of two major parts: 

the basal body to stabilize the apparatus to the bacteria membrane and the needle filament to 

protect and to translocate effectors through highly selective host membranes [43]. The basal body 

of the T3SS localizes between the bacterial inner (IM) and outer membrane (OM) and it consists of 

a hydrophobic ring structure inside of membranes and a P-pod in peptidoglycan mesh in between 

the IM and OM [43]. Inside of the bacterial cytoplasm, there is an export structure to recruit and 

unfold effectors powered by ATP hydrolysis catalyzed by ATPases. At the end of the needle 

structure or proteinaceous pilus, a hydrophobic, channel-like translocon can penetrate the cell wall 

and insert into the plant cell membrane [43]. Haustoria mostly exist in biotrophic fungi and 

oomycetes [44]. Haustoria is differentiated from apoplastic hyphae, and it can penetrate host plant 

cell walls but canôt break through plasma membranes. Not all oomycetes or fungi deliver effectors 

through haustoria, and some oomycetes donôt generate haustoria. Some pathogens such as 

Phytophthora palmivora can establish intracellular hyphae which may also serve as an interface to 

translocate effectors into hosts. [45, 46]. Although structures and functionality of haustoria are not 

as clear, it is believed that haustoria are the platform for pathogens to secret effectors into the host 

cells. For filamentous oomycetes or fungi, apoplast hyphae can obtain nutrients from the host 
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extracellular space, while haustoria are believed to be critical to rob nutrients intracellularly from 

the host.  

 

Evolved pathogens employ pathways and structures to transport their secret agents, effectors, into 

host cells to regulate immunity and metabolism pathways. Consequently, evolved plant hosts can 

express corresponding resistance proteins (R proteins) to monitor certain effectors from pathogens 

which will activate ETI. The largest and most important class of R protein is NLR consisting of a 

central nucleotide-binding site (NBS) and carboxy-terminal leucine-rich repeats (LRR) domain 

and an amino-terminal variable domain [47]. In contrast to PRRs that are anchored on the plasma 

membrane to recognize PAMPs, NLRs are localized in the cytoplasm to detect specific effectors 

that are translocated to the interior of plant cells [48, 49]. ETI usually triggers more potent 

responses than PTI, as exemplified by the hypersensitive response (HR), a type of programmed 

cell death (PCD) that restricts pathogens from expanding their infection sites, HR is effective to 

fight against (hemi-)biotrophic pathogens who have a close relationship with host plant cells [50]. 

Some PRR also triggers plant cell death, for example, elicitin protein cryptogein from 

Phytophthora species can be recognized by ELR-BAK1 and trigger HR [51, 52]. PTI and ETI 

cooperate with each other, supporting by the evidence that PTI is required for ETI and ETI alone is 

insufficient to induce ROS production and trigger HR responses [53, 54]. 

 

ETI was described in the 1950s by the gene-for-gene model and in the 1980s by the receptor-

elicitor model, predicting that R proteins directly bind to their corresponding effectors. However, 

subsequent research revealed alternative models for the possible interaction modes between plant 

R proteins and effectors. These modes are generally described by the guard model and the decoy 

model [55, 56]. The guard model postulates that R proteins guard or monitor effectorsô targets and 

will be activated when effectors modify their targets or be detected by plants. This model explains 

how a single R protein can recognize multiple effectors from diverse pathogens: R proteins guard 

targets that are manipulated by multiple effectors from the same or different pathogens. However, 

the guard mode of surveillance also has limitations from an evolutionary point of view. The 

presence of an R protein puts selection pressures on the guardee to physically interact with the R 

protein guard, while maintaining the guardeeôs normal functions. These two pressures might 

conflict. In this context, another mode of surveillance, was described by the decoy model, 

predicting that R proteins guard structural mimics of the effector target. These decoys may have no 

function in plant cells and probably make no contribution to pathogen fitness. Their only function 

is to lure the effectors into the immune surveillance system. The different surveillance modes of 

direct binding or indirect detection via guarding or decoys can explain the strong evolutionary 

potential of plants to adapt to rapidly evolving pathogens and vice versa [55, 56].  

 

Questions that motivated my research 

After legislation was initiated in the late 20th century, some crops started exhibiting sulfur 

deficiency phenotypes. Sulfur is a macronutrient that is essential for crop production and fitness. 

Sulfur is a critical element for plant immunity and pathogen virulence. Elemental sulfur is one of 

the oldest fungicides and sulfur atom is present in 1/3 of the existing fungicides. Sulfur 

containing amino acid methionine is an essential amino acid for human nutrition. However, 

besides its importance in human nutrition, sulfur is also essential for microbial fitness and 

pathogenesis. For example, sulfuration on secretion peptide is significant in bacteria. Ax21 

sulfuration is important for bacterial virulence, biofilm formation, and motility [57]. In this case, 
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we want to know if sulfur influence plant resistance/susceptibility of oomycete disease. The 

answer will reveal the importance of sulfur in plant defense/susceptibility to oomycete pathogens 

and strengthen the benefits of human sulfur nutrient from crops. 

 

The most well-studied nutrient transporter during plant-pathogen interactions is SWEET (Sugars 

Will Eventually be Exported Transporters). There are emerging evidence showing that SWEETs 

are involved in defense mechanisms or hijacked by pathogens for sugar [58, 59] [60]. Hpa is an 

obligate biotrophic oomycete that lacks sulfur reductase genes which results in their dependency 

on host plant for organic sulfur nutrients. Moreover, sulfur has a versatile role in plant 

development and plant immunity: (1) Plant and pathogen fight for sulfur nutrients; (2) Sulfur is a 

reducing agent that can palliate the damage from cell death such as hypersensitive response; (3) 

Sulfur is a common element in plant defense compounds. Overall, it is hypothesized that plant 

sulfur transport and metabolism are involved in plant defense against oomycete or a susceptible 

target for oomycete to acquire sulfur nutrients. We raised the questions: which sulfur transporters 

or assimilation genes are major players in plant resistance/susceptibility? How are these sulfur 

genes influencing pathogen infections? How are the plant sulfur genes regulated in plant 

defense/susceptibility? The answers of these two questions will lead us to new novel traits to 

enhance resilience to oomycete diseases. 
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Chapter 2  

Sparkling a sulfur war between plants and pathogens 

Abstract 

Sulfur (S) is an essential nutrient for all living organisms including plants and microbes and is now 

considered as a ñfourth macronutrientò for plants along with nitrogen, phosphorous, and potassium. 

Elemental sulfur was utilized as one of agricultureôs first pesticides [61, 62], and the importance 

of plant sulfur metabolism for immunity was highlighted in the 1980s by disease outbreaks due to 

environmental sulfur deficiencies as an unintended consequence of air pollution control measures. 

Considerable attention has focused on plant sulfur metabolism during plant immune responses, 

revealing diverse roles for sulfur-containing defense compounds that include direct antimicrobial 

effects as well as indirect but critically important roles in interaction with plant hormones, 

protective redox metabolism, post-translational modifications, and detoxification [63]. Moreover, 

recent studies are opening exciting new lines of inquiry into the plant-sulfur-pathogen interface. 

To begin with, genome analysis has revealed a surprising diversity in the mechanisms through 

which pathogens obtain sulfur from their hosts during infection. For example, certain lineages of 

obligate oomycete and fungal phytopathogens have lost the capacity to assimilate inorganic sulfate, 

implying a dependence on host-derived, organic sources of S for nutrition [23, 64]. 

Transcriptomics has uncovered variations in the modes of S uptake and metabolism during 

pathogen infection cycles [65]. Functional genomics of pathogen virulence proteins points towards 

mechanisms through which the pathogen is directly manipulating plant genes to facilitate nutrient 

acquisition [66]. Finally, mounting evidence indicate that plants can interpret sulfur deficiency as 

a signal of pathogen invasion [67] and can withhold sulfur from pathogens as a component of the 

immune response [68-70]. This aspect of ñcompetitionò is emerging for other nutrients and 

represents a major area of growth in our understanding of the interrelated nature of pathogen 

virulence and plant immunity [60, 71].  Contrasting with traditional perspectives that focus on S 

antioxidant and antibiotic functions, we provide a panoramic view of sulfur in plant-pathogen 

interactions that encompasses sulfurôs biochemical characteristics to its antimicrobial functions, 

and from nutritional value to its involvement in plant defense or pathogen virulence.  

 

1. Introduction 

Tracing back during earthôs history, about 2.4 billion years (Gyr) ago, the earth didnôt have the 

luxury of free oxygen as it has now. Organisms that existed around 3.5 Gyr ago mostly likely were 

liv ing in a largely anaerobic environment composed of water, #/ and  . . However, the 

environmental conditions changed dramatically after the ñGreat Oxidation Eventò or GOE. Non-

mass dependent (NMD) fractions in the sedimentary rocks are deemed as an indicator of 

atmospheric conditions of the distant past. The NMD of sulfur is used to estimate the oxygen 

levels of the prevailing environment millions of years ago. The distinctively decreasing levels of 

sulfur NMD was observed from sedimentary rocks after 2.4-2.3 Gyr ago indicate the occurrence of 

the GOE. This is also manifested by the discovery of sulfur sediment in the geological records with 

the emergence of oxidized soil as well as the disappearance of &Å3 which is a main component of 

pyrite [72-74]. Increases in atmospheric free oxygen promoted the prevalence of sulfur in its most 

stabilized form, sulfate, which is believed to be the only sulfur nutrient that plants can absorb from 

the soil. The GOE event provided a great opportunity for the expansion of life, including the 
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emergence of plants, animals, and other eukaryotic organisms [72]. However, this expansion of life 

on earth has proved a double-edged sword. Life forms that were previously exempt from oxidative 

stresses were then faced with the threat of highly reactive oxygen species (ROS), which is 

generated from oxidative reactions. Living organisms from all domains, even for anaerobes, 

require metabolic enzymes to reduce the damage caused by ROS. Notably, many reducing 

activities are sulfur dependent because of its chemical features. In periodic table, sulfur is in the 

oxygen family and certainly has a relatively high-oxidative functions. Nevertheless, located on one 

more period than oxygen, sulfur bonds can be created and destroyed easily so that sulfur is much 

less electronegative than oxygen and it can stably share electrons with other elements and presents 

reducing power [73]. This property of sulfur makes it a reducing agent that can mitigate damage 

from oxidative stresses. Accordingly, sulfur is an essential element for all organisms, including 

plants: sulfur metabolite networks connect to every aspect of plant activity such as functioning 

enzymes, formation of chlorophyll, synthesis of proteins, and plant immunity. Sulfated peptide 

hormones are regulators for plant growth and development process, plant immune responses and 

those in pathogens are related to pathogen virulence [75]. The various research and big data related 

to sulfur metabolism regulation are integrated in [76].  

 

The importance of sulfur as a defense-related element has been studied since 1802, when William 

Forsyth recommended elemental sulfur as an effective fungicide [61, 62]. Likewise, sulfur as a 

required nutrient has been known since 1860 with the discovery of nutritional value of sulfur for 

plants and proposal to add sulfur fertilizer for crop nutrient needs [77, 78].  Since then, the 

importance of sulfur in plant immunity and resistance against diverse pathogens have been further 

highlighted. Later in 1980s, the Clean Air Act mandated to reduce sulfur emissions from industry 

in Europe, a piece of legislation to protect human and environmental health was enforced. 

However, unintended consequences on agricultural productivity were soon apparent as some high-

sulfur-demanding crops developed sulfur deficiency symptoms and became more susceptible to 

infections. For example, sulfur-deficient oilseed rape plants were more susceptibility to 

Pyrenopeziza brassicae; likewise, application of sulfur fertilizer on crops decreased disease 

incidence and severity caused by P. brassicae, Leptosphaeria maculans, and Hyaloperonospora 

parasitica [79]. Consequently, in the early 1990s, the term ñsulfur-induced resistance (SIR)ò was 

coined by Schnug et al. 1995 to describe the enhanced resistance from sulfur application [80-83]. 

Additional historical notes on  sulfur deficiency in crops and the relationship between sulfur 

nutrition and plant disease have been documented in these reviews articles [84, 85]. Plants as a 

sessile being, developed physical barriers to insulate themselves from pathogens and multi-layered 

immune system to fight with invading pathogens. The immune responses include nutrient 

remobilization to starve the pathogens, production of defense compound to restrict pathogen 

expansion, oxidative burst to limit pathogen growth, induce the expression of defense-related 

genes, etc [24, 25]. In the following sections, we will summarize the current understandings of 

plant immunity, sulfur-containing defense compounds in plant-pathogen interactions, and sulfur as 

a nutrient in plant resistance/susceptibility and pathogen virulence/avirulence.   

 

2. Sulfur-containing defense compounds 

2.1 Elemental Sulfur 3  

3 was the first fungicide applied to crops and was the most widely used fungicide against fungal 

and bacterial pathogens in the early 20th century [33]. 3 in plants exists mostly in the form of 
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octa-sulfur 3 (Fig. 1). This structure is thermostatically stable and not soluble in water. 3 is 

presumed to be released from thiols such as cysteine and glutathione [62, 86]. Its biosynthesis 

and metabolism pathway are still unclear. The observations that pathogen infections can induce 

3 production led to a hypothesis that 3 is a possible phytoalexin [62, 87]. 3 application to soil 

or plants presents more advantages over sulfate fertilizers as a sulfur source [44]. Active defense 

from 3 has been detected in five plant families: Leguminosae, Malvaceae, Solanaceae, and 

Cruciferae, Sterculiaceae. Tomato and cocoa presented a higher level of 3 in xylem under 

incompatible interaction with V. dahliae while no 3 was detected in multigenic resistance of 

strawberry challenged by the same pathogen V. dahliae. There is no evidence showing 3 has 

antimicrobial function against oomycetes. Similarly, 3showed no detrimental effect on R. 

solanacearum [62], so itôs overall importance remains to be established. 

 

It is believed that 3, as a lipophilic agent, can enter the cell membrane of fungi [88-90]. Being 

strongly electronegative and as a strong hydrogen receiver, 3can disturb the mitochondrial 

respiration chain in pathogens resulting in the generation of hydrogen sulfide ((3). (3 triggers 

high levels of oxidative stress and is toxic to living cells [90, 91].  

 

2.2 Hydrogen sulfide (3 

(3 in plants is produced from the sulfate assimilation pathway catalyzed by sulfite reductase 

(SiR) and is believed to be important for crop nutritional quality and tolerance to biotic stresses 

[44].  Although (3 is a water-soluble and toxic gas, it is an active signaling molecule in animal 

and plant cells [92] [93]. In plant cells, (3 can be released from cysteine in plastids, 

mitochondria, and cytosol. It has been associated with the regulation of physiological processes 

such as stomatal closure and photosynthesis in plants [94]. Plants synthesize endogenous (3 
under no stress, but its synthesis can be highly induced under biotic stress [95, 96]. For example, 

Sclerotinia sclerotiorum infection induces high amounts of (3 during infection of oilseed rape 

[97]. Transgenic plants modulating the expressions of exogenous treatments of (3 donor .Á(3 

and scavenger hypotaurine are used to study (3 functions [98]. LCD/DCD (cysteine 

desulfhydrase) is an enzyme regulating (3 biosynthesis. Arabidopsis pretreated with H2S donor 

.Á(3 or overexpressing LCD/DCD present more production of (3  resulting in more resistance 

against bacteria. The plants treated with (3  scavenger, hypotaurine HT, or knockdown 

LCD/DCD present the opposite phenotype, substantiating the influence of this compound in 

plant-pathogen interactions [99, 100].  

 

(3 modulates signaling pathways that confer plant resistance such as hormone signaling, ./ 
signaling and (/  signaling pathways [101, 102]. (3 can react with oxidized molecules such as 

(/as a reducing agent. It has been proposed that (3 can modify proteins post-translationally 

through persulfidation or S-sulfhydration which transforms thiol groups (-SH) into persulfide 

groups (-SSH) resulting in more nucleophilic and reactive products [103]. (3 also disrupts cell 

respiration as an inhibitor of cytochrome c oxidase [104]. In a low oxygen environment such as in 

plant xylem vessels, root tissues, bacteria biofilm), pathogens that are unable to detoxify (3 face 

growth inhibition by (3 [105]. More detailed mechanisms of the biochemical process are still 

unclear. Plant hormones such as SA, ABA, JA, and ethylene promote (3 accumulation in guard 

cells, which leads to stomatal closure to restrict pathogen entry [94]. Bacterial pathogens such as 

Xylella fastidiosa and Agrobacterium tumefaciens have evolved pathways to detoxify (3 emitted 
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by plants by oxidizing (3 into sulfite through the conjunction of a sulfur dioxygenase with a 

sulfite exporter [106, 107]. (3  emission from plant defense can cause excision of mobile genetic 

elements from Pseudomonas syringae pv. phaseolicola. The genome modification by (3  is 

believed to be related to pathogenôs ability to cause diseases in plants [93].  

 

2.3 Cysteine  

Cysteine is the first amino acid in the sulfur metabolism pathway (Fig. 2) and is a precursor for all 

sulfur-containing compounds including (3 in plants. (3 can induce persulfidation of cysteine 

residues in protein which is a post-translational modification to activate (3 downstream signaling 

pathway [105]. Cys is an important functional amino acid and a redox switch [108]. Moreover, 

Cys plays an essential role in plant immunity. Under stresses, ROS accumulate leading to 

reversible Cys thiol oxidations into sulfenic acid (R-SOH) and disulfides (R-SS-Rô) which can be 

further oxidized into irreversible products such as sulfinic acid (R-SO2H) and sulfonic acid (R-

SO3H) [109]. These oxidation processes modify protein structure and thus change protein 

function. A recent study identified proteins that underwent Cys oxidation in Arabidopsis during 

ETI and summarized that most proteins in ETI proteome have one or more sensitive Cys sites 

[109]. Cys biosynthesis takes place in the plant cytosol, plastids, and mitochondria, and can be 

subdivided into three steps (Fig. 1): (1) the synthesis of precursor O-acetylserine (OAS), (2) the 

reduction of sulfate to sulfide, and (3) the incorporation of sulfide into OAS [110]. Cys 

homeostasis is maintained by the tight regulation of its biosynthesis and degradation. Enzymes 

such as serine acetyltransferase (SAT), O-acetylserinelyase (OASTL), and cysteine desulfhydrase 

(DES) are involved in the regulation of Cys homeostasis [111-113]. Plants contain various SAT, 

OASTL, and DES enzymes. SAT and OASTL families are responsible for Cys accumulation while 

DES family is responsible for Cys reduction. SAT catalyzes the synthesis of OAS from serine and 

90% of its activity is detected in mitochondria. OASTL catalyzes the combination between sulfide 

and OAS molecules and 80% of its activity is found in the chloroplast [114]. DES catalyzes the 

degradation of Cys into sulfide, ammonia, and pyruvate in the cytosol [113, 115, 116]. DES and 

(3 involved in SA signaling pathway and activation of pathogenesis-related proteins in plant 

immune responses [105]. 

 

Mitochondrial cysteine is responsible for the detoxification of cyanide which is required for plant 

responses to pathogens. Cytosolic cysteine homeostasis is important for plant immunity (Fig. 2) 

[117-120]. Increased cysteine contents promote plant resistance to pathogens. oas-a1 (cytosolic 

OAS-A1 defective mutant) and des1 (cytosolic DES defective mutants) affect the expression of 

defense-related transcription factors, pathogen-related proteins, and the production of antimicrobial 

compound glutathione [121]. des1, with elevated Cys, is more resistant to bacteria while oas-a1 

with reduced Cys is more susceptible. The phenomenon can be explained by two possible 

mechanisms: (1) Cysteine is a precursor for SDCs biosynthesis: oas-a1 contains decreased SDCs 

(3 and GSH) from cysteine while des1 contains increased SDCs; (2) Cysteine is a reducing agent 

influencing host tolerance to oxidative burst: oas-a1 accumulates more ROS-generated cell death 

while des1 is more tolerant to oxidative stresses. For hypothesis (1), oas-a1 has 24-28% decrease 

and des1 has a 14% increase of an SDC, GSH, contents [121]. GSH deficient mutants present more 

susceptibility to some pathogens [122]. The importance of GSH will be discussed in the following 

section.  

 

2.4 Glutathione (GSH) 
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The sulfur-containing antioxidant glutathione (GSH) is derived from cysteine (Fig. 2). GSH with 

the formula ɔ-glutamate-cysteine-glycine is a low-molecular-weight thiol. GSH acts as a redox 

buffer protecting plants against oxidative damage. GSH is also a major player in plant immunity 

[123, 124] with multiple functions, acting as a signal molecule, an antioxidant for immune 

response and detoxification of heavy metals. GSSG is the oxidized form of GSH. GSSG contains 

disulfide bonds formed from two thiol groups provided by two GSH molecules. The GSH/GSSG 

ratio is a marker of the redox state of plant cells. Under oxidative stresses, the GSH/GSSG ratio 

will decrease indicating excessive production of ROS [125]. Fundamental plant responses against 

pathogens include tissue necrosis and restriction of pathogen growth. Although the induction of 

ROS is an effective way to restrict pathogens, ROS can also be detrimental to plants. Plants tightly 

regulate GSH levels during the immune responses to protect plant cells from ROS damage. GSH is 

presumed to form GSNO which can be employed as a NO donor and a long-distance signaling 

molecule through phloem [126]. NO moiety reacts with Cys thiol group and the addition of NO to 

Cys is called S-nitrosation which causes immune-related protein structure modification and 

functional changes [127]. [126] lists plant immunity proteins that are indirectly or directly 

regulated by S-nitrosation.  

 

Pathogen infections induce GSH accumulation[128-131]. For example, Hibiscus chlorotic ringspot 

virus (HCRSV) can induce sulfur metabolism pathways in host cells, manifested by increased 

transcription levels of sulfite oxidase, sulfite reductase, and adenosine 5ǋ-phosphosulfate kinase 

leading to elevated GSH content [132]. Similarly, TMV induces GSH biosynthesis in Nicotiana 

tabacum through a pathway involving APR and GSH1 [133]. GSH-deficient mutants are more 

susceptible to some pathogens. The PAD2 gene encodes a ɔ glutamylcysteine synthetase which 

catalyzes the first step in GSH biosynthesis. Several independent studies have shown that 

mutations in ɔ glutamylcysteine synthetase confer enhanced susceptibility to a wide range of 

pathogens and pests [122]. For example, the GSH deficiency in pad2-1 mutant impaired plant 

resistance to the oomycete Phytophthora brassicae, the bacterium Pseudomonas syringae, and the 

insect Spodoptera littoralis due to reduced GSH [124, 134]. The reduction in SA production, ROS 

levels, defense gene expression, and secondary metabolite production (e.g., camalexin and indole 

glucosinolates) contribute to pad2-1ôs vulnerability to pathogens [123, 135].    

 

In addition to its role as a protective antioxidant during the immune response, GSH also influences 

the regulation of immune response genes. For example, GSH participates in the SA signaling 

pathway by activating the NPR1 protein (Non-expressor of PR1), which is a master regulator of 

immune gene expression. NPR1 is inactive and oxidized by default, comprising a tetramer linked by 

four disulfide bonds [136]. This tetramer can be reduced to monomers with thiol groups under biotic 

stress. Monomeric NPR1 is an active form that can enter the nucleus where it is recruited to the 

promoter regions of the defense genes. It is suggested that GSH does not directly reduce NPR1 [137]. 

However, GSH/GSSG ratio is an indicator of cell redox status and its level correlates to NPR1 

conformation change from oligomers to monomers [138]. The resulting monomers can then enter 

the nucleus and activate downstream defense genes. For example, TGA is a group of transcriptional 

repressors in oxidized form. Upon infection, it is reduced and forms a complex with monomeric 

NPR1 to dismiss the repression [139]. Figure 3 showed a schematic mechanism of how NPR1 is 

activated and regulates immune-related genes. Without biotic stresses, the two forms of NPR1 are 

in homeostasis and a small amount of monomeric NPR1 enters the nucleus which is degraded by a 

ubiquitin-dependent proteasome pathway. Under biotic stresses, the cell redox potential changes and  
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favors the production of monomeric NPR1 and SA molecules. NPR1 is phosphorylated in the 

nucleus and is a receptor for SA. NPR1-SA complex is recruited to the promoter region, binds to 

TGA, and deactivates TGAôs repression on defense genes [139]. Without stimuli, cysteine residues 

of TGA form disulfide bonds to preclude interaction with NPR1. Upon stimuli, the same cysteine 

residue will be reduced by S-glutathionylation such as the covalent attachment of glutathione to 

cysteine residue, to assist TGA1 binding ability [140, 141].  Phosphorylated NPR1 has a high affinity 

with the CUL3 E3 ligase protein complex which mediates NPR1 degradation. The accelerated 

turnover of NPR1 promotes the expression of NPR1 [142, 143]. A most recent study showed that 

NPR1ôs ability to sense cell redox status is necessary for SA induced NPR1 condensates (SINCs) 

enrichment, which is consistent with the observations of the enrichments of glutathione pathway 

components such as glutathione S-transferase F6 (GSTF6), and glutathione S-transferase TAU 19 

(GSTU19) [144].  

 

GSH also works as an S-atom donor to the biosynthesis of another SDC: camalexin [145-147]. 

Camalexin will be discussed in section 2.7.  

  

2.5 Glucosinolates  

Glucosinolates (S-glucopyranosyl thiohydroximates, GSLs) are defined by a ɓ-thioglucose moiety, 

a sulfonated oxime moiety, and a variable aglycone side chain derived from an alpha-amino acid. 

Aglycone side chains are taken from different Ŭ-amino acids. More than 38 different structures, 

classified into aliphatic (AG), aromatic, and indolic (IG) GSLs have been cataloged in Arabidopsis. 

Pungent crops in the order Brassicales such as cabbage and mustard have high levels of 

glucosinolates as secondary metabolites [148-150].   

 

Glucosinolates are synthesized de novo upon pathogen infection and the metabolism pathway of 

glucosinolate is shown in Figure 4 [151]. Native glucosinolates do not have antimicrobial activities; 

rather, the antimicrobial forms are produced by myrosinase-catalyzed hydrolysis of GSLs into 

isothiocyanates (ITC), sulforaphane, and benzyl isothiocyanate. [152]. Pathogen infections induce 

GSL and myrosinase levels [153-155]. Rhizobacterium Bacillus amyloliquefaciens (GB03) 

promotes plant growth by augmenting sulfur assimilation and accumulation in Arabidopsis [156]. 

GB03 treated plants have an induced level of aliphatic and indolic glucosinolates contents and 

present more resistance to the insect Spodoptera exigua (beet armyworm) [156]. Sulforaphane and 

other isothiocyanates have potential medical values to suppress tumor growth and treat Helicobacter 

pyloriïcaused gastritis and stomach cancer [157]. 

 

ITCs have a central carbon isothiocyanate bond (-N=C=S) that can interact with sulfhydryl groups, 

amino groups, and disulfide bonds in amino acids such as lysine and cysteine or the phenolic group 

of tyrosine [158]. ITCs can change proteinsô tertiary structure irreversibly and are thereby toxic to 

pathogens (e.g., to inactivate enzymes) [159]. However, nitrile from ITC hydrolysis is not 

antimicrobial [160].  ITCs confer resistance against pathogens such as Pseudomonas syringae, and 

the fungi Fusarium oxysporum, Botrytis cinerea, Alternaria brassicicola, etc. [160-162]. Mutants 

that are AG-ITC deficient present less resistance to Botrytis cinerea while mutants that overproduce 

show more resistance [160]. The chemical structures of ITCs (e.g., side chain elongation and 

modification of ITCs) influence antibiotic efficacy [155]. Application of long-chain ITCs on 

pathogens provides more inhibition of fungal radial growth than short-chain ITCs with 8
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methylsulfinyloctyl ITC being the most effective inhibitor to Sclerotinia sclerotiorum. Another 

modification of ITCs, methylthioalkyl ITCs, doesnôt inhibit S. sclerotiorum growth [155].  

 

In addition to their antimicrobial effects, GSL can act as signaling molecules in PTI responses. For 

example, IG3-S pathways encompassing biosynthesis, methoxylation, and hydrolysis, were shown 

to be required for flg22-induced callose deposition to restrict bacterial growth [151]. The mechanism 

of how glucosinolate affects callose deposition is still unclear.  

 

2.6 Sulfur-rich proteins (SPRs)  

SPRs are small proteins with disulfide bonds and antimicrobial activity. SPRs can be classified 

into three major classes: defensins, thionins, and other related polypeptides, based on the variations 

of primary amino acid sequences and their distributions [163]. Alternaria brassicicola infections 

augment metabolisms in Arabidopsis which induce the expressions of defensins and other SDCs 

[164]. Most of the SPRs are localized in plant cell walls so that they can counteract invading 

pathogens in the apoplast. The common structure, disulfide bonds in SPRs, support proteinsô 

tertiary structures. Mutation of the disulfide bonds in SPRs disrupted cell death and resulted in 

suppressed plant defense responses [165]. Thionins are only found in higher plants while defensins 

exist in plants, insects, mammals, and mollusks. Eighty defensin genes (PDFs) were characterized 

in plants and 13 of them were found in Arabidopsis encoding 11 different defensins[166]. The 

numbers of disulfide bridges varied between plants and other kingdoms. Plants defense peptides 

have 2-12 cysteine residues forming disulfide bonds [167]. For example, the hevein-like, 

antimicrobial peptides in sweet pepper and latex both contain 8 disulfide-linked cysteines [168]. 

PDF1.1 and PDF1.2 are induced in Arabidopsis under pathogen infection [169]. PDF1.1 can bind 

iron cation under pathogen infection utilizing sulfur (S) atoms as an electron donor to bind &Å 

and &Åwhich can lead to the induction of the JA signaling pathway. Mutated PDF1.1 without 

cysteine residue showed decreased affinity with iron indicating cysteine could be a direct binding 

site for iron. Moreover, PDF1.1 was proposed to be an iron scavenger carrying iron away from 

infection sites to make a starvation niche and restrict pathogen growth [169]. Thionin genes are 

another category of sulfur-rich, pathogen-induced proteins. Overexpression of thionin genes makes 

plants more resistant to nematode, fungal, bacterial, and oomycete pathogens [170-175]. The 

toxicity from thionins against pathogens is associated with their interactions with the negatively 

charged head groups of phospholipids in pathogen cell membranes [176], disrupting cell 

membrane integrity.  

 

2.7 Phytoalexins  

Phytoalexins are a group of antimicrobial compounds that are synthesized de novo under biotic 

stress and distribute rapidly throughout the infection sites. Usually, they are sulfur-containing 

antioxidants with toxicity to pathogens. Pathogens can trigger the synthesis of phytoalexins such as 

brassinin and camalexin [177]. Camalexin (3-thiazol-20-yl-indole) was initially identified in 

Camelina sativa and is the most important phytoalexin in Arabidopsis [177]. Camalexin is derived 

from tryptophan catalyzed by cytochrome P450s enzymes. Camalexin is essential for PTI and its 

biosynthesis genes can be induced by a wide range of MAMPs or DAMPs such as plant cell wall-

derived oligogalacturonides, chitosan, bacterial flg22, oomycete necrosis, and ethylene-inducing 

peptide1 (Nep1)-like proteins and bacteria-derived peptidoglycan. PAD3 (CYP71B15) catalyzes 

the final step in camalexin biosynthesis. pad3 mutants with less camalexin production exhibit more 

sensitivity to pathogens with different lifestyles including biotrophic, necrotrophic, hemi-
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biotrophic, and herbivores [178]. However, the susceptibility caused by pad3 mutation is 

dependent on pathogens: pad3 present more susceptibility to Alternaria brassicicola but no 

influence on Pseudomonas syringae, Perenospora parasitica nor Erysiphe orontii [179, 180].The 

mechanism of antimicrobial function from camalexin is unclear but it is known to disrupt fungal 

cell membranes [181, 182]. 

 

In summary, sulfur-containing compounds as antimicrobials have been studied from different 

angles: defense mechanisms, critical synthesis pathways that are related to antimicrobial activities, 

connection with signaling pathways, and pathogen responses to the compounds. Although sulfurôs 

importance in both PTI and ETI is now well established, much remains to be learned about 

mechanisms. It is worth noting that the success of plant immunity is not only related to the 

generation of defense compounds but is also related to the restriction of nutrient supply to 

pathogens. A growing body of evidence suggests that plants and pathogens compete for nutrients, 

including sulfur. Sulfur nutrients in pathogens must be obtained from the host plants so plant sulfur 

metabolism and transport can influence plant resistance to pathogens and pathogenôs virulence 

strategies. These topics are covered in the next section.  

 
3. Examples of how pathogens obtain sulfur and its relation to pathogenicity 

3.1 Sulfur metabolism in bacteria  

Bacteria and plants share similar sulfur assimilation pathways in general but also differ 

significantly. For example, some bacteria can assimilate both inorganic and organic sulfur, while 

plants can only assimilate inorganic sulfur (e.g., sulfate).  For bacteria, sulfate is the primary sulfur 

source while xenobiotics, sulfonates (R-3/) and sulfate esters (R-O-3/) are minor sources. 

Sulfonates and sulfate esters are abundant in soil organic matter. For example, sulfonate comprises 

37% of total sulfur quantity in some sediment and humic substance samples [183]. When sulfate is 

limited in soil, these compounds serve as backup nutrients for bacterial assimilation. Bacterial 

sulfate metabolism pathways were first studied in Escherichia coli (E. coli) and Salmonella 

typhimurium [184, 185]. In E. coli, sulfate is transported into bacterial cells by an ATP-binding 

cassette (ABC)-type transporter. Sulfate is integrated into APS and PAPS through CysDN. CysDN 

consists of sulfate adenylyltransferase, ATP sulfurylase subunits, and APS kinase CysC. PAPS is 

further reduced to sulfite by PAPS reductase CysH and further reduced to sulfide by sulfite 

reductase, cycJI and cysG.  Thiosulfate can also be assimilated by bacteria through thiosulfate 

permease cysUWA and cysP. Thiosulfate will be used for S-sulfocysteine biosynthesis which can 

be converted into cysteine by releasing a sulfate under an unknown mechanism  [186].  

 

A summary of SDCs: 
× Elemental sulfur is one of the oldest fungicides 
× Hydrogen sulfide makes plants more resistant to pathogens  
× Cysteine plays central role in plant immunity through regulating SA signaling pathway and 

glutathione levels. 
× Glutathione protects plants from oxidative damage  
× Glucosinolate hydrolysis products and phytoalexins display antimicrobial activities 
× Sulfur rich proteins can directly or indirectly defend against pathogens through varied 

mechanisms 
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Sulfur metabolites have been validated as important for bacterial pathogenicity. hrp 

(hypersensitive reaction and pathogenicity) genes encode components of type III secretion systems 

and are involved in the secretion of pathogenic proteins and controlling the transcriptional 

activation of bacterial virulence genes. Plant apoplastic sugar and sulfur-containing amino acids 

such as methionine, cysteine, and cystine, are necessary to induce hrp expression during bacterial 

infection [187]. Some sulfur-containing amino acids in apoplast present in low level and their 

assimilation pathways in P. syringae are incomplete [188]. 

 

Sulfuration on secreted proteins/peptides from pathogens is an important post-translational process 

to control the physical interactions between these proteins and their receptors. One keystone 

example is the sulfuration of a tyrosine residue in proteins. Tyrosine sulfuration on human 

chemokine co-receptors CD4 and CCR5 is required to bind to the human immunodeficiency virus. 

The recognition process is beneficial for the entry of HIV into targeted cells [189]. Sulfuration is 

crucial for bacterial virulence activities. For example, the sulfated peptide Ax21 from Gram-

negative bacteria Xanthomonas oryzae pv. oryzae (Xoo). Ax21 is important for virulence, biofilm 

formation, and motility [57]. AX21 is recognized by a PRR in rice called XA21. XA21-mediated 

immune responses are triggered by the sulfuration of AX21 which are mediated by Xoo raxP, raxQ 

and raxST. These proteins harbor ATP sulfurylase and APS kinase functions. It is hypothesized 

that RaxST binds to PAPS produced by RaxP and RaxQ and transfers a sulfuryl group to Ax21. 

They are also responsible for sulfurization on secretion peptides such as PR6 and RaxX. 

Sulfuration of avirulence factors is required for XA21 and other PRRs to recognize secreted 

peptides from Xoo [190-192].  

 

3.2 Sulfur metabolism in fungi 

Like bacteria, fungi can take up both organic and inorganic sulfur. Not only 3/  , but also more 

reduced forms of inorganic sulfur 3/  ,  3/ , 3/  and Ὓ  can be transported into fungi 

[193]. Moreover, organic sulfur in the forms of amino acids or peptides can be assimilated by 

fungi [33]. Sulfur metabolism is associated with fungal pathogenicity too. The plant pathogen 

Puccinia striiformis f. sp. tritici transcriptome data indicates that the S-methylmethionine- the 

permease-like gene is expressed specifically in haustoria [194]. The sulfur assimilation pathway is 

essential for the virulence of some plant pathogens [195-197]. For example, Met6 is a methionine 

biosynthesis gene is critical for pathogenicity in tomato leaf mold Cladosporium fulvum and the 

rice blast fungus Magnaporthe oryzae [198, 199]. Met6 mutants were deficient in appressorium-

mediated penetration and invasive infectious growth [198]. Two enzymes responsible for 

methionine biosynthesis, Cbl1 (Cystathionine beta lyase) and Msy1 (a Methionine synthase), are 

both important for the virulence of F. graminearum [200].  

 

3.3 Sulfur metabolism in oomycetes 

Sulfur metabolism in oomycete plant pathogens is not as well understood compared to bacteria and 

fungi. However, several lines of evidence support its importance. Sulfate permease (SuIP) domains 

are over-represented in oomycete pathogens compared to other eukaryotes [201]. For example, the 

average domain abundance of IPR011547 Sulphate transporters in oomycete is 13.5 while in all 

species is 8.58.  This point was further validated by comparing the genomes of two oomycete 

pathogens, Phytophthora infestans (hemibiotrophic) and Pythium ultimum (necrotrophic) with the 

genome of fungi pathogen Magnaporthe oryzae [202]. There are 16 SuIPs in P. infestans and 10 in 
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Py.ultimum while there are only 6 in M. oryzae [202]. The biological significance of having a 

relatively large sulfate permease gene family in oomycetes is unclear but suggests that sulfate 

uptake is precisely regulated.  

 

Non-obligate oomycetes can assimilate inorganic sulfate by sulfate sulfurylase. Transcription 

profiling of Py. ultimum and P. infestans in different infection stages suggested that sulfate 

assimilation is elevated in the necrotrophic stage during potato tuber infection. Genes that are 

responsible for the reduction of inorganic sulfate into cysteine, such as sulfate sulfurylase, APS, 

PAPS, sulfite reductase are induced. P. Infestans sulfur metabolism profiling in the necrotrophic 

stage resembles that of Py. Ultimum [65]. The elevation of sulfur metabolism could lead to two 

possible hypothesis (1) sulfur assimilation is accelerated from lysed plants during the necrotrophic 

stage; (2) oomycetes demand different amounts of and different forms of sulfur in different life 

stages during infection due to the deviation in sulfur gene expressions. 

 

3.4 Inorganic sulfate is not a necessity for obligate biotrophs 

Sulfide, cooperating with O-acetylserine (OAS) or O-acetylhomoserine, is a necessity to 

synthesize cysteine. The assimilation of inorganic sulfate into sulfide to produce cysteine appears 

to be dispensable for some oomycetes and other pathogenic microbes. Some obligate bacteria, 

protistan parasite, fungi, and oomycetes lost the sulfate assimilation operon. For example, the 

obligate oomycete downy mildew pathogens Hpa and fungal rust and powdery mildew pathogens 

lost a key gene for inorganic sulfur assimilation pathway with the degeneration of sulfite reductase 

[23, 203]. The obligate white rust oomycete of Arabidopsis, Albugo laibachii is deficient in sulfite 

oxidase [204]. These findings suggest that obligate pathogens developed efficient strategies to 

obtain organic sulfur nutrients from hosts that are less energy-consuming and beneficial to their 

fitness. Because these pathogens depend totally on host plants to obtain organic sulfur nutrients, it 

leads us to two unanswered questions: (1) What sulfur metabolism pathways do obligate pathogens 

target in plant hosts to obtain sulfur and benefit their feeding strategy? (2) What defense strategies 

did plants evolve to block obligate pathogensô sulfur uptake strategies? 

 

4. Evidence for competition for sulfur  between plants and pathogens 

Recent evidence suggests that plant immunity triggers nutrient remobilization in plant tissues, 

aiming at reducing nutrient availability to pathogens. For example, global transcriptome 

comparisons in bacteria P. syringae exposed to PTI to the data in the early naïve infection stages,  

revealed that 16 bacterial sulfur importers including importers of alkanesulfonate, taurine, and 

sulfate are induced when the bacteria are growing in PTI-induced leaves [68]. Moreover, bacterial 

catabolism genes for sulfonates and taurine were also induced in response to PTI. Because these 

are sulfur starvation responsive genes, the authors hypothesized that PTI limits the sulfur resources 

and triggers sulfur starvation in P. syringae [183]. Sequestration of sulfur nutrient in apoplast 

could be a part of PTI regulation to restrict bacterial replication. However, the sulfur starvation 

phenotypes observed could also be explained by PTI-associated oxidative bursts in plants and 

bacteria decrease the damages through iron-sulfur cluster cofactors which are related to the 

induction of genes from sulfur assimilation pathways. These two hypotheses are not mutually 

exclusive and additional research is necessary to define the physiological cause of the sulfur stress 

response in this interaction.  
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Additional evidence of sulfur starvation in pathogens during infection is observed in 

Colletotrichum gloeosporioides (Cgm) on round-leaved mallow. cgars (Colletotrichum 

gloeosporioides arylsulfatase) is an arylsulfatase enzyme responsible for degrading sulfur-

containing compounds to supplement sulfate availability under sulfate starvation environment. 

cgars transcription is induced in sulfur deficiency condition and repressed in sulfur replete 

conditions. Because of its stability, high level of induction under sulfur starvation, and minimum 

level under sulfur-containing environment, the cgars enzyme is widely utilized as a reporter gene 

for sulfate contents in many microorganisms. In Cgm, cgars was maintained at a high level in the 

biotrophic stage but decreased during the necrotrophic stage of infectious growth in planta [205]. 

This indicates that during the early stage of infection, the pathogen was under a sulfur starvation 

stress which was overcome gradually as the pathogen continued growing in planta.   

 

The mechanism through which plants restrict sulfur at the infection site remains to be determined 

but might involve plant sulfate transporters. One potential candidate gene is tomato sulfate 

transporter 2 (ST2). ST2 is a high-affinity transporter and is responsible for sulfate uptake from the 

soil. ST2 is also a sulfur starvation responsive gene in tomato roots. ST2 is induced by flagella but 

repressed by effectors during infection by Pseudomonas syringae [68, 70]. Pathogen Verticillium 

dahliae also induces ST2 and another high affinity transporter LeST1-2 in tomato [206, 207].This 

expression pattern indicates that induction of the sulfate assimilation pathway is involved in PTI 

responses and Pst can counteract this mechanism. However, it is unknown whether ST2-mediated 

transport is important for immunity. Data from st2 mutants is critically important to address this 

question. Additional follow-up questions include what pathways PTI utilizes to regulate ST2; does 

Pst induce equivalent transporters in other plants, like Arabidopsis AtSULTRs; what other 

components from the sulfur metabolism pathways besides transporters are involved in PTI; why 

and how is ST2 expression suppressed by Pst?  

 

At the same time, host nutrient metabolism networks can be a target of virulence factors, perhaps 

to counteract the plantsô attempts at nutrient restriction. Pathogensô manipulation of host sugar 

transport and metabolism has been extensively studied in Xanthamonas-rice interactions [58]. 

Xanthamonas acquires carbohydrates from the host apoplast as energy resources by manipulating 

rice sugar transporter genes called SWEETs (Sugars Will Eventually Be Exported). Xanthamonas 

induces the expressions of SWEET genes in rice to promote efflux of sugar into the apoplast, to 

benefit bacterial fitness. The bacteria activate SWEET genes by secreting transcription activator-

like effectors (TAL) that mimic plant transcription factors to activate targeted genes. OsSWEET11 

and paralog OsSWEET14 are two virulence targets of TAL effectors from Xanthomonas oryzae 

[208]. Xanthomonas might also use a similar strategy to manipulate sulfur transport. Xoc BLS256 

is a sequenced strain with 24 TAL effectors identified. The effector Tal2g targets a sulfate 

transporter OsSULTR3;6 in rice and causes lesion expansion and bacteria exudation [66]. The 

ortholog of OsSULTR3;6, in Populus trichocarpa (PtSultr3;5) has high transcript accumulations 

during the symbiosis with the fungus Laccaria bicolor and with the compatible and incompatible 

interactions with the fungal rice pathogen Melampsora larici-populina [66, 209]. It remains to be 

studied if PtSultr3;5 is a virulence target of pathogens. Global gene expression profiling of Pst 

infected Arabidopsis plants showed that sulfate transporters along with genes encoding 

glucosinolate pathways in plants were induced by a bacteria phytotoxin coronatine (COR). COR 

promotes bacterial virulence in many ways: it can structurally mimic JA and induce stomatal 

opening for the entry of bacteria, reduce the biosynthesis of secondary sulfur-containing 
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metabolites such as glucosinolate to suppress SA signaling pathway to inhibit callose deposition 

[210, 211]. A large scale screen for protein interactions between Arabidopsis and bacteria Pst and 

oomycete Hpa showed that a hub protein LSU (Low Sulfur Upregulated) was one of the most 

significant targets by effectors [212]. LSUs are involved in plant responses to environmental 

challenges such as sulfur deficiency and plant pathogens [212, 213]. ATP sulfurylase is a direct 

interactor with LSUs in planta and other sulfur metabolism genes are in LSU network. It is 

unknown if the LSU-effector interactions are related to sulfur competition between plants and 

pathogens [76, 214].  

 

In summary, PTI can induce sulfur metabolism in plants and trigger sulfur starvation in some 

pathogens to suppress pathogen growth and disease development. Adapted pathogens can 

overcome PTI by targeting sulfur metabolism pathways by secreted toxins or proteins. There are 

still questions that remain to be investigated in-depth: (1) What mechanism do plants utilize to 

translocate sulfur away from the pathogen or (2) how do the evolved pathogens manipulate plant 

sulfur metabolism and transport to obtain more sulfur from host plants; (3) how do plants 

balance the synthesis of sulfur compounds to be used for plant immunity while restricting sulfur 

nutrients obtained by pathogens; (4) what sulfur nutrients do pathogens need to obtain from 

plants? 

 

5. Summary and future prospects 

Plants are static organisms threatened by pathogens existing in the surrounding environment and 

they canôt run away from the challenges like animals or insects. Thus, they developed versatile 

immune systems to battle against pathogens. PTI and ETI provide protection to plants through 

chemical, physical, nutritional defense, and programmed cell death. Sulfur nutrients are 

indispensable for crop fitness and production in many ways. Sulfur is an important nutrient 

required for plant growth as well as an active element to reduce oxidative damage. Its importance 

in plant immunity as a fungicide has been studied since the early 20th century. Since then, the 

antimicrobial functions of multiple SDCs were well studied and applied in agriculture. 

Nutritional competition between plants and pathogens is not well understood. It is worth noting 

that the nutritional resistance started being uncovered such as recent studies revealed that 

pathogens target host sulfur sources to satisfy their nutritional requirements and the host 

immunity system cuts the supply of host-derived sulfur sources to restrict pathogen development.  

 

Figure 5 depicts a  schematic model of sulfur competition within a generic plant-pathogen 

interaction. The knowledge about these pathways will give us more insight into sulfurôs role in 

plant-pathogen interactions. 

 

Six questions arise to identify the mechanistic interactions between plant sulfur metabolism 

pathways and pathogen infections.  

1. What are host-derived sulfur sources that can be utilized by pathogens? 

2. Which sulfur metabolism pathways in host plants influence plant-microbe interactions? 

3. How is sulfur taken up by biotrophs? What are the sulfur metabolism pathways in 

biotrophic pathogens? 

4. How do pathogens, especially biotrophs, manipulate host plants to obtain sulfur nutrients? 

5. What are the effectors involved in obtaining sulfur nutrients from host plants?  
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6. How can we utilize information such as the pathways the pathogens attack in genetic 

engineering to improve crop security?   

 

Sulfur nutrient acquisition of human pathogens has been well studied and some of the sulfur 

metabolism pathways were used as targets for therapeutic intervention. With sulfur already known 

to be irreplaceable in plant health and pathogen virulence, unraveling the mechanisms of how 

sulfur or sulfur-containing compounds influence plant-pathogen interactions will provide us with 

more genetic information to be harnessed for genetic engineering and generating pathogen-

resistant crops through developed genetic engineering techniques.  
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Figure 1. Chemical structure of S8, the most common and best-known allotrope of sulfur 
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Figure 2. Important sulfur metabolic reactions in plant-pathogen interactions. Synthesis of the 

metabolites labeled in red can be induced in response to pathogens to function as antioxidants to 

reduce the damage from oxidative burst, anti-microbial compounds, or to restrict nutrients supplied 

to pathogens.   
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Figure 3. GSH changes the cellular redox status under pathogen attack and participates in the 

activation of major transcriptional regulators of plant immunity.  

(A) Without external stress, the transcription factor NPR1 is present as a large cytoplasmic oligomer. 

A small amount of NPR1 will be reduced into monomers facilitated by thioredoxin and GSH. (1) 

The small number of monomers are translocated to nucleus. They are recruited to PR-1 

transcriptional regulatory region but cannot interact with the transcriptional repressor TGA, thus the 

defense gene PR-1 is not activated.  (2) Subsquently, monomeric NPR1 is ubiquitinated by the CUL3 

E3 ligase protein complex and degraded by 26S proteasome. (B) Upon pathogen attack, SA and 

GSH accumulate, resultsing in a more reduced environment that promotes the monomerization of 

NPR1 by reduction of disulfide bonds. Monomeric NPR1 is translocated into the nucleus. (3) NPR1 

monomers are phosphorylated and directly bind to SA to form a dimer. The dimer interacts with the 

transcriptional repressor TGA and activate defense responsive genes such as PR-1. The 

unphosphorylated NPR1 can also bind to the transcriptional region and trigger expression of immune 

related genes. (4) Phosphorylated NPR1 has high affinity with the CUL3 E3 ligase protein complex 

which mediates NPR1 degradation by 26S proteasome thus the degradation of NPR1 is accelerated. 

The rapid turnover for of NPR1 is replacing the old NPR1 with new NPR1 to promote the 

transcription cycle of both NPR1 and PR-1 (Spoel et al., 2009). 
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Figure 4. Pathogen infections induce glucosinolate biosynthesis pathways through MAPK 

cascade and hydrolysis pathways catalyzed by myrosinase. Under pathogen attack, a MAPK 

signaling cascade is induced to promote I3G accumulation from tryptophan pathway and GSL 

production from I3G. I3G can also be derived from phenylalanine, which is also a precursor of 

salicylic acid. Myrosinase catalyzes the hydrolysis of GSL, and its expression is also induced during 

pathogen infection. The breakdown products, isothiocyanates (ITCs), are broad-spectrum defense 

compounds against pathogens, nematodes, insects and weeds.  
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Figure 5. A holistic model of the sulfur nutrition relationship between plant and pathogen. 

Sulfate is taken up by plants and reduced into sulfur containing compounds for various biological 

processes. Pathogens can siphon sulfur metabolites from hosts. Some sulfur compounds are part of 

the immune responses, (1) acting as direct inhibitors of pathogen growth or (2) inducing defense 

gene expressions which can include (3) nutritional restrictions to pathogens. Adapted pathogens can 

secrete effectors to (4) manipulate host sulfur transport to promote nutrient acquisition and 

metabolism and (5) inhibit immunity by disrupting defense gene expression. 
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Chapter 3 

Plant sulfur transport and metabolism influence oomycete infections 

Abstract 

Mineral nutrients are important factors in plant growth, development, reproduction, and fitness. 

Oomycetes are eukaryote micro-organisms that include some of the most notorious pathogens 

threatening agriculture and food safety. Sulfur is a common element in most of the plant-

produced antimicrobials but is also an essential nutrient acquired by pathogens from host plants 

during infection. To date, the relationship between sulfur status and plant susceptibility from a 

nutrient perspective is still unclear, especially for oomycetes. We used Hyaloperonospora 

arabidopsidis as a biotrophic oomycete pathogen of leaves, along with the hemi-biotrophic 

pathogen Phythophora capsici (P. cap) as a root pathogen, and Arabidopsis thaliana as a host 

plant to investigate the influence of various sulfur concentrations (sufficient sulfate: +S and S 

and deficient sulfate: -S) and sulfur mutants on the plant-oomycete interactions. We optimized a 

hydroponic system to manipulate sulfur concentrations and successfully created environments 

for sulfur deficiency (-S), sufficient sulfur (S), and excessive sulfur (+S). -S conditions triggered 

induction of sulfur deficiency biosensors, indicative of a sulfur deficiency response. Moreover, 

sulfur deficient plants were more susceptible to virulent P. cap and less resistant to avirulent Hpa 

Emwa1. Contrastingly, plants in a -S environment were less susceptible to virulent Hpa Noco2. 

Two sulfate transporter mutants, sultr2;1 and sultr1;2, were less resistant to Hpa pathogens 

Emwa1 and less susceptible to Noco2, indicating that sultr2;1 and sultr1;2 contribute to plant 

defense. The immune marker gene PR-1 was induced by -S and by P. cap and Hpa Emwa1 

infections. Surprisingly, -S compromised cell death in Hpa Emwa1 infected tissues. PR-1 

induction but cell death suppression in -S plants during Hpa Emwa1 infection suggested that -S 

triggers systemic acquired resistance (SAR) which is supported by the PR-1 induction in root 

tissue. Finally, RNA-seq data analysis on Phytophthora-infected Arabidopsis at 0, 3, 6, 12, and 

24 hpi revealed that nearly 10% of the genes induced genes by Phytophthora at 3, 6, 12, and 24 

hpi are sulfur-related genes. Overall, these results demonstrate that sulfate uptake and 

assimilation play an essential role in plant resistance and susceptibility under oomycete infection.  

 

Introduction  

Oomycetes (water molds) are microorganisms that include some of the most destructive 

pathogens for crop production and food security. The oomycete Phythophthora infestans caused 

Great Irish Famine in the 19th century and it was one of the first plant pathogens that promoted 

the establishment of plant pathology as a discipline [215]. Chapter 2 introduced the features of 

oomycetes and provided examples of distinguishable damage that oomycetes cause in 

agriculture.  

 

Sulfur is an essential element for all living organisms. Sulfur nutrients affect crop growth, 

development, and plant immunity. Sulfur containing amino acids in crops are indicators to 

evaluate crop quality. Sulfur deficiencies in the environment reduce the production of sulfur 

containing proteins which consequently decreased nutritional values [216-218].  

Plants take up sulfate from soil by sulfate transporters in root tissues. Sulfate can be assimilated 

and reduced into sulfur containing compounds or remobilized to other cellular compartment or 

plant tissues by other groups of sulfate transporters (Figure 1). Plant sulfate transporters are 
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specialized, membrane-localized proteins identified as Ὄ symporters because lower PH 

enhances sulfate uptake [219]. There are 12 sulfate transporters identified in Arabidopsis. Plants 

take up sulfate from the rhizosphere by high-affinity transporters SULTR1;1 and SULTR1;2 in 

root epidermal cells. Sulfate in roots is transported to leaves by SULTR2;1, SULTR2;2 and 

SULTR3;5 that are localized in in xylem parenchyma and pericycle cells in roots. Sulfate in both 

root and leaves can be transported to plastids by SULTR3;1, SULTR3;2, SULTR3;3 and 

SULTR3;4 or stored in vacuoles by SULTR4;1 and SULTR4;2 that are localized in the tonoplast 

membrane [220].  

 

Sulfur deficiency has become a problem after the enforcement of clean air acts which were 

intended to reduce sulfur emissions in the 20th century. With sulfur emission decreased, sulfur 

availability in soil was also decreased. Thus, sulfur deficiency impaired crop quality and 

production. Crops under sulfur stress exhibited reduced plant growth, and chlorosis appeared on 

leaves, especially on younger leaves [221]. Crops with less sulfur supply have lower nutritional 

values for example, methionine (Met), the essential amino acid for human beings, would show a 

lower quantity under sulfur deficiency [222, 223]. Brassicaceae species have a high level of 

glucosinolates and their derivatives which are responsible for a distinctive aroma or tastes and 

health benefits [224]. Although sulfur deficiency (-S) in crops can be reduced by the application 

of fertilizers, the timing, fertilizer types and the amount to apply the fertilizers are critically 

important for its efficiency but they are difficult to control for different crops and under different 

weather. In this case, genetic modification and manipulation were suggested to alleviate sulfur 

utilization efficiency in economic crops [225, 226]. Understanding the mechanism of sulfur 

regulation pathways is a key to solve the problems related to sulfur deficiency. 

 

Sulfur homeostasis and regulation pathways have been extensively studied in the model plant 

Arabidopsis. Sulfur deficiency (-S) inhibits the development of lateral roots and root hairs [227, 

228]. -S responsive regulatory cis elements, transcription factors and miRNAs that are 

responsible for regulation under -S, were identified, including SURE element, SLIM1 and 

miRNA395 [218]. SLIM1 is a member of EIL (ETHYLENE-INSENSITIVE3-LIKE) family, and 

it is upregulated during sulfur deficiency which in turn induces the expression of sulfate 

transporters (SULTR1.2, SULTR1.1, SULTR3.4, and SULTR4.2) and a myrosinase gene 

catalyzing glucosinolate biosynthesis [218, 229]. miRNA395 is induced by -S which can down-

regulate sulfate transporter SULTR2.1 and the three homologous genes APS1, APS3, and APS4 

encoding the APS enzyme [230, 231].  

 

APS4 (ATP sulfurylase 4) and SDI1 (Sulfur deficiency- induced 1) are two biosensors of sulfur 

deficiency stress. Sulfur is a central element for plant metabolism so plants have a complicated 

pathway to balance sulfur pools under -S. Cysteine (Cys) is the first sulfur containing amino acid 

in sulfate assimilation pathway, and OAS (O-acetylserine) is a precursor for Cys biosynthesis 

and a signaling molecule under -S [232]. Sulfur limitation alters OAS levels and APS4 and SDI1 

were identified to be an OAS-responsive genes [233-235]. APS4 is involved in the first step of 

sulfate assimilation which catalyzes the reaction of inorganic sulfate with ATP to synthesis 

adenosine 5ǋ-phosphosulfate [236]. Adenosine 5ǋ-phosphosulfate is the first sulfur containing 

compound in sulfate metabolism pathway. Adenosine 5ǋ-phosphosulfate can be utilized in two 

divergent pathways: (1) phosphorylated into PAPS (phosphoadenosine 5ǋ-phosphosulfate) which 

is a strong sulfate donor for macromolecule or (2) further reduced to sulfide which will be 
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incorporated with OAS to form cysteine. APS4 is an APS family member whose expressions are 

sensitive to sulfur levels in the environment. -S will induce miRNA395 levels which negatively 

regulates APS4. APS4 is suppressed by -S under miRNA395 regulation to reserve sulfate from 

being incorporated into sulfur metabolite biosynthesis [237]. Brassicaceae including Arabidopsis 

has a high level of sulfur. GSL is the most abundant sulfur compounds and takes 10%-30% of all 

the sulfur containing compounds in Brassicaceae. SDI1 negatively regulates GSL in root, leaves 

and seeds [238]. As a secondary sulfur containing metabolite, GSL biosynthesis will be restricted 

under -S condition through the induction of SDI1 to suppress GSL levels in Arabidopsis [239].  

SDI1 does not respond to any other nutrient deficiency such as nitrogen, carbon, potassium, 

magnesium, and phosphorus. Thus, SDI1 is a specific indicator for sulfur deficiency [240].  

 

Beyond the regulation of sulfur assimilation and metabolism under sulfur deficiency, plant 

disease susceptibility was induced in many cases as a result of reduced sulfur availability. 

Enhanced resistance against pathogens from the application of sulfur fertilizer and reduced 

resistance against pathogens from sulfur deficiency stresses were subsequently reported [63, 164, 

206, 241-243]. The altered resistance in sulfur-deficient plants could be due to the lower levels 

of sulfur containing defense compounds that are involved in pathogen perception, triggering 

hypersensitive response, signal transduction, and limitation of pathogen growth from their 

chemical properties. Plants utilize hormones to modulate and shape plant immunity against 

pathogens with different lifestyles and infection strategies, including biotrophy, necrotrophy and 

hemi-biotrophy [244, 245]. Biotrophic pathogens extend intercellularly through hyphae in plant 

tissues and invaginate intracellular haustoria to feed on host cells while necrotrophic pathogens 

secrete toxins to kill host cells and feed on the dead cells [245]. Phytohormones salicylic acid 

(SA), ethylene (ET) and jasmonate (JA) are the center of the signaling pathways and the most 

well-studied hormones in plant-pathogen interactions [41]. Different hormone signaling 

pathways crosstalk with each other. For example, SA antagonizes JA, ABA and auxin signaling 

while JA and ABA repress SA signaling in turn [246]. This strategy ensures that plants can 

efficiently fend off different pathogens by prioritize the specific hormone signaling pathway 

according to pathogen lifestyle. While JA and ET activate resistance against necrotrophic 

pathogens, SA signaling pathway is predominantly involved in repelling (hemi-)biotrophic 

pathogens both locally and systemically [247]. Mobile molecules such as methyl salicylate and 

SA trigger a series of early defense activities includes the induction of defense genes such as 

pathogenesis-related proteins including PR-1 [248, 249]. With local and systemic defense 

accumulation, a whole-plant defense called systemic acquired resistance (SAR) is induced where 

PR-1 plays essential roles [247, 249].  

 

In this study we optimized a hydroponic system to manipulate sulfur concentrations and 

examined sulfurôs impact on oomycete infections. We quantified the relative biomass of 

oomycete pathogens P. cap and Hpa using Taqman q-PCR and quantified the expressions of 

sulfate transporter, assimilation genes, and the SA marker gene PR-1 using reverse transcriptase-

q-PCR on plants treated with different sulfur concentrations. Then we compared Hpa biomass 

and sporulation on sulfur-related knockout mutants with Arabidopsis wild-type Col-0. Next, we 

examined cell death of plants under Hpa Emwa1 infections with different sulfur supply using 

trypan blue staining. Finally, we analyzed RNA-seq data of Arabidopsis-Phytophthora 

interactions from NCBI and found that 10% of all the significantly induced genes by 

Phytophthora are involved in sulfur transport, assimilation, and metabolism. These data 
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demonstrate the importance and complexity of sulfur transport and metabolism in Arabidopsis-

oomycete interactions. 

 

Results 

Establishment of sulfur-excess, sulfur-sufficient, and sulfur-deficient environments 

To manipulate the sulfur supply to the plant, we optimized a hydroponic system that enabled the 

precise control of nutrient concentrations applied to Arabidopsis ecotype Col-0 plants in a sterile 

environment [250]. A schematic of the hydroponic system is shown in Figure 2A. Half-strength 

Murashige & Skoog Basal Salts without sulfur was used as basal medium and sodium sulfate 

was added to the growth media to reach the target concentrations. Based on available literature, 

we selected 2000mM sulfate as the concentration for excess sulfate, 500 mM and 100 mM as 

sufficient sulfate medium, and 25 mM and 10 mM as sulfur deficiency media. The hydroponic 

96-well plates were made from sterilized mixture of 5.6% agarose and liquid media with 

different sulfate concentrations. Each 96-well plate was placed into a petri dish with 25ml liquid 

media with corresponding sulfate concentration as it is on the plate. One or two Col-0 seeds were 

sowed into each well and grown in a growth chamber for two weeks before being transferred to 

tip boxes that contains 500 ml sterile liquid media with the same sulfate level. Plant samples 

were collected after growing in a series of sulfate concentrations for another 2 weeks. Plants in 

10mM -S media were smaller than those in +S or S but most plants were healthy for pathogen 

infections without disease symptoms (Figure 2B).  

 

To further confirm the establishment of -S condition, we used q-RT-PCR to quantify the 

expressions of -S bio-marker genes SDI1, APS4 and SULTR1;1 (Figure 2C). Samples in different 

sulfate concentrations were collected and RNA was extracted for cDNA synthesis. The transcript 

levels of sulfur deficiency marker genes were quantified by q-RT-PCR using SYBR-Green as a 

probe. SDI1 (Sulfur Deficiency Induced 1) is a sulfur repressor negatively regulating GSL 

biosynthesis. SULTR1;1 (Sulfate Transporter 1;1) is a sulfate transporter expressed in the 

epidermis and cortex of Arabidopsis roots that is responsible for sulfate uptake from rhizosphere 

[251]. -S induces SULTR1;1 to promote sulfate uptake from the environment. -S induces SDI1 to 

suppress the biosynthesis of secondary sulfur metabolites and prioritize the biosynthesis of 

primary sulfur metabolites [235, 251]. APS4 is a gene expressing plastid-localized ATP 

sulfurylase which activates sulfate to form adenosine 5ǋ phosphosulfate [236]. -S suppress APS4 

to prevent sulfate transformation into APS so that more sulfate is reserved to keep sulfate 

homeostasis [252]. As a result, SDI transcriptional levels were induced over 100 and 700-fold 

respectively in plants under 25mM and 10mM sulfate compared to plants under 500mM sulfate. 

SULTR1;1 was induced over 30 and 130-fold respectively in plants under 25mM and 10mM 

sulfate compared to plants under 500mM sulfate. APS4 transcriptional level was suppressed to 

half the amount in plants under 10mM sulfate compared to plants under 500mM sulfate. The 

observation of reduced growth, SDI1 and SULTR1;1 expression induction and the reduction of 

APS4 expressions in 10mM plants validated the establishment of sulfur deficiency environment. 

 

Disease resistance or susceptibility under sulfur-sufficient and sulfur-deficient 

environments  

After the confirmation of successful establishments of +S, S and -S, we did pathogen biomass 

assays to test whether plant resistance against oomycetes is promoted or suppressed by various 
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sulfur concentrations. We planted wild type Arabidopsis Col-0 seeds in hydroponic plates 

containing different sulfur contents for two weeks and infected plants with oomycete spores. 

Avirulent and virulent Hpa strains (Emwa1 and Noco2) and virulent Phytophora capsici (P. cap) 

LT263 were used for infections. We quantified the biomass of Hpa Emwa1 on whole leaf tissue 

and sporangiophore counts on cotyledon (Figure 4A), P. cap LT263 on Arabidopsis root tissue 

(Figure 4B) and Hpa Noco2 biomass on the whole leaf tissue (Figure 4C). We collected samples 

at 6 dpi for Hpa biomass quantifications from 5 biological replicates while collected samples at 1 

and 2 dpi for P. cap biomass quantifications from 3 biological replicates. After we collected 

infected plant tissues under each treatment from at least three replicates, DNA extraction was 

done from infected plant tissues on which pathogen biomass was quantified by q-PCR using 

Taqman as probes, P. cap ITS region to indicate pathogen biomass and Arabidopsis ACT2 to 

indicate plant biomass as an inner reference. For q-PCR, we normalized pathogen DNA to plant 

DNA to estimate pathogen relative quantification on plants. For the sporangiophore counts, we 

sampled 60 seedlings for each treatment from three technical replicates and repeated the 

experiments for five biological replicates. Hpa Emwa1 presented a nearly seven-fold higher 

relative biomass quantification at 6 dpi and twice the sporangiophore counts at 7dpi on -S plants 

compared to control S plants. Similarly, P. cap biomass increased nearly 2 times on -S plants at 1 

dpi (days post infection) and 8-fold at 2dpi on -S plants compared to control S plants. However, 

the opposite phenotype was observed with virulent Hpa Noco2 interaction. Hpa Noco2 biomass 

was less abundant on -S plants than on +S and S plants at 6dpi with Hpa Noco2 biomass 

presented more than 900 times on S plants than on -S plants (Figure 4C).  The error bars 

represent the standard deviation of the ςD t mean from all the biological replicates and the 

asterisk samples labels the samples with significant changes compared to 500mM from single-

factor ANOVA (‌=0.05).  

 

Sulfur transporter deficient mutants are less resistant to Hpa Emwa1 and more susceptible 

to Hpa Noco2 

To check if sulfur transport or metabolism influences Hpa infection, Hpa biomass assays were 

conducted on Arabidopsis mutants that are deficient in sulfur transport or cysteine metabolism. 

The mutants and wild-type Col-0 were grown in soil for 12 days before they were sprayed with 

the same amount of Hpa sporangiospores. Both avirulent and virulent Hpa strains Emwa1 and 

Noco2 were used for the bioassays. Hpa-infected samples were collected at 6 dpi for DNA 

extraction or for sporangiophore count (Figure 5). Mutations in sultr1;2 and sultr2;1 presented 

significant elevated numbers of both Emwa1 sporangiophores and Noco2 biomass compared to 

wild-type Col-0. Sultr1;2 and Sultr2;1 content changed Hpa growth and Hpa favors plants with 

reduced Sultr1;2 and Sultr2;1 function, possibly due to the lower level of sulfate content. oas-tlA 

mutant plants were significantly less resistant to Hpa Emwa1 than Col-0 suggesting that cysteine 

reduction favored Hpa Emwa1 growth and OAS-TLA is a possible gene contributing to plant 

resistance. The sultr4;1 mutant was showed less susceptible to Hpa Noco2 suggesting Noco2 

may hijack vacuole sulfate to benefit its infection. The other mutants did not show a significant 

impact on Hpa growth compared to wild-type Col-0.  

 

Hpa Emwa1 infection does not influence expression of sulfur genes in leaves 

To test whether Hpa Emwa1 induces host plant sulfur-related gene expression, we performed q-

RT-PCR to quantify the transcript abundance of -S marker genes SDI1 and APS4 as well as 
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sulfate transporters SULTR1;2 and SULTR2;1 on leaf and root samples under water (mock) and 

Hpa Emwa1 treatments at 0 dpi and 6 dpi (Figure 6). -S (25mM and 10mM) conditions induced 

SDI1 by nearly 6 cycles and SULTR1;2 by around 3 cycles while suppressed APS4 by around 4 

cycles in the leaf samples (Figure 6A). However, there is no significant difference of sulfur gene 

expressions between Hpa Emwa1 infected and water mock-treated plants. Interestingly, SDI1, 

SULTR1;1, SULTR1;2 and SULTR2;1 showed at least twice the amount of relative transcript 

levels in Hpa Emwa1-treated samples compared to water mock-treated samples in both S and -S 

samples (Figure 6B). 

 

HR response induced was compromised in -S leaves but PR-1 was induced by -S in roots 

and leaves under Hpa Emwa1 infection 

Hpa Emwa1 favors plants with less sulfate and does not influence the transcriptional levels of 

sulfate genes in the leaf tissue. However, Hpa Emwa1 induced the transcriptional levels of 

sulfate transporter or assimilation genes in the root tissue. We examined whether the decreased 

resistance by -S could result from alterations in the hypersensitive response (HR), which is a 

cellular mechanism plants adopted to inhibit the spread of pathogen infections by inducing 

programmed cell death at the infection site. To assay the HR, we performed trypan blue staining 

to observe cell death in plants under different S concentrations (Figure 7A). The HR cell death 

lesion counts were reduced in -S conditions (25mM and 10mM) compared to +S and S conditions 

(Figure 7B), indicating that the HR is inhibited under conditions of sulfate deficiency.  

 

Sulfur deficiency modulates salicylic acid signaling pathway in Arabidopsis [67]. Accordingly, 

we hypothesized that -S possibly influenced systemic acquired resistance which induced sulfur 

transporter and assimilation under Hpa Emwa1 infections. To test if -S influenced immune 

responses, we quantified the expression levels of the SAR marker gene, PR-1. Root and shoot 

PR-1 gene expressions were quantified separately by q-RT-PCR (Figure 8). PR-1 gene 

expression was robustly induced by -S and Hpa Emwa1 in roots and leaves. PR-1 expression was 

induced both locally and systemically, suggesting that -S could trigger SAR under Hpa Emwa1 

infection which likely triggered the induction of the sulfur genes expressions in roots (Figure 

6B). 

 

RNA-seq data of Phytophthora and Arabidopsis interactions reveals pervasive 

upregulation of S-associated genes during infection 

We used RNA-seq data analysis to identify genes in Arabidopsis that are differentially regulated 

during Phytophthora infections following the workflow in Figure 9. Previously published, 

publicly available RNA-seq data of Arabidopsis-Phytophthora interactions were obtained from 

NCBI Sequence Read Archive (SRA) [253]. Data under Phytophthora infection with SRA 

accession SRP253869 (bioProject: PRJNA609590) were downloaded and converted into  the 

fastq format using SRAToolkit. STAR was used to generate reference index and Featurecount 

was used to map the reads onto reference genome. Around 90% of total reads were successfully 

assigned alignments which around 0.1% were unassigned no feature counts. The unassigned 

counts possibly resulted from the unmapped reads from Phytophthora to the Arabidopsis 

reference genome. We used DESeq2 to do statistical analysis on read counts and identified 

differentially expressed genes under Phytophthora infections. There were 938 upregulated genes 
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and 456 downregulated genes at 3hpi, 1052 upregulated genes and 368 downregulated genes at 

6hpi, 801 upregulated genes and 381 downregulated genes at 12hpi, and 743 upregulated genes 

and 739 downregulated genes at 24hpi (Figure 10). The number of upregulated genes peaked at 

6hpi while the number of downregulated genes peaked at 24hpi. There were 131 genes that were 

significantly up-regulated at all four timepoints and nearly 10% of them are sulfur-related genes. 

These sulfur-related genes are involved in sulfur transport, sulfur assimilation, and sulfur 

metabolism. The ὰέὫFC values of these genes at each timepoint are displayed in the heatmap 

(Figure 12). These genes are categorized into 4 groups: (1) sulfur transport and assimilation; (2) 

glutathione metabolism pathways; (3) glucosinolate metabolism pathways; (4) methionine, serine 

and phytoalexin metabolism pathways. Not only sulfur related genes, but pathogenesis related 

genes were also highly induced by Phytophthora infections, including UMAMIT, PR-1, putative 

PR-1, PR-6 and other PR genes (Figure 12).  

 

SULTRs expression under P. cap infections 

To confirm that P. cap infection influences plant sulfur metabolism and to better understand how 

sulfur levels influence gene expression during P. cap-Arabidopsis interactions, we quantified the 

expressions of sulfate transporters and -S marker genes in response to P. cap infections under S 

and -S at 1, 2 and 3dpi (Figure 13). There are three biological replicates of each treatment under 

each timepoint. SDI1 and SULTR2;1 expression levels are the slightly induced by double stresses 

(-S stress and P. cap stress) (Figure 13). The q-RT-PCR result indicates that P. cap infection 

augments the sulfur deficiency responses and SULTR2;1 and SDI1 possibly contribute to plants 

induced susceptibility to P. cap.  

 

Discussion 

Sulfur is an active element in plant defense and plant development. However, some biotrophic 

pathogens lost sulfate assimilation ability which contributes to its biotrophic lifestyle. Our 

research used reverse genetics to identify potential susceptible/resistance genes through disease 

assay, real-time PCR, trypan blue staining and RNA sequencing. We observed alterations of (1) 

pathogen growth on plants with different sulfur levels or sulfur gene mutations; (2) sulfur 

transporter and assimilation gene expression; (3) defense gene expression and cell death.  

 

External sulfur supply on plant-pathogen interactions 

Sulfur is an essential element to maintain fitness of living organism including both host plants 

and pathogens. Sulfur assimilation and metabolism are involved in plant growth and 

development. For example, sulfur is a building block in the biosynthesis and metabolism of 

protein, chloroplasts, coenzyme, vitamins, etc., which participate multiple biological processes 

such as photosynthesis, respiration, formation of cell structures [218]. The chemical properties of 

sulfur contribute to its versatility. Sulfur is a notably active element and is able to react with 

almost all the known elements except for the inert gases [254]. Sulfur is multivalent and its 

oxidation number range from -2 to +6. As a result, sulfur is an important reducing agent and its 

most stabilized S form, Ὓὕȟ is the nutrient form that plants can absorb from the environment. 

Although other sulfur compounds can be remobilized throughout the plant, sulfate is still the 

most abundant sulfur form in xylem and phloem sap [255]. When colonizing, oomycete 

pathogens rely on plant hosts as a sink for sulfur nutrients. For the obligate biotrophic pathogen 
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Hpa, the host plant is the only sulfur resource since Hpa lacks sulfur reduction ability [23]. For 

host plants, sulfur is absorbed for its own development and fitness. With pathogen invasion, 

plant hosts induce complicated immune responses including the induction of defense compound 

biosynthesis, programmed cell death (HR) and restriction of nutrient remobilization towards the 

infection site. HR causes necrosis that results in cell death to inhibit pathogen extension. Low 

covalent sulfur, as a reducing agent, is involved in HR restriction to minimize the harms to 

healthy tissues. Consequently, sulfur related activities in plant hosts are presumed to profoundly 

influence plant-oomycete interactions. However, it is still unclear that how sulfur condition in 

hosts impact pathogen colonization and which sulfur genes are involved in plant responses 

facing oomycete infection. Because of the extensive involvements of sulfur in plant 

resistance/susceptibility, pathogen virulence and avirulence and the physiological activities for 

both plants and pathogens, it is of great interest to study sulfurôs activities during plant-pathogen 

interactions. Initially, we manipulate sulfur supply to plants and pathogen invasion, by culturing 

plants in distinct sulfate concentrations: 2000mM as +S, 500 and 100mM as S and 10 as -S. 

Establishment of this system enabled us to understand how sulfur supply influences oomycete 

infections and sulfate assimilation and metabolism.  

 

We used the hydroponic system to control sulfur supply to Arabidopsis, and we confirmed the 

success of sulfur concentration establishments by observing and comparing plant morphology 

and marker gene expression during different sulfur treatments (Figure 3). We found suitable 

sulfur concentrations to represent +S, S, and -S conditions for our hydroponic system. After 2 

weeks of continuous sulfur treatments (+S, S, and -S), plants grew to distinct sizes between +S/S 

and -S. Under -S, plants grew slower than plants in +S and S in accordance with previous 

studies. The growth rate and sulfur gene expressions between +S and S treated plants are 

indistinguishable, probably due to the precise regulation of sulfate uptake from the rhizophore 

and the amount of sulfate taken up in both conditions were similar. To further validate the sulfur 

deficiency conditions, SDI1 and APS4 were used as marker genes to assess physiological 

responses to sulfur deficiency (Figure 3B). Transcriptionally, there are clear cutoffs of APS4 

reduction and SDI1 induction between plants under 25 mM and 10 mM, and plants under 500 mM 

and 100 mM and slight cutoff between plants under 25 mM and 10 mM, and plants under 2000 

mM. In our hydroponic system, 25 mM and 100mM sulfate appear to define a ñthresholdò 

between -S and S and 2000 mM has the least alteration in those gene expressions indicating the 

plants are under the highest level of sulfur and represent excess supply. 

 

The success of establishing various sulfur conditions pave a way forward to study how sulfur 

content impacts plant-oomycete interactions. We used virulent P. cap LT263 to infect root 

tissues along with avirulent Hpa Emwa1 and virulent Hpa Noco2 to infect leaf tissues (Figure 4). 

-S makes plants more susceptible to the virulent oomycetes P. cap LT263, less resistant to 

avirulent Hpa Emwa1 and less susceptible to the virulent oomycete Hpa Noco2 under -10uM 

sulfur. However, although 100mM and 25mM showed -S responses, these plants did not show 

less susceptible phenotype as under 10mM but rather, slightly more susceptibility under 100mM 

and 25mM compared to 500mM. This probably because that sulfur is essential in antimicrobial 

synthesis and nutrient source for Hpa. Less sulfur means less antimicrobial synthesis which is a 

resistance factor and less nutrient source for Hpa which is a susceptible factor. Under 100mM 

and 25mM, the slightly decreased resistance probably because that insufficient antimicrobial 

synthesis weigh more than insufficient nutrient source during the interactions under 10 mM.   
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Phytophthora uses sulfate as a primary sulfur nutrient, but it can use a wide range of organic 

sulfur [256]. Hpa has an impaired ability to reduce sulfite due to the absence of sulfite reductase 

and oxidase. The less resistance to Emwa1 and more susceptibility to P. cap in -S plants could 

possibly result from the decrease amount of sulfur containing defense compounds. Elemental 

sulfur, cysteine, methionine, glutathione, glucosinolate, defensins and thionine are sulfur 

containing defense related compounds. Continuous sulfur deficiency will decrease the levels of 

these SDCs. The importance of these SDCs was described in Chapter 2. This result is further 

validated by the decreased resistance against Hpa Emwa1 observed on sultr1;2 and sultr2;1 

mutants. The decreased amount of Noco2 biomass on -S plants could possibly be due to the 

lifestyle of the pathogen. Virulent Hpa isolate Noco2 presented less virulent on -S plants while 

P. cap presented more virulent on -S plants than +S/S plants. Hpa Noco2 is a virulent pathogen 

on landrace Arabidopsis Col-0 with no corresponding RPP genes to recognize corresponding Avr 

factors and confer resistance [257]. Noco2 establishes biotrophic interactions with Col-0 by 

producing intracellular structure haustoria which is a platform for pathogen to obtain nutrients 

from host plants. With limited ability to reduce sulfur during sulfur assimilation, Hpa must rely 

on plants to acquire essential sulfur nutrients [23]. With the ability to evade plants immunity 

surveillance and the signature biotrophic lifestyle, Noco2 and Col-0 nutritional relationship 

would be the dominant relationship over plant defense/pathogen virulence relationship. Sulfur 

plays an important role in secreting virulent factors [190-192]. With less S supply, Noco2 could 

present less virulence due to the insufficient sulfur nutrients for growth, development, or 

secretion of virulence factors.  

 

SULTR1;1 is localized on root and guard cells in leaves. It is responsible for taking up sulfate 

from the environment. SULTR1;1 transcription accumulation is induced by sulfur deficiency in 

roots and is more induced in P. cap infected roots and suppressed in leaves at 3dpi (Figure 7B).  

SULTR4;1 localizes on the tonoplast and its expression on roots is induced by P. cap infection 

while non-influential changes by P. cap were observed at 3dpi on leaves. Plants deficient in 

sultr4;1 are less susceptible to Noco2 but have no influence on Emwa1. This suggests that 

SULTR4;1 probably is a susceptibility gene that is targeted by Noco2 virulence factors for sulfur 

transport so that Hpa can utilize the stored sulfate in the vacuole as a sulfur resource. SULTR1;2 

is responsible to take up sulfur in root from the environment, while SULTR2;1 is a root-to-shoot 

sulfate transporter. sultr1;2 and sultr2;1 mutants present more susceptibility to both virulent and 

avirulent Hpa pathogens suggesting that these two genes are essential for PTI probably by 

providing sufficient sulfate for sulfur defense compound production.  

 

The immunity marker gene PR-1 gene is induced by Emwa1 and -S which indicates that SA 

signaling pathway is induced by these two stimuli. Recently a paper was published showing that 

sulfur deficiency induces SA signaling pathway via inhibit the Nonexpressor of Pathogenesis-

Related Gene 1 (NPR1) in Arabidopsis [67].  SA accumulating will trigger system acquired 

resistance (SAR), the long-lasting resistance against secondary infections, which is accompanied 

by the global activation of PR genes, including PR-1 [258, Shah, 2013 #2403]. Although with 

elevated SAR responses, -S compromises cell death locally in the leaves under Hpa Emwa1 

infections. These observations indicate that sulfur is a critical component to trigger 

hypersensitive response (HR) and orchestrate SAR responses during Arabidopsis-oomycete 

interactions.  
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Finally, we used RNA-seq data analysis to obtain a list of sulfur-related genes and pathogenesis 

related genes induced by Phytophthora and q-RT-PCR to quantify the expressions of sulfur 

transporter and assimilation genes. Among the 131 genes that are commonly induced at all four 

timepoints, 12 of them are direct correlated with sulfur. RNA-seq results confirmed our findings 

that sulfur, including sulfur transport, assimilation, and metabolism, could contribute to plant 

susceptibility/resistance during oomycete interactions.  

 

In conclusion, I propose a model of sulfur-related responses under +S and -S with different 

oomycete infections. During Hpa Emwa1 infections, sufficient sulfur in host plants is necessary 

to trigger HR  while sulfur deficiency compromises the plantôs ability to trigger HR and renders 

plants less resistant to Hpa Emwa1. Although incapable of triggering the local HR to restrict Hpa 

Emwa1, -S plants potentially trigger SAR through PR1 and SA signaling pathway which could 

trigger more sulfur flow from roots towards the infection site (Figure 14B). -S (10uM but not 

25uM or 100uM) makes plants less susceptible to virulent Hpa Noco2 probably because of the 

insufficient sulfur nutrient sources that can be obtained by the pathogen. Increased susceptibility 

under Phytophthora infections probably results from insufficient sulfur containing defense 

compounds in -S plants.  

 

This is the first paper presenting how sulfur nutrients influence oomycete infections and how 

oomycete pathogens impact plant sulfur transport or metabolism. We found potential 

susceptibility genes SULTR4;1 and potential resistance genes SULTR1;2 and SULTR2;1 for 

oomycete infections. These genes could be analyzed in crops as leads for new traits to produce 

more resistance. We also found that Emwa1 induces PR1 expression and -S compromises cell 

death under Emwa1 infection, indicating that PR1 is induced as a SAR instead of a local 

response. With the information, more questions need to be answered: (1) Do P. cap and Hpa 

manipulate sulfur deficiency responses differently, and if so, is it because of their lifestyle and 

different ways to obtain nutrients or is it a secondary response from plant immunity? (2) Why is 

it that ETI is only partially compromised under S deficiency even though the HR is abolished? 

Such questions will provide interesting frameworks for future studies. 

 

Materials and Methods 

Plant materials and growth conditions 

1.Hydroponic system: Arabidopsis thaliana (Columbia-0) seeds were surface-sterilized by 

60mg/ml Sodium dichloroisocyanurate for once, washed by ethanol for three times and washed 

with sterilized water for one time. Then the seeds were dried in a sterile laminar flow hood. The 

dried seeds were germinated on 96-well plates that are filled of agarose containing different 

levels of sulfate in square petri dishes (120 mm x 120 mm Greiner Bio, USA). After 7 days, 

plates were transferred to tip boxes (Olympus brand, Gennesse Scientific, USA) containing 

liquid media with the same levels of sulfate. Half-strength Murashige & Skoog Basal Salts 

without sulfur (MSP44 from Caisson Labs, 1650mg/L NH4NO3, 6.2mg/L Boric Acid, 

332.2mg/L CaCl2, 0.025mg/L CoCl2. 6H2O, 37.26mg/L EDTA Disodium Salt Dihydrate, 

16.22mg/L FeC_I3, 142.93mg/L MgCl2, 19.79mg/L MnCl2. 4H2O, 0.25mg/L Na2MoO4. 

2H2O, 0.82mg/L KI, 1900mg/L KNO3, 170mg/L KH2PO4, 4.08mg/L ZnCl2) was used as basal 
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media. Below is a chart of how much 71g/L NaSO4 or 73g/L NaCl solution to be added into 1L 

media to make the media sulfate concentrations to 10mM, 25mM, 100mM, 500mM or 2000mM.    

 How much (ul) added to 1L total media 

 

73g/L NaCl 

solution 
71g /L Na2SO4 solution 

10mM 3184 20 

25mM 3160 50 

100mM 3040 200 

500mM 2400 1000 

2000mM 0 4000 

 

The pH was adjusted to 5.6-5.8. For solid media, 5.6g/L agarose was added. The media was 

autoclaved before use. Agarose media was casted on the tip rack sealed with 3-inch packing tape 

(Duck Brand, USA). Col-0 sterile seeds were suspended in distilled water and single seed was 

placed on every well of the 96 well tip rack. After the seeds were germinated under different 

sulfate treatments in square petri dishes for 2 weeks at 22C, 100uE, 10h light, they were 

transferred into the tip box to allow sufficient space for root extension.  

2. Soil growth: Arabidopsis Col-0 and mutants were grown in Sungro Professional Growing 

Mixture that is pretreated with Miracle-Gro® Water-Soluble All-Purpose Plant Food (Item# 

2000992) for 12 days. 1 teaspoon of Miracle-Gro was diluted in 500ml of water. Growing 

conditions are 8h of light at 22 ↔C and 16h of dark at 20 ↔C.  

 

Oomycete cultures, zoospores collection and sporangiophore count 

Phytophthora capsici was cultured as described  [259]. Briefly, Phytophthora capsici LT263 was 

cultured on clarified 5% V8 agar plates with 0.3% beta-sitosterol. Plates were put under dark 

condition at 28C for 10 days to induce sporangiophore production before they were flooded with 

distilled water at 25C for 30mins to induce zoospore production. The released zoospores were 

counted on a hemocytometer. Two-week-old plants were inoculated with zoospores diluted to 

υ ρπ spores/ml. Every plate of seedlings was removed from the original tip box, treated with 

20mL of zoospore suspensions for 18hrs and then transferred to the original tip box with 

replaced fresh media. 

 

12-day-old Arabidopsis plants were inoculated with Hpa and were induced sporangiophore 

production by increasing humidity on 6dpi according to [260] . The sporangiophore counts were 

performed under a dissecting microscope. 20 seedlings were sampled from each genotype and 

sporangiophores on each cotyledon were counted and recorded. The data were presented as a bar 

graph with means of the count with STDEV as errors.  

 

DNA extraction and TaqMan q-PCR 

The Qiagen Biosprint 15 DNA Plant kit was used to extract genomic DNA from plants or plants 

with oomycetes. Nanodrop was used to quantify DNA concentrations. TaqMan qPCR was 

performed on Applied Biosystems qPCR 7500 thermocycler with Applied Biosystems TaqMan 

Multiplex Master Mix. In a 20ul qPCR system we are using 300nM F/R primers, 200nM 
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fluorescent dye FMA/VIC, 10ul TaqMan master mix and 10ng of genomic DNA. Arabidopsis 

Actin2 for TaqMan F Arabidopsis Actin2(AtActin2) was used as a reference gene in Arabidopsis 

while P. cap ITS regions and Hpa actin was used to quantify Pcap or Hpa biomass. Below are 

the sequences of primers and probes5ô-3ô. AtActin2 F: ATCACAGCACTTGCACC; AtActin2 

R: GGGAAGCAAGAATGGAAC. P. cap ITS F: TTTAGTTGGGGGTCTTGTACC; P. cap ITS 

R: CTAGTTAAAGCAGAGACTTTCGT; Arabidopsis probe: VIC-

AGGTCGTTGCACCACCTGAAAGG- MGB-NFQ; P. cap probe: 6FAM- 

CGGACCGAAGTCCAAACATTCGC-MGB-NFQ. Ct values of P. cap PcITS and AtAct2 were 

obtained and used to calculate Ўὅὸ (Ct value of Pc ITS ï Ct value of AtAct2). Standard 

deviation of the mean was calculated as sd = ÓÄ0ÃÁÐόÓÄ!Ôό. 

 

RNA extraction and SYBR-Green q-RT-PCR 

Plant samples (five leaves for Hpa experiments and eight roots for Phytophthora experiments) 

were collected into 2ml tubes and were put in liquid nitrogen and stored in an -80ᴈ freezer and 

then disrupted by BeadBugÊ 6 Microtube Homogenizer (SKUD#1036). Qiagen RNeasy Plant 

spin column kit (Cat No.: 79654) was used for RNA extraction. 1ug of RNA is used for 1 reverse 

transcription reaction. Invitrogen SuperScript IV (Cat No.:  18090010) was used for cDNA 

synthesis. 50-fold diluted cDNA was used to conduct q-RT-PCR with PowerUpÊ SYBRÊ 

Green Master Mix (Cat No.: A25741) from Thermo Fisher Scientific. The q-RT-PCR was setup 

as Fisher Scientific SYBRÊ Green Master Mix protocol suggested and was performed on 

Applied Biosystems qPCR 7500 thermocycler. Arabidopsis Actin2 was used as a reference gene. 

AtActin2 F (5ô-3ô): AATCACAGCACTTGCACCA, AtActin2 R (5ô-3ô): 

GAGGGAAGCAAGAATGGAAC. q-RT-PCR data was analyzed according to (Han, Yang et al. 

2013). Each primer pair for each gene has more than 95% amplification efficiency on the target 

genes. Relative quantifications of target genes were calculated 

by ςͮ    . 

 

Trypan blue staining 

Hpa plant samples were obtained at 6 dpi. The samples were pre-treated at 90ᴈ in 1.5ml tubes 

with trypan blue staining solution containing 50g phenol, 50ml lactic acid, 50ml glycerin trypan 

blue, 50ml distilled water diluted with two parts of 95% ethanol. Then the staining solutions 

were removed, and samples were submerged in 2.5g/ml chloral hydrate solutions for 48 hrs. 

Finally, the chloral hydrate solutions were discarded, and the samples were mounted in glycerol 

and visualized with the microscope.  

 

RNA-seq data analysis 

RNA-seq dataset accession number: PRJNA609590 under Phytophthora infection was 

downloaded from SRA database [253]. The data were from eight samples at each of the five 

timepoints, 0hpi, 3hpi, 6hpi, 12hpi and 24hpi after Phytophthora infections and three biological 

replicates were analyzed [253]. Initial read quality assessment was done with FastQC (v0.11.9) 

and adapters were removed using trim_galore (v0.6.7) and were run in FastQC again to check 

the quality. After creating genome indexes using Arabidopsis thaliana reference genome 

(TAIR10) and annotation in GTF format (downloaded from JGI database), the trimmed reads 

were first aligned to the Arabidopsis thaliana reference genome (TAIR10) using STAR [261, 

262]. featureCounts was then used to obtain the number of reads mapping to an assigned 
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genomic feature [263]. The read counts matrix was generated as an input to R (version 4.0.5) 

package DESeq2 for statistical analysis to obtain DEGs that are significantly regulated by 

Phytophthora infections. Up-regulated genes were characterized with ÌÏÇFC > 1 and FDR- 

adjusted p value < 0.05 and down-regulated genes were characterized with ÌÏÇFC < -1 and 

FDR- adjusted p value < 0.05 for further analysis.  
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Figure 1. Schematic summary of Arabidopsis SULTRs subcellular localization and 

functions. Sulfate is initially taken up from the environment by root SULTRs: SULTR1:1, 

SULTR1:2, SULTR1:3. SULTR1:3 also expressed in phloem cell to load sulfate into phloem 

that is transported from the leaves to the roots. SULTR2:1, SULTR2:2 and SULTR3:5 are 

responsible to load sulfate into xylem that is transported into the leaves. SULTR3:1, SULTR3:2, 

SULTR3:3 and SULTR3:4 transport sulfate across chloroplast envelope in the leaves but are also 

located in root plastids to support sulfur metabolism in the root. SULTR4;1 and SULTR4;2 are 

localized on the tonoplast membrane to store extra sulfate into the vacuole or unload sulfate from 

vacuole to support local or long-distance sulfate needs. Arrows in blue color represent sulfate 

import and arrows in purple color represent sulfate export. 
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Figure 2A. Schematic depiction of the hydroponic system used to manipulate nutrient 

supply to plants. A hydroponic system is used to precisely manipulate plant nutrients. Four 

treatments are applied: excess sulfate (+S, 2000 ‘M), sufficient sulfate (S, 500 ‘M and 100 ‘M), 

deficient sulfate (-S, 25 ‘M and 10 ‘M). Plants are grown in various nutrient concentration 

media in petri dishes for 7 days before being transferred into tip boxes to protect plants vertical 

growth. After 7 days growing in the tip boxes, plants will be inoculated with pathogens. Root 

and shoot samples are collected separately at studied time points. 
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Figure 2B. Arabidopsis growth rates varied in different sulfur concentrations. Two-week-

old plants had similar size in sulfur concentrations 100‘M, 500‘M, and 2000‘M but had a 

distinguish retard growth in 10‘M and 25 ‘M sulfate concentrations.   

 

Figure 2C. Transcription accumulations of sulfur deficiency biosensor genes (SDI1, 

SULTR1;1 and APS4) under different sulfur concentrations. q-RT-PCR was performed on 

SDI1, SULTR1;1 and APS4 genes. The ςЎ  values of sulfur biosensor genes were normalized 

to reference gene AtACT in each sample and the mean of three biological replicates are shown in 

the bar plots. The error bars represent the standard deviation of the mean from biological 

replicates.  
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Figure 3. Infection strategies of Phytophthora capsici and Hpa. (A) Plant cells that are 

colonized by P. cap are labeled grey. Yellow lines represent hyphae of P. cap with haustoria 

interfacing with plant cells. (B) Infection strategies of Hpa. Grey lines represent hyphae of Hpa 

with haustoria interfacing with plant cells. Sporangiophores grow out of stomata. Cell death is 

labeled in grey. 
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Figure 4. Oomycete pathogens biomasses are altered by low sulfur -S.  

(A) Effects of different sulfur concentrations on Hpa Emwa1 growth on host plants. Effects of 

different nutrition concentrations on Hpa growth on host plants. Plants grown in S, -S were 

inoculated with Hpa (Emwa1) with 5×ρπ spores/ml. Samples were collected at 6dpi for q-PCR 

and 7dpi for sporangiophore counts. DNA was extracted for q-PCR using TaqMan as probes, 

Hpa actin primers are used to estimate pathogen biomass and Arabidopsis actin is used for 

normalization. 20 seedlings for each technical replicate and total 4 technical replicates were 

collected for each biological replicate. Sporangiophores were counted on each cotyledon for each 

seedling, and 5 biological replicates were collected for the sporangiophore counts. Means of 

sporangiophore counts on each cotyledon are shown in the figure and standard deviation of the 

population is represented as error bars. 

(B) Effects of different sulfur concentrations on Phytophthora capsici growth on wild-type Col-0 

plants. Plants grown in +S (2000 ‘M sulfate), S (500‘M sulfate), -S (10 ‘M sulfate), were 

inoculated with P. cap with 5×ρπ spores/ml. Samples were collected at 3dpi. DNA was 

extracted for q-PCR using TaqMan as probes. Actin in plant and pathogen were used as 

reference and data was normalized to actin in nutrient replete plants. 5 roots were randomly 

taken from each of the 4 plates under each treatment. 

(C) Effects of different nutrient concentrations on Hpa Noco2 growth on host plants. Plants 

grown in +S, S, -S were inoculated with Hpa Noco2 with 5×ρπ spores/ml. Samples were 

collected at 6dpi for q-PCR. DNA was extracted from three biological replicates for q-PCR using 

TaqMan as probes, Hpa actin primers are used to estimate pathogen biomass and Arabidopsis 

*  

*  
*  

*  

*  

*  

*  *  
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AtACT is used as reference gene for normalization. Y axis represents the mean of ς  ratio 

(equal to ςЎ ) of pathogens and plants.  
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Figure 5. Mutations in sulfur transporter and assimilation genes influence Hpa biomass. 

(A) Hpa Emwa1 sporangiophore production is elevated on mutants that affect sulfur metabolism 

and transport. Data are collected from five biological replicates. Counting numbers are classified 

to 4 categories, 0-5, 5 to 10, 10 to 15, 15 to 20. And percentage of each category of each mutant 

line is presented by different colors. Single-factor ANOVA was used to determine the significant 

difference between testing conditions and the control. (B) Hpa Noco2 biomass is altered by 

sulfur metabolism and transport mutants. Data are collected from five biological replicates. 

Average number of ςЎ )  (Ўὅὸ = Ct value of Hpa Noco2 reference gene ï Ct value of 

Arabidopsis AtACT2 reference gene) is presented in the bar plot and the error bar represents the 

standard deviation of the mean. Bars labeled asterisk (*) represent the data with p.value<0.05 
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Figure 6. Hpa Emwa1 didnôt influence sulfur gene expression in the leaves but induces 

sulfur genes in the roots. Quantitative real-time -PCR analysis was performed on Hpa Emwa1 

B 

A 
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treated, and water treated plant in different sulfur concentrations. (A) Sulfur gene expressions in 

leaf tissues. Values shown are the mean of -delta Ct (Ct value of Hpa reference gene ï Ct value 

of Arabidopsis reference gene). (B) Sulfur gene expressions in root tissues. Values shown are the 

mean value of ςЎ  (Ўὅὸ = Ct value of Hpa reference gene ï Ct value of Arabidopsis reference 

gene). There data are derived from two biological replicates, each replicate has 4 technical 

replicates, and each technical replicate consists of 4 plates for each treatment. 3 plants were 

sampled from each plate and pooled as one sample. Error bars represent the standard deviation of 

the ςЎ  values between biological replicates.   
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Figure 7. 10Ⱨ╜ sulfur compromised Arabidopsis HR responses under Hpa Emwa1 

infections (A) The WT Col-0 Arabidopsis induces cell death upon Hpa Emwa1 infection. Plants 

were inoculated with spores of Hpa Emwa1 5×ρπzoospores/ml. HR responses were visualized 

by observing the dead cells on true leaves stained by trypan blue staining at 6dpi. (B) Bar plot of 

HR spots counts in +S, S and ïS plants in 5 biological replicates. The mean of HR spot counts 

from five biological replicates under the treatment is shown and the error bars represent the 

standard deviation of the mean. 
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Figure 8. Immunity related gene PR1 expressions under Hpa Emwa1 infections in 

Arabidopsis grown in different sulfur concentrations. (A) PR1 expressions on tissues under 

water or Hpa Emwa1 treatment in Arabidopsis root tissues applied with different sulfur 

concentrations. Plants were grown in different sulfur concentrations for 14 days and then treated 

with water or Hpa Emwa1. Samples were collected for RNA extraction at 6dpi. Relative 

quantification of PR-1 is represented as ςЎ  (Ўὅὸ Ct value of PR-1 ï CT value of ACT2). 

(B) PR1 expressions on tissues under water or Hpa Emwa1 treatment in Arabidopsis leaf tissues 

applied with different sulfur concentrations. Samples were treated with different treatments, 

water mock and Emwa1 treatments and were collected for RNA extraction at 6dpi. Relative 

quantification of PR-1 is represented as 2^-deltaCt. deltaCt is calculated using the formula: PR-1 

Ct ï ACT2 CT. 
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Figure 9. RNA-seq analysis pipeline RNA-seq data analysis procedure is listed in dark grey 

boxes and the bioinformatics packages used in each step is listed in light grey boxes. The files 

obtained from each step were shown in the green boxes. 
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Figure 10. Overview of the DEGs that were induced or suppressed by Phytophthora at 3hpi, 

6hpi, 12hpi and 24hpi. (A) up-regulated DEGs under Phytophthora infections at 3hpi, 6hpi, 

12hpi or 24hpi (B) down-regulated DEGs under Phytophthora infections at 3hpi, 6hpi, 12hpi or 

24hpi 
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Figure 11. Volcano plots of RNA-seq transcriptome data presenting the gene expression 

values for Phytophthora infected Arabidopsis plants at 3hpi, 6hpi, 12hpi and 24hpi relative 

to Phytophthora infected Arabidopsis plants at 0dpi. Significantly up-regulated genes with 

ÌÏÇFC > 1 and FDR-corrected P Ò 0.05 are labeled in red color while significantly down-

regulated genes with ÌÏÇFC < 1 and FDR-corrected P Ò 0.05 are labeled in green color. 
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Figure 12. Heatmap of the ἴἷἯFC values of sulfur - or pathogenesis-related DEGs under 

Phytophthora infections. ÌÏÇFC of sulfur- or pathogenesis-related DEGs at each timepoint 

were obtained and used to create the heatmap. 
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Figure 13. q-RT-PCR of sulfur genes (SDI1, SULTR1;1, SULTR1;2, SULTR2;1, SULTR4;1) 

in roots and leaves treated with water, P. cap in different sulfur concentrations. X axis 

represents the three timepoints post infection (0, 1, 2dpi) and y axis represents relative 

expression of targeted genes normalized to internal reference gene ACT2 which is calculated by 

using the formula ςЎ  (Ўὅὸ = Ct values of the target gene ï Ct values of reference gene 

AtACT2).  
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Figure 14. Schematic model of plant responses with oomycete infections under sufficient 

sulfur and deficient sulfur conditions. (A) Possible plant response relating to how sulfur levels 

influence plants susceptibility and resistance to Hpa Emwa1, Hpa Noco2 and Phytophthora. (B) 

Potential pathways that plants activate in response to Hpa Emwa1 infections. 
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Chapter 4  

Nicotiana benthamiana transporter knockdowns influence oomycete infections 

Abstract 

Black shank of tobacco is a destructive disease caused by the oomycete pathogen Phytophthora 

nicotianae (P. nic) that can cause up to100% loss in individual tobacco fields. Natural resistance 

against P. nic is rare so we are searching for new plant genes that can be employed to obtain 

resistant plants. Our approach was to characterize candidate disease susceptibility genes by 

RNA-seq data analysis, knock-down candidate target genes using VIGS and test for plant 

resistance by qPCR and phenotype observation. Through RNA-seq, we found that nutrient 

transporters and pathogenesis-related proteins (PRs) were robustly induced by P. nic but less 

robustly or not at all by the elicitor flag22. The PRs are potential resistant genes that are induced 

by plant defense. We identified upregulated nutrient transporter genes that could be regulated by 

P. nic to acquire nutrients. We hypothesized that knockdown of these genes might inhibit 

pathogen growth. Accordingly, AAP6 (amino acid permease 6)and PHT4 (phosphate transporter 

4) RNAi knockdown in Nicotiana benthamiana (N. b) plants supported less pathogen growth 

compared to the non-silenced plants, suggesting that AAP6 and PHT4 could contribute to N. b 

susceptibility as virulence targets for P. nic. P. nic could target these nutrient transporters either 

for pathogen feeding strategy or suppression of plant immunity. By integrating RNA-seq data 

analysis and RNAi techniques, we successfully identified and confirmed the genes contributing 

to plant susceptibility. These results will provide a foundation in further understanding the 

connections among plant nutrition, plant immunity and pathogen virulence. 

 

Introduction  

In 2021, the world population is 7.8 million and is expected to reach to 9.8 million by 2050. With 

the high demands for food quality and quantity, scientists are searching for efficient and labor 

reducing methods to promote food availability and nutritional values to feed the worldôs growing 

population. A major threat to crop production comes from pathogens: at least 20-40% of crops are 

estimated to be lost because of diseases. Plant protection from this biotic stress is now a primary 

research focus and is studied from cross-disciplinary perspectives. The most notorious oomycete 

pathogen, Phytophthora infestans, caused devastating disease on potato that resulted in Irish 

famine with around one million deaths from 1845 to 1852 [264]. This disaster promoted the 

development of plant pathology, a newly emerging discipline in the 19th century upon which 

research remains active today.  

 

Black shank disease of tobacco is caused by an oomycete named Phythophora nicotianae 

(hereafter referred to as P. nic; syn: Phytophthora parasitica). P. nic is one of the most 

destructive and widespread oomycetes partially due to its wide range of host plants including 

tobacco, tomato, pineapple, citrus and others [265]. P. nic is a persistent pathogen that can both 

live on a host plant and can also form thick-walled oospores which are able to survive in soil for 

years [14]. When the environment becomes favorable, oospores will germinate and differentiate 

sporangiophores which release millions of zoospores. Zoospores are wall-less swimming spores. 

Because zoospores are able to propagate and swim in water, they are usually the ones to be 

disseminated and colonize new host plants [265, 266]. P. nic has biotrophic and necrotrophic 

lifestyles to benefit pathogenicity and reproduction. During the biotrophic stage, P. nic 
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establishes an intimate relationship with living host cells and produces hyphae with intracellular 

haustoria. Haustoria are specialized structures for information exchange between plant and 

pathogen and presumably nutrient uptake [267]. After the biotrophic growth phase, P. nic enters 

the necrotrophic stage when it induces host cell death and acquires nutrients from dead tissues 

[265].  

Although P. nic has a high economic impact, little is known about the molecular mechanisms 

underlying P. nicôs ability to infect host plants or plants responses to P. nic infection. Nicotiana 

benthamiana plants trigger PTI against P. nic through the recognition of PAMPs by PRRs, which 

can be overcome by effector-triggered susceptibility (ETS). Host resistance against P. nic is rare 

so we aim to find genes that contribute to its susceptibility to P. nic infection. In general, studies 

of immunity and susceptibility genes in aboveground tissues are well advanced. Contrastingly, 

limited research has been done on root infection, particularly for oomycetes. Our data could fill 

in the gap by identifying candidate susceptibility genes that can be applied in genetically- 

modified crops as new disease resistance genes.  

Virus-Induced-Gene-Silencing (VIGS) is a transient gene knockdown technique to generate stable 

transgenic plants for characterization of genes functions. VIGS was originally developed in 

Nicotiana benthamiana [268] and has been used to knock down genes in various plant families 

including Solanaceae, Brassicaceae, Poaceae, Ranunculaceae, and Asteraceae [4, 269-273]. 

Tobacco Rattle Virus(TRV) is one of the most widely used viruses modified as a vector for VIGS 

because: (1) TRV can move in plant meristem; (2) TRV can directly infect younger plants on the 

parts below the shoot apical meristem; (3) TRV has a wide host range [274, 275]. TRV belongs to 

Tobravirus genus, and it is a bipartite single-stranded RNA (ssRNA) virus [276]. TRV has been 

used to silence target genes with various biological functions such as plant defense, metabolic 

pathways, developmental patterns, in a wild range of genera in the Solanaceae family including 

Nicotiana, Capsicum, Lycopersicon and Petunia [277]. The TRV VIGS system consists of two 

RNA vectors: 1) TRV1 contains genes required for viral replication and movement controlled by 

Cauliflower mosaic virus (CaMV) 35S promoter; 2) TRV2 contains a multiple cloning site and 

target gene fragments controlled by CaMV 35S promoter.  

 

VIGS takes advantage of posttranscriptional gene silencing (PTGS), more commonly called RNAi, 

to silence target genes. RNAi is a natural response of plant innate immunity to defend against viral 

invasion [268]. VIGS begins with the construction of viral vectors which are modified viral 

genomes carrying a fragment of the plantôs target gene. The constructs then can be delivered into 

plant tissues in three ways: mechanical inoculation by directly rubbing the infectious plasmids into 

the target leaves, biolistic delivery of the infectious plasmid, or Agrobacterium infiltrations (agro-

innoculation) [273]. Agrobacterium tumefaciens is used for agro-innoculation which is has a 

modified Ti-plasmid consisting of vir genes and T-DNA regions. T-DNA are flanked by left 

border and right border which are 25bp inverted repeats [278]. Plant cells can detect ds-RNA 

generated by virus during virus replication or genome expression. Viral ssRNA is converted into 

dsRNA by RNA-dependent RNA polymerase and dsRNA induces PTGS as part of the plant 

defense mechanism [279]. During PTGS, dsRNA is cleaved by a dsRNA-specific RNAses called 

dicer-like proteins DCLs into 21-23nt short interfering RNAs (siRNAs) [280]. The siRNAs will be 

recognized by RNA-induced silencing complex (RISC) and form a complex with RISC to degrade 

target transcripts. Because the recombinant T-DNA carries the gene fragments of plant target 
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genes, the recombinant virus is targeted by host defense system and PTGS targets not only viral 

genes but also the endogenous gene expressed by plant cells [281].  

 

Pathogens infect host plants to obtain nutrients and benefit their growth and reproduction. 

Necrotrophic pathogens express cell wall degrading exoenzymes, toxins to induce disrupt cell 

wall, facilitate their entry into plant cells and release nutrients from cytosol [282]. Biotrophic 

pathogens and hemi-biotrophic pathogens regulate plant metabolism- or permeability-related 

genes to facilitate invasion and nutrient acquisition [283]. Plant defense responses can remobilize 

nutrients away from infection sites, while adapted pathogens secrete effectors to hijack plant 

metabolism for nutrients [58, 71, 284-286]. Sugar transporters including SWEETs, STPs and 

SUTs are extensively studied under plant-pathogen interactions [285, 287]. For example, STP1 

and STP13 are proved to remobilize apoplast sugar away from pathogens to restrict bacterial 

expansion [285]. STPs were characterized as potential resistance related proteins against 

Phytophthora [287]. The bacterial pathogen Ralstonia solanacearum secretes the virulence 

effector RipI to manipulate host GABA production and retrieve more GABA as a nutrient [71]. 

Xanthomonas oryzae pv. Oryza secretes transcription activator-like effectors through T3SS to 

regulate SWEET gene expressions and obtain sugar [286]. The amino acid permeases AAP3 and 

AAP6 are thought to be involved in root-knot nematode M. incognita parasitism on Arabidopsis 

[288]. To date, there is no study about the relationship between nutrient transporters in plants and 

P. nic infections. To address this knowledge gap, we used RNA-seq to identify nutrient 

transporters that are robustly regulated by P. nic, followed by VIGS to silence nutrient 

transporters and q-PCR and phenotypic observation to check pathogen biomass on VIGS 

mutants. This approach led to the identification of two transporters NbPHT4 and NbAAP6 that 

appear necessary for full virulence of P. nic. 

Results 

Sample collection for RNA-seq 

Comparative RNA-seq data analysis has been used in plant-oomycete interaction to obtain 

resistance and susceptibility genes [289-291]. By comparing gene expression patterns between 

different treatments, we can gain insights into the genes or pathways that are responsible for 

molecular mechanism of response regulations under certain stimuli. We integrated RNA-seq 

analysis and virus induced gene silencing to characterize potential susceptibility genes in 

Nicotiana benthimiana (N. b) under P. nic infection (Figure 1). 

 

N.b plants were cultured in a hydroponic system and the root tissues were treated with water 

(mock), the PAMP flag22 + P. nic zoospores or P. nic zoospores alone (Table 1). 5xρπ P. nic 

zoospores were used for the P. nic treatment, water as mock treatment, while flg22 peptide as 

PAMP treatment and flg22 treated samples 3 hpi before P. nic zoospore treatment as flg22 + P. 

nic. These treatments were applied to wild-type N. b. Samples were harvested for RNA-seq at 7 

timepoints: 3, 6, 9, 12, 15, 18, 24 h post inoculation (hpi) (Table 1). These samples were chosen 

to encompass the span of P. nic biotrophic phase. Each sample (each treatment at each 

timepoint) had four biological replicates for RNA-seq. We performed trypan blue staining to get 

an overview of P. nic infection progress. Germinating cysts were observed at 3 hpi and haustoria 

were visible at 6 hpi indicative of P. nic biotrophic growth. At 24 hpi, plant cell death became 

evident which is an indicator of the transition from biotrophic growth to necrotrophic growth. In 

addition, extraradical hyphae were observed at 24 hpi and at 36 hpi and most cells were 
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haustoriated (Figure 2). RNA extractions were conducted on the collected root samples (Table 1) 

which were further purified by DNA elimination and reverse transcribed into cDNA. The quality 

of the purified RNA was checked before cDNA synthesis by an Agilent 2100 Bioanalyzer, and 

the RINs of the samples were above 9.3. The concentration of each RNA sample was diluted to 

100ng/ul and 10ul RNA was used in a 20ul reverse transcription reaction. RNA samples were 

then processed and sequenced by Novogene.  

 

RNA-seq and expression data quality validation 

To confirm the technical consistency of RNA-seq across the whole dataset, the quality of RNA-

seq data was evaluated and visualized (Figure 3). The expression values and normalized 

expression values of each sample were plotted in box plots (Figure 3A and B). The reads count 

frequency of each sample was plotted in Figure 3C. Cookôs distance was calculated from the 

reads count in each sample at each timepoint to test for outliers (Figure 3D). Cookôs distance of 

all the samples at each timepoint were consistent and no outliers among all the samples were 

detected. These results indicated that the number of reads per sample was evenly distributed 

throughout the whole dataset.  

 

Overview of DEGs under P. nic, flag22 and flag22+P. nic stress 

A principal component analysis (PCA analysis) of the samples (Figure 4) confirmed that the 

seven timepoints under flag22 and water were clustered while the samples treated with P. nic and 

flag22+P. nic were distinct from the water (control) treatment. The lέὫFC values for each gene 

in all 21 libraries (G4-G31) were obtained from DEseq2. Gene expression profiles in mock 

treatments at each time point/treatment were used as the baselines. DEGs were identified if they 

have more than two-fold difference of gene expression compared to the baseline (p < 0.05). 

(Figure 5) showed MA plot representing log fold-change versus mean expression between 

treatment and mock with y-axis representing ÌÏÇ FC and x-axis representing normalized mean 

expression. (Figure 6) presents the venn diagrams generated from the up-regulated DEGs and 

down-regulated DEGs identified under three treatments (P. nic, flag22 and flag22+P. nic) at all 

timepoints. 3378 DEGs were upregulated under P. nic stress, including 378 genes specifically 

induced by P. nic, 215 genes overlapping with flag22 treatment, and 2998 genes that overlapped 

with flag22+P. nic treatment. 1961 DEGs were down regulated under P. nic stress, including 602 

specifically inhibited by P. nic, 208 genes that overlapped with flag22 treatment, and 1357 genes 

that overlapped with flag22+P. nic treatment.  

 

To visualize how each treatment influences gene expression profiles, volcano plots were 

generated from ÌÏÇ&# data of all the detected genes (Figure 7). Because that flag22 triggers a 

small number of DEGs and its samples clustered with water treated samples in PCA analysis, itôs 

believed that flag22 does not have as significant impact on gene expressions as the other two 

treatments. The number of up-regulated DEGs is more abundant than down-regulated DEGs in 

P. nic samples and flag22+P. nic samples while numbers of up- and down-regulated DEGs in 

flag22 samples are similar. These data indicate that PAMP-triggered-immunity or susceptibility 

caused by flag22 in the roots is not as robust as ETI or ETS by P. nic.  

 

GO enrichment and KEGG analysis of potential susceptibility genes manipulated by P. nic 
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To identify the pathways that are robustly regulated by P. nic infections, Gene Ontology (GO) 

term enrichment analysis and Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis 

were performed on the genes up-regulated by P. nic. (Figures 8A) and (Figure 8B) list the top 35 

GO terms that have the most abundant gene enrichment under P. nic stress. These analyses 

showed that plant stress responses including defense responses, oxidoreduction, metabolism 

pathways are significantly induced by P. nic. Each gene that is enriched to the top significant GO 

terms are listed in Figure 7C. Figure 8A and Figure 8B list the top 35 KEGG terms with the most 

abundant gene enrichment under P. nic stress, including pathogenesis-related protein and plant 

metabolism. Each gene that was enriched to the top significant KEGG terms is listed in Figure 

8C.  

 

Expression profiling of DEGs that are potential susceptibility genes or defense genes 

To classify genes that could serve as susceptibility or defense genes during P. nic infection the 

DEGs identified from DESeq2 were categorized into four classes:  

Class 1: Genes that are involved in feeding the pathogens through direct or indirect induction by 

the pathogens. 

Class 2: Genes that are activated as part of PTI program to restrict the pathogenôs access to 

nutrients by actively transporting them to the feeding sites. 

Class 3: Genes that are activated during the plantôs PTI program to divert nutrients, but are 

actively suppressed by P. nic (e.g., by secretion of RXLR effectors) to counteract the nutrient 

diversion strategy. 

Class 4: Genes that are activated by the pathogen for feeding but suppressed as part of the PTI 

program to restrict the pathogenôs access to nutrients. 

 

The genes identified for these four classes are derived following the strategies below: 

Class 1: Genes induced in response to P. nic but not flg22 

Class 2: Genes that are induced by flag22 but not P. nic 

Class 3: Genes that are induced by flag22 and but suppressed by P. nic 

Class 4: Genes that are suppressed by flag22 but activated by P. nic 

 

For studying which nutritional genes might be essential for the pathogen to obtain nutrients, we 

reasoned that such genes could be revealed by creation of RNAi knockdown plants (referred to 

as ñmutantsò hereafter) using VIGS and examining how well pathogens grow on silenced plants. 

We further reasoned those Class 1 genes provide the best chance of identifying the candidate 

genes which have an impact on pathogen growth or plant susceptibility when they were silenced 

by RNAi.  

 

The N. b genes IDs from Class 1 were obtained and compared with the N. b gene IDs induced by 

another Phytophthora species P. palmivora [291]. The DEGs that were commonly present in 

both studies were kept as a possible shared oomycete infection strategy for further study. Figure 

9 represents the heatmap of the selected top candidates that have the highest positive log2FC 

(For nutritional genes) and lowest negative log2FC values (for the PR genes) in P. nic infected 

samples compared to mock treated samples.  

 

Vacuum infiltration is a more efficient way to silence target genes than ñAgrodrenchò 
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After selecting the potential susceptibility genes by analyzing RNA-seq data, we optimized 

VIGS to silence the susceptibility gene candidates in the roots. Transgenic N. b plants that 

constitutively expressed a green fluorescent protein transgene (GFP) were used to visualize and 

optimize VIGS efficiency. The GFP transgenic line (called ñ16Cò) and wild-type (without GFP) 

plants were silenced with TRV1 and TRV2-GFP. We employed two VIGS methods, Agrodrench 

and vacuum infiltration, and compared the efficiency of these two methods. The details to 

conduct Agrodrench and vacuum infiltration are explained in the Methods and Materials section. 

GFP expressions in 16C and WT after Agrodrench and vacuum infiltration were observed by 

confocal microscope (Figure 10A). For both Agrodrench and vacuum infiltration, the silencing 

effects increased over time and presented the best efficiency at three weeks post infiltration 

(wpi). By calculating the percentage of successfully silenced plants, we selected vacuum 

infiltration as a more efficient way to conduct VIGS on N. b with a 60% success rate than 

Agrodrench with a 38% success rate (Figure 10B). These results demonstrate that infiltration is a 

more efficient means to induce gene silencing in roots and we adopted this approach for the 

experiments that follow. 

 

VIGS didnôt influence P. nic biomass assay 

After selecting an effective VIGS technique to conduct silencing, we tested whether the VIGS 

treatment had an impact on P. nic growth, to eliminate the possibility that the changes of P. nic 

biomass on silenced plants were caused by VIGS instead of the silenced target genes (Figure 11). 

The symptoms of the silenced plants and water treated plants (non-silenced plants) after P. nic 

infection were developed at the same pace and presented the same level. Both VIGS plants and 

non-silenced plants developed necrosis at 2 dpi and whole plant death at 5 dpi (Figure 12A). The 

biomass of P. nic has no significant changes between silenced and non-silenced plants using q-

PCR relative quantification (Figure 12B). These experiments demonstrate that the VIGS 

treatment did not impact N. b susceptibility to P. nic.  

 

AAP6 and PHT4 are potential susceptibility genes that are manipulated by P. nic 

With the confirmation that VIGS has minimal influence on pathogen growth, we performed 

VIGS on four genes: NbUMAMIT, NbAAP6, NbPHT4 and NbOPT, as potential susceptibility 

genes targeted by P. nic to acquire nutrients. They are the DEGs that are highly induced by P. 

nic but not by flag22. q-RT-PCR showed that transcriptional levels of these genes were 

significantly decreased on gene-silenced plants compared to not silenced plant controls (Figure 

13), further validating that our protocol for gene silencing is robust. To identify the candidate 

susceptibility genes that have an influence on P. nic infection, we quantified P. nic biomass 

using q-PCR on the silenced plants. Four biological replicates were performed with five 

technical replicates and 25 seedlings of each RNAi mutant per biological replicate. A single 

factor ANOVA test was done on the four biological replicates with alpha=0.05. A significant 

decrease (P.value 0.05) of P. nic biomass was observed on NbAAP6 and NbPHT4 silenced 

plants compared to GUS treated plants (Figure 14A). NbAAP6-silenced plants have a slower 

pace of symptoms development (Figure 14B). These results indicate that NbAAP6 and NbPHT4 

potentially contributes to plants susceptibility during P. nic infection and silencing these genes 

will decrease plants susceptibility and possibly reduce the nutrient supply from plants to P. nic.  

 

Discussion 
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Our study integrated transcriptomic analysis and RNAi to identify genes that could contribute to 

plant susceptibility/defense under oomycete infection. Initially, we identified the DEGs in N. b 

that are involved in PTI and/or ETI triggered by PAMP and/or P. nic. Then we examined how 

the DEGs in N. b dynamically changed under PAMP and/or P. nic infections. Among the DEGs 

that were identified, we characterized potential defense/ susceptibility genes that P. nic induces 

during ETI or manipulates to obtain nutrients respectively. Finally, we created RNAi mutants 

using VIGS among which aap6 and pht4 mutants present a reduced pathogen growth compared 

to wild-type plants.  

 

The RNA-seq data results gave a higher resolution of the molecular mechanism of plant- 

oomycete interactions 

We provide DEGs visualization including volcano plots, MA plots and Venn diagrams of data on 

individual timepoint (figure S). Through all the timepoints from 3 hpi to 24 hpi, flg22ôs influence 

on N. b plants decreases from 194 up-regulated genes and 314 down-regulated genes at 3 hpi to 

only 7 up-regulated genes and 2 down-regulated genes at 24hpi. P. nic infection has a stronger 

and longer influence on N. b, compared to flg22, such that the number of DEGs are rising and 

reached to a peak at 15 hpi and dropped dramatically 24hpi. The dramatic decrease of responsive 

genes at 24 hpi along with the observation of cell death at 24 hpi indicate that the success of P. 

nic colonization by overcoming PTI response at a very early timepoint, biotrophy establishment 

around 6 hpi and the transition from biotrophy to necrotrophy at 24hpi. The results indicate that 

the ETS response in N. b overcomes the influence of PAMPs before 6 hpi but triggers the 

dynamic of ETI and ETS before 18 hpi and trigger major ETS at 24 hpi. With an intense 

timepoint sampling, we obtained a clear resolution of P. nic infection progression and 

characterized a list of N. b plants genes that are likely involved in PTI/PTS and ETI/ETS via 

comparative RNA-seq analysis.  

 

Vacuum infiltration is an efficient way to create RNAi mutants 

The discovery and application of RNAi is one of the most important advances in studying plant 

functional genomics and plant trait improvement. Virus-induced gene silencing delivers 

recombinant viral vectors to plants to create transient gene silencing on target genes. Modified 

Agrobacterium tumefaciens is used to deliver the recombinant viral vectors carrying partial or 

the whole target gene sequence through its Ti plasmid, and then dsRNA is formed to trigger the 

plant antiviral defense system to silence the recombinant viral vectors as well as the target genes. 

Although the knockdown mutants canôt completely inhibit the target gene expression, since we 

are looking for the genes that could give obvious alteration on their performance facing 

oomycete pathogens and the candidate genes can also be used for creating GMOs, it is a useful 

tool for us to study gene functionality to create more pathogen defense. There are limited studies 

of VIGS on roots and most of the studies are focused on aerial parts of the plants. We optimized 

a way to silence genes in N.b roots. Based on the reports of successful Agrodrench studies, we 

established a system to do ñAgrodrenchò and it had a 40% success rate while vacuum infiltration 

had 20% more success on N. b plants based on the GFP activity assays. Vacuum infiltration is a 

more efficient method possibly due to the ñforceò from vacuum and release vacuum procedure. 

Vacuum generates a negative atmospheric pressure which can decrease the air space between 

plant cells and the release of vacuum will release the pulled space between plant cells which can 

assist the transformed vector to enter the plant cells.  
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AAP6 and PHT4 are possible susceptibility genes under P. nic infection 

Amino acid biosynthesis, defense response, sulfur compound metabolic processes are top KEGG 

and GO terms that Class 1 gene were enriched on, which are potential genes that pathogen 

acquire nutrients from. To identify nutritional susceptibility genes, we selected amino acid, 

sugar, or ion transporters for VIGS. AAP6 and PHT4 are two Class1 genes that were robustly 

induced by P. nic infection. Their RNAi mutants showed decreased athogen biomass assays on 

RNAi plants. TRV-GUS treated plants are used as a mock treatment. q-PCR results showed that 

RNAi plants targeting AAP6 are significantly less susceptible to P. nic infection and plants with 

PHT4 silencing are significantly less susceptible in at least 3 out of 4 replicates and showed less 

disease symptoms on the plants compared to GUS treated N. b (Figure 15).  

 

Obligate plant pathogens such as nematodes and Hpa require the uptake of amino acids, 

including the essential amino acids, from the host plant. The most well-studied amino acid 

transporter family is the amino acid permease family [292, 293]. Amino acid permease genes in 

multiple plant species were induced by a variety of pathogens: AtAAP3 and AtAAP6 expression 

in Arabidopsis were induced by the beet cyst nematode Heterodera schachtii; GmAAP6 in 

soybean Glycine max by soybean cyst nematode, Heterodera glycines; FvAAPs in strawberry 

Fragaria vesca by fungal pathogen Colletotrichum gloeosporioides; CsAAP2A in cucumber 

Cucumis sativus by Phytophthora cubensis and SlAAP5A/B in tomato Solanum lycopersicum by 

Phytophthora infestans [294-297]. It is believed that AAP3 is responsible to load amino acids 

into vasculature and AAP6 then moves these amino acids towards the feeding site [288]. There 

are studies that supporting this model: aap3, aap6, and aap2 mutants significantly reduced 

nematode and Phytophthora infestation levels which is a similar result as our study [297-299]. 

Thus, disturbing AAP6 expression in N. b plants could create resistance against P. nic, perhaps 

by restricting the amino acid supply to P. nic. Although NbAAP6 (Niben101Scf11899g00015) is 

a homologous gene with AtAAP6 through blast searches, there is no data on NbAAP6 

localization or cellular functions. Additional experiments are required to address the 

functionality of NbAAP6 and rigorously test our hypothesis that NbAAP6 is involved in 

pathogen feeding.  

 

AtPHT4 in Arabidopsis involved in defense response to pathogen infection through the SA 

signaling pathway and circadian regulations regulated by circadian clock protein CCA1. The SA 

signaling pathway is involved in plant defense against broad spectrum of pathogens. AtPHTs 

negatively regulate rice immunity and AtPHTs overexpression suppressed rice defense against 

pathogens Magnaporthe oryzae and Xanthomonas oryzae pv. Oryzae [300]. AtPHT4 and 

NbPHT4 are each otherôs closest matches in reciprocal blast searches. Thus, they are probably 

orthologs, but it remains to be determined whether they serve the same functions in both plant 

species, as noted above for NbAAP6. PHT4 was hypothesized a negative regulator of SA-

mediated defense supported by the fact that one PHT4 mutant presented enhanced disease 

resistance against bacterial pathogen Pseudomonas syringae infection [301]. The decrease of P. 

nic biomass on PHT4 mutants could be due to a higher level of SA in PHT4 mutants. We 

proposed to examine if there are alterations in the quantity or expression levels of SA or SA 

pathway related components such as NPR1, PR proteins etc on PHT4 RNAi mutants to confirm 

the hypothesis. Another possibility is that the insufficient of phosphate supply to P. nic from N. 

b. Phosphorus is macronutrient essential for growth and development for plants such as 

photosynthesis, APT generation, cell signaling and enzymatic regulation. which might be caused 
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from higher Pi availability to the pathogens from host plants. There are 5 Pi transporter families 

and three of them are expressed in chloroplast including PHT4. PHT4 has an influence on Pi 

transport and distributions [302, 303]. Higher phosphate levels increase susceptibility of rice to 

pathogen infection [304]. PHT4 expression in Arabidopsis root and leaf tissues and has an 

impact on starch accumulation, cell-wall sugar composition, Golgi-related processes [303, 305, 

306]. The decrease of pathogen growth on PHT4 mutants could also result from the alteration in 

the availability of useful metabolites such as Pi from the host plants. To test the hypothesis, more 

studies need to be done to examine the metabolites levels on the infection sites and P. nic 

nutrient marker genes expression levels.        

 

Why are UMAMIT and OPT induced by P. nic but their mutants donôt influence the P. nic 

biomass? 

RNAi mutants of the other two transporter genes: nodulin MtN21 /EamA-like transporter family 

protein (or another name: Usually Multiple Acids Move In and out Transporters, NbUMAMIT) 

and Oligopeptide transporter 3 (NbOPT) donôt present altered susceptibility levels although they 

were characterized as DEGs that are highly induced by P. nic infection.  

UMAMIT are a group of amino acid exporters that are better studied in model plants Arabidopsis 

than in N. b [33]. To date there is little information on NbUMAMIT genes in N. b plants nor 

NbUMAMIT influence on plants and oomycete interactions. Overexpression of AtUMAMIT 

increased Arabidopsis resistance against oomycete pathogen Hpa probably through activation of 

the SA signaling pathway [307]. Although q-PCR results didnôt show a pathogen biomass 

decrease on NbUMAMIT RNAi plants, the plants showed slightly more resistance in that the 

symptoms caused by P. nic developed slower than the wild-type. The conflicts between our data 

and published data are possibly due to the different regulation of plant responses between N. b 

and Arabidopsis, where AtUMAMIT is a possible defense gene in Arabidopsis against Hpa but 

NbUMAMIT is a possible susceptibility gene with P. nic infection. More experiments are 

necessary to test this hypothesis. 

 

OPT (Oligopeptide transporters) deliver small peptides, secondary amino acids that can com- 

plex with metals, and the modified tripeptide glutathione. AtOPT is an iron transporter in 

Arabidopsis plants, and it has not been reported in N. b and pathogen interactions [308]. 

AtOPT3s are involved in the transport of iron from xylem to phloem, in loading iron into 

phloem, and in the transmission of shoot-to-root iron signaling [308, 309]. Apart from 

Arabidopsis, little is known about these transportersô functions in N. b.  

 

Besides the possibility that UMAMIT and OPT are not essential genes that are tightly regulated 

by P. nic, there could be another possibility that gene redundancy exists and silencing one gene 

in the family wouldnôt have a significant influence on amino acid or oligopeptide contents. It is 

also possible that at the timepoint when the sample was collected, the UMAMIT and OPT arenôt 

the most responsive to P. nic. Alternatively, the induction of the genes is an indirect response 

from regulation of other pathways. 

 

Significance and future directions 
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Black shank disease caused by P. nic threatens ecosystem and lots of crop including tobacco that 

has insufficient resistance. N. b is a close relative of tobacco, and it is used as a model plant for 

genome editing, gene silencing and expression of heterologous recombinant proteins.  

Very little is known about molecular mechanisms of the interactions between plants and 

Phytophthora pathogens. This is the first study on intensely-time-resolved transcriptomics 

revealing N. b root tissue transcriptome dynamic changes under flg22, P. nic and flag22 primed 

P. nic infection. This paper is also the first paper using infiltration and co-culture to silence genes 

in N. b seedlings including the root tissue to further confirm the functionality of potential nutrient 

susceptibility genes. 

 

Our study contains the following limitations: (1) The responses in P. nic have not been analyzed 

and we could not determine if the reduced pathogen biomass on the RNAi mutant is due to 

increased immunity or reduced metabolites fed to pathogen. To further validate these genes 

function during plant-oomycete interactions, we proposed to further check the metabolite 

contents, defense responses and pathogen virulence on these RNAi mutants; (2) Gene silencing 

is conducted on the whole plant seedlings instead of only on the roots. The gene silencing on 

whole seedlings are 20% more efficient than ñAgrodrenchò on the roots in our experiment 

settings. The nutrient transporters in the roots are our primary targets to study how the primary 

nutrient uptake from rhizosphere influence oomycete infections. This problem could be 

overcome by VIGS vector design to only target the unique regions of the genes specifically 

expressed in the root. But often, the off-target effects cannot be fully eliminated. In the future, 

questions that need to be answered include: (1) How do pathogens respond to nutrient 

transporter-deficient plants? (2) Will crops be more resistant against oomycetes without AAP6 or 

PHT4? (3) What other genes could be a susceptibility gene that provide nutrients to oomycete? 

(4) What are the resistance genes that crops can in combination to create resistance?  

 

Materials and Methods 

Plant materials and growth conditions 

Nicotiana benthamiana seeds were germinated for 4 days on wet paper towels with miracle-Gro 

in a growth chamber under thermal cycle of 16-h light (150 ɛmol/m-2/s-1) at 21°C and 8h dark 

at 19°C with an average relative humidity of 50-60%. Sungro 078213 was used for soil growing 

plants. The conditions for the soil growing plants are the same as the germination conditions. 

 

Differential gene expression analysis 

Differential expression analysis of P. nic vs control, flag22 vs control and flag22 + P. nic vs 

control was performed using the R package DEseq2 (Release (3.14)) in Rstudio IDE 1.4.1106-5 

[310]. Gene ID, sample conditions and read counts of all genes were recorded in a DEseqDataset 

as the input (Supplementary data) and the counts were modeled following the negative binominal 

distribution model. The p-values were adjusted from Benjamini and Hochbergôs approach for 

controlling the false discovery rate (FDR). DEGs were determined based on BH-FDR corrected 

p-value < 0.05 (alpha=0.05). 

 

GO term and KEGG pathway enrichment analysis 



 81 

http://geneontology.org/ Gene Ontology was used to obtain GO terms annotation. 

ClusterProfilers was used to enrich DEGs onto corresponding GO terms. Solgenomics 

(https://solgenomics.net) was used to obtain the sequences of genes in N. benthamiana and 

Nb101 ID annotation with GO ID. KAAS job request (https://www.genome.jp/kaas-

bin/kaas_main, BBH-method) was used to get list of KEGG IDs of corresponding sequences 

through blast. R package ClusterProfilers was used to enrich the corresponding genes onto 

KEGG terms and GO terms. The results of statistical enrichment of DEGs in KEGG or GO 

pathways has statical significance with corrected p-value < 0.05 and q-value<0.05.  

 

VIGS plasmid construction 

1. Selection of VIGS target regions 

Differential gene expression analysis were performed using DeSeq2 package in R. Our target 

gene ID were obtained and the gene IDs were used to extract the genomic sequences from .fasta 

files. The sequences for each gene target were blast using SolGenomics (https://solgenomics.net) 

to find the best target regions. Primers were designed flanking the best target regions. The n-mer 

size is set to 25bp, fragment length is set to 300-500bp, mismatch was set to 0 and database was 

set to Nicotiana benthamiana v1.0.1. 

 

2. TOPO TA cloning  

TOPO TA cloning was used to construct entry clones for the target site sequence and was 

performed following the Invitrogen protocol of pCRÊ8/GW/TOPOÊ TA Cloning Kit (Catalog 

number:  K250020). pCRÊ8/GW/TOPOÊ TA vector contains 3Ë-T overhangs for direct 

ligation of Taq-amplified PCR products, att sites for Gateway LR recombination and 

spectinomycin resistance gene for selection of the correct clones. Target regions with size of 

300-500bp were amplified by PCR and were added a single deoxyadenosine (A) to the 3'-end by 

Taq polymerase. The PCR products with ñstickyò end are covalently linked by the already bound 

topoisomerase and ligated with the complementary base pairs thymine (T) on the entry vector. 

One ShotÊ TOP10 E. coli was used for transformation and transformed cells were selected on 

LB agar plates containing 100 ɛg/mL spectinomycin. Primers for amplifying target genes are 

listed below. 
Name Sequence 5ôto 3ô Tm 

(oC) 

Niben101Scf00528g00001 

TATGCAGTTGTTTCAGGTGCTATTGG 57.6 

CAGAGCATCAAACACCTTGTATTCCTC  57.6 

Niben101Scf01738g02011 

GTCTTGCTGAAGGAGTAGCTTTGC 58.1 

TTTCAAATTCACATTAAAAACCGTTTTGAAATAAACAGG  58.2 

Niben101Scf01870g00003 

CTTCTTGTTTACACTCAAAAACCATTTTCCCA 58.2 

ATAGCTTCTACCCCAATCTAGTATGGGA 58.1 

Niben101Scf02348g10009 

CTAACGTTTGCATCGCCATCCA  58.1 

CCAAGTGACAGAATACTTTGGAATTTTCCTC 57.8 

Niben101Scf03380g03005 GAATCTCGTTCATCTCACCATACTTGTTAGT 57.9 

http://geneontology.org/
https://solgenomics.net/


 82 

AACCAAACATAAGACCTCCCGTG 57.2 

Niben101Scf06087g02007 

CCTATCAAGATTGATTTGCTACATGATGCTAATG  57.9 

AGTTCCAAGATAGACAACAACGAATAATCTTCT  57.5 

Niben101Scf12330g02013 

GCTTTCCCAGGCTATCTATTTCCG 57.5 

CTTTGCTTCCAGATATCACTGCCATG 58.0 

 

3. Confirmation of the clones with target sequences 

Colony PCR was performed with one forward primer adjacent to the cloning site of the TOPO 

vector and one reverse primer specific to the target gene. Colonies with positive results were re-

streaked onto new LB plates with 100 ɛg/mL spectinomycin and processed for plasmid 

extraction using OMEGA E.Z.N.A.® Plasmid DNA Mini Kit I, (SKU: D6942-02). 100ng/ul of 

plasmids were then sequenced using universal primers M13 F or M13 R to verify the sequence of 

the cloned insert. 

 

4. Gateway cloning LR cloning  

Gateway LR cloning was used to construct destination vectors. 100ng entry clone, 150ng TRV2 

vector and GatewayTM LR ClonaseTM II Enzyme Mix (Catalog Number 11791-020) were 

mixed to perform LR reactions following Invitrogen protocol. 1ul of each LR reaction was 

transformed into One ShotÊ TOP10 E. coli used to select the transformed cells and colony PCR 

were used to confirm the correct clone. Plasmids with target genes fragments were extracted and 

transformed into Agrobacterium tumifaciens strain GV2260.  

 

5. Agrobacterium transformation  

Agrobacteria transformation for both TA entry cloning and gateway LR cloning was conducted 

following the commercial protocol. One ShotÊ TOP10 Chemically Competent E. coli (Catalog 

number: C404010) was used to select the correct recombinant clone and propagate the plasmid.  

VIGS on N. benthamiana 

VIGS were performed following the protocols described in [311, 312]. 

Plant seeds were germinated and grew for 4 days prior to vacuum infiltration. Agrobacteria 

GV2260 containing pTRV1, pTRV2-GOI, or pTRV2-GUS (negative control) were cultured from 

freezer stock onto LB agar plates with kanamycin (50 ɛg/mL), rifampicin (25 ɛg/mL) for 

overnight at 27°C. Bacterial colonies were transferred into LB liquid media with kanamycin (50 

ɛg/mL), rifampicin (25 ɛg/mL) for overnight growth at 27ÁC with constant shaking. The liquid 

culture was collected by centrifugation at 1,500xg for 30mins and the cell pellets were re-

suspended in infiltration buffer and then adjusted OD600 to 1.0. Agrobacterium suspensions 

containing pTRV1 were mixing with the same volume of the cultures containing pTRV2 

constructs and were incubated at room temperature in dark for 4 hours. The germinated seedlings 

were vacuum infiltrated using Eppendorf 5301 Vacufuge Concentrator Centrifuge w/ Vacuum 

Pump. The vacuum process lasted for 30 seconds and was repeated for 3 times for each sample. 

The infiltrated seedlings were transferred into 5.5" Square Form Pot containing fertilized soil. 

For each treatment, we had 5 pots each containing 5 seedlings that are distributed evenly. 
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Different Agrobacteria strains treated plants were grown separately from each other. The plants 

were then moved to growth chamber with 16-h light (150 ɛmol/m-2/s-1) at 21°C and 8h dark at 

19°C with an average relative humidity of 50-60%.  

 

Phytophthora nicotianae culture and zoospores production 

P. nic Race 1 was obtained from the Chuanxue Hong Lab (Virginia Tech, School of Plant and 

Environmental Sciences). The isolate was cultured on 20% V8 agar plates in an incubator at 

26ᴈ in the dark. Cultures were transferred weekly to new plates using a large dental amalgam 

carrier (3.3mm diameter) to transfer a plug from the leading edge of active growth. For zoospore 

production, twenty-five plugs of week-old cultures were transferred to 250 mL Erlenmeyer 

flasks filled with 125 ml of 20% V8 broth at room temperature (21-22ᴈ) under fluorescent light 

(56 mm m2s1 at 200 mm below two 4-foot bulbs, Philips F40T12/Cool White Plus). After one 

week, liquid was poured into a 500 mL plastic beaker, tissue macerated with a hand-held 

immersion blender (KitchenAid 2-speed) with 3 pulses of 10 seconds each. Macerated tissue was 

strained using a steel mesh strainer. Any remaining liquid was pressed from tissue with a sterile 

metal spatula. Relatively dry, macerated tissue was transferred and evenly spread into 13cm  

13cm square petri dishes filled with 2% water agar (6.5 mm depth). After one day to dry, plates 

were sealed with parafilm. After one week, plates were incubated at 4ᴈ for one hour, 20 mL of 

sterile, room temperature water were added to the plate and incubated at 37ᴈ for 30 mins. 

Zoospore suspension was combined with 1 volume of 5% trypan blue staining solution to stop 

zoospore motility and stain the zoospores for counting.  

 

RNA extraction and q-RT-PCR 

At least five plant root samples were collected into 2ml tubes which were put in liquid nitrogen 

and stored in an -80ᴈ freezer before RNA extraction up to two weeks. Frozen tissues were 

disrupted by BeadBugÊ 6 Microtube Homogenizer (SKUD#1036). Qiagen RNeasy Plant spin 

column kit (Cat No.: 79654) was used for RNA extraction. 1ug of RNA is used for 1 reverse 

transcription reaction. Invitrogen SuperScript IV (Cat No.:  18090010) was used for cDNA 

synthesis. 50-fold diluted cDNA was used to conduct q-RT-PCR with PowerUpÊ SYBRÊ 

Green Master Mix (Cat No.: A25741) from Thermo Fisher Scientific. The q-RT-PCR was setup 

as Fisher Scientific SYBRÊ Green Master Mix protocol suggested and was performed on 

Applied Biosystems qPCR 7500 thermocycler. Primers of N.benthamiana were listed below to 

examine the silencing effects of target geneôs expressions. q-RT-PCR data was analyzed 

according to (Han, Yang et al. 2013). 

 
Name Sequence 5ôto 3ô Tm 

(oC) 

Niben101Scf00528g00001 

CAGAGCATCAAACACCTTGTATTCCTC  57.6 

ATATTGAATAACCAGCAGTTGATGACATTGC  57.9 

Niben101Scf01738g02011 

CTCATCTCTTGGGCTTCTCTGG 57 

GGAGAATCTGATTTCCCTGCTTGG  57.7 

Niben101Scf01870g00003 

ACAAGGTTGGAGTCCCACC 57.1 

CCTTAAAGGAGCGTAGAGGATCATCT 57.8 
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Niben101Scf02348g10009 

CTTCAATCACTTTTTGGGTTTAATTGGGG  57.7 

CCAAGTGACAGAATACTTTGGAATTTTCCTC  57.2 

Niben101Scf03380g03005 

TCAACTTAACGATGGCCGGTG  57.7 

AACCAAACATAAGACCTCCCGTG 57.4 

Niben101Scf06087g02007 

CCTATCAAGATTGATTTGCTACATGATGCTAATG  57.6 

GCAAGAGGTAATGGCGAGTACAATT  57.9 

Niben101Scf12330g02013 

CCATGGACCTCGATTCTTAATGTTGG  57.2 

TTCCGGGCATCAAAAGTGTTGTAC  57.6 

 

q-PCR on pathogen biomass 

Fresh infected and non-infected plant tissues were disrupted by BeadBugÊ 6 Microtube 

Homogenizer (SKUD#1036). Then the samples were processed using Qiagen Biosprint 15 DNA 

Plant kit to extract genomic DNA from plants or plants with oomycetes. Nanodrop was used to 

quantify DNA concentrations. TaqMan qPCR was performed on Applied Biosystems qPCR 

7500 thermocycler with Applied Biosystems TaqMan Multiplex Master Mix. 300nM F/R 

primers, 200nM fluorescent dye FMA/VIC, 10ul TaqMan master mix and 10ng of genomic 

DNA were used in a 20ul q-PCR reaction. NbAct2 genes was used as a reference while P. nic 

ITS region was used to quantify P. nic biomass. Below are the sequences of primers and probes 

(5ô-3ô) used for q-PCR assay. Ct values of P. nic ITS and NbAct2 were obtained and -Ў Ct values 

were calculated as ï (Ct values of P. nic ITS ï Ct values of N. b ACT2). Standard error was 

calculated sd = ЍίὨὖὲὭὧ ίὨὔὦȢ  
Name Sequence 5ô to 3ô Tm (oC) 

Host Probe VIC - CTATGGTTCGAGCCGTTCG - MGB-NFQ 72 

Pathogen Probe 6FAM - ATCAGGCCGAAGCCAAAC - MGB-NFQ 70 

Host F Primer 1 TGAATGGGTGATTCATG 46.3 

Host R Primer 1 TACAACACGATCCAACAT 48.4 

Path F Primer 1 AATAGTTGGGGGCTTATT 47.9 

Path R Primer 1 GTTAAAGCAGAGACTTTCG 48.5 

Host F Primer 2 GTTGAATGGGTGATTCATGAGTG 54.2 

Host R Primer 2 ACGTACAACACGATCCAACAT 54.4 

Path F Primer 2 CCCAATAGTTGGGGGCTTATT 54.4 

Path R Primer 2 GTTAAAGCAGAGACTTTCGCC 54 
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Figure1. Workflow to identify plant nutritional resistance genes.  

  

Table 1. Sample collection strategy diagram Plant samples under each treatment were 

collected at each timepoints for RNA extraction. G1-G31 represent the codes for each sample. 

There are our treatments: A (represents Mock treatment), B (represents Flg22 treatment), C 

(represents pathogen treatment), D (represents pathogen treatment three hours after flg22 

treatment). Materials were collected at seven timepoints: 0, 3, 6, 9, 12, 15, 18, 24hpi, which 

encompass the biotrophic phase of the infection cycle. Each sample represents four technical 

replicates (for example G1 contains plant sample 1, 32, 63, 94). 
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Figure 2. Trypan blue staining to show P. nic inoculation progression on N. b roots. Roots 

infected with P. nic at 3, 6, 12, 12, 24 and 36 hpi were observed after staining pathogen 

structures and plant cell death by trypan blue. Germinating cysts were observed at 3hpi following 

by haustoria (Ha) and hyphae (Hy) growth at 6 hpi. At 12 hpi necrosis (N) started to present 

followed by a wide range of cell death at 24 hpi. At 36 hpi, most of the cells were colonized by 

intercellularly growing haustoria and intracellularly growing hyphae.  
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Figure 3. Distribution of raw read counts and normalized read counts of each RNA-

sequencing sample treated with mock, P. nic, flag22, or flag22 + P. nic at seven timepoints: 

3, 6, 9, 12, 15, 18, 24 hpi. The two figures on the top represent the raw read counts and Deseq2 

internal normalized read counts of each sample. The two figures on the bottom represent the read 

count distribution of all the samples and cookôs distance of each sample. 
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Figure 4. Principal component analysis (PCA analysis) PCA analysis showing clustering of 

RNA-seq samples by different treatments from seven timepoints. PC1 accounts for 86% of 

the total variance while PC2 accounts for 4% of the total variance. Control samples (water 

treated samples) closely clustered with flag22 treated samples while P. nic treated samples 

closely clustered with flag22 + P. nic- treated samples.  
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Figure 5.  MA -plots of RNA-Seq data MA plot showing the distribution of upregulated and 

downregulated genes by three treatments P. nic, flag22 + P. nic and flag22. The dots in blue 

represent the identified DEGs while the ones in grey represent non-DEGs. The blue dots above 

the grey area are the DEGs induced by the treatment while the blue dots below the grey area 

represent the DEGs suppressed by the treatment compared to mock-treated samples.  
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Figure 6. (A) Venn diagrams representing the differentially expressed genes induced specifically 

or in common among samples treated with flag22, P. nic, or flag22 + P. nic. (B) Venn diagrams 

representing the differentially expressed genes suppressed specifically or in common among 

samples treated with P. nic, flag22, or flag22 + P. nic.   
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Figure 7. Volcano plots of gene expressions under P. nic, flag22+P. nic and flag22 

treatments. Volcano plots showing differentially expressed genes for treatment with P. nic, 

flag22, or flag22+ P. nic treatment. Significantly differentially expressed genes up-regulated by 

each treatment (adjusted P.value < 0.05 and absolute ὰέὫfold change > 2) are depicted in red 

while significantly differentially expressed genes down-regulated by each treatment are depicted 

in green. The horizontal dashed line represents the p-value significance threshold while the 

vertical dashed lines represent ὰέὫfold change threshold where left line corresponds to ὰέὫfold 

change value -2 and right line corresponds to ὰέὫfold change value 2. 
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Figure 8. GO enrichment of DEGs under P. nic infections. (A) Bar chart of the most 

significant GO biological processes up regulated by P. nic. Horizontal coordinate represents the 

numbers of genes enriched to the term. The color of the bar represents adjusted P.values. 

(B) Category net plot of GO enrichment analysis of the upregulated genes by P. nic. The blue dot 

represents significant GO terms that are upregulated by P. nic and the size of the blue dot 

represents the number of genes that are enriched to the term. The red dots connecting each term 

A B 

C 
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represents each that are enriched to the term. (C) Dot plot of GO enrichment analysis of the 

upregulated genes by P. nic. The vertical coordinates are the enriched pathways, and the 

horizontal coordinates are the enriched gene ratio compared to all the up-regulated genes by P. 

nic. The size of each dot represents the number of upregulated genes enriched to the term. The 

color of the dot represents the p.adjust value.  
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Figure 9. KEGG enrichment of DEGs under P. nic infections. (A) Bar chart of the top 40 

significant KEGG biological processes up-regulated by P. nic. Horizontal coordinate represents 

the numbers of genes enriched to the term. The color of the dot represents adjusted P.values. (B) 

Dot plot of KEGG enrichment analysis of the upregulated genes by P. nic. The vertical 

coordinates are the enriched pathways, and the horizontal coordinates are the enriched gene ratio 

compared to all the up-regulated genes by P. nic. The size of each dot represents the number of 

upregulated genes enriched to the term. The color of the dot represents the adjusted P.values. (C) 

Category net plot of KEGG enrichment analysis of the upregulated genes by P. nic. The blue 

dots represent significant KEGG terms that are upregulated by P. nic and the size of the blue dot 

represents the number of genes that are enriched to the term. The red dots connecting each term 

represent the genes that are enriched to the term. 
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Figure 10. Heatmap of transcriptome expression values of nutrition genes and PR genes 

under each treatment at seven timepoints. (A) Expression patterns of the 38 nutrition DEGs 

induced by P. nic in each sample (B) Expression patterns of 21 PR (pathogenesis related) DEGs 

under P. nic in each sample. Color-coding is based on ÌÏÇ&# normalized to mock treatment at 

each timepoint. Redder color represents ÐÏÓÉÔÉÖÅ ÌÏÇ&# and green color negative ÌÏÇ&# 
compared to water mock treatment. 
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Figure 11. GFP silencing efficiency by ñAgrodrenchò and vacuum infiltration . GFP activity 

in 16C GFP transgenic N. b plants treated with TRV-GUS and TRV-GFP was recorded at 1 

weeks-post-infiltration (wpi), 2wpi and 3wpi. The success rate of silencing effect by 

ñAgrodrenchò and vacuum infiltration was recorded. The mean value of the successful rate from 

4 biological replicates was presented in the bar plot.  
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Figure 12.  P. nic infection on VIGS plants. P. nic was cultured on agar plates for one week 

before it was induced to produce zoospores. The plates were put in 4  fridge and flooded in 

water to induce zoospore production. The suspension of zoospores was adjusted to 5 x ρπ/ml  
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Figure 13. VIGS doesnôt influence Pythophthora biomass on N. b plants. (A) Phenotype 

observations on P.nic infected N. b. Top row represents none silenced GFP N. b treated with 

water. Bottom row represents silenced GFP N. b treated with TRV1 and TRV2-GFP. Disease 

symptoms were developed simultaneously when necrosis presented on both treated and untreated 

plants on 2dpi and whole plant death on both treated and untreated plants on 5dpi. (B) 

Quantitative PCR measuring P. nic biomass on silenced plants and non-silenced plants. N. Act2 

genes was used as a reference while P. nic ITS was used to quantify P. nic biomass. Error bar 

represents the standard deviation between three technical replicates.  
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Figure 14. q-PCR to validate the success of gene silencing on the targeted genes, NMELT , 

AAP6, PHT4 and OPT. GUS treated samples (non-silenced samples) and TRV-target-gene 

treated samples were collected for q-RT-PCR. Same amount of cDNA was used for q-RT-PCR 

on each sample. The figures showed the ςЎ  (Ўὅὸ = CT value of the target geneï CT value of 

N. bACT2 as a reference). Error bars represent the standard deviation between 4 biological 

replicates. 
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Figure 15. P. nic disease assay on plants with knock-down of nutrition genes. Nutrition 

genes were knocked down by TRV1 and TRV2 carrying the target regions. P. nic biomass was 

quantified by q-PCR and symptom development was observed. aap6 (amino acid permease 6) 

and pht4 phosphate transporter mutants showed significant less P. nic biomass (p.value 0.05) 

compared to the non-silenced plants treated with TRV2-GUS. aap6 and pht4 mutants showed 

delayed disease symptoms compared to plants treated with TRV2-GUS. 
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Supplementary data 

 

  
 

  
 

  
 

 
 

Figure S1. PCA analysis on RNA-seq data at seven timepoints 
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