
 
 

Development of Transferable Coarse-Grained Models of Amino Acids 

Olivia Kristine Conway 

Thesis submitted to the faculty of the Virginia Polytechnic Institute and State University in partial 

fulfillment of the requirements for the degree of 

Master of Science 

In 

Chemical Engineering 

 

 

 

Sanket A. Deshmukh 

Luke E. K. Achenie 

John B. Matson 

 

 

August 27, 2019 

Blacksburg, VA 

 

 

 

Keywords: molecular dynamics, coarse grained, amino acids, peptide amphiphile, self-assembly 

 

 

  



 
 

Development of Transferable Coarse-Grained Models of Amino Acids 

Olivia Kristine Conway 

ABSTRACT 

There are twenty standard amino acids that are the structural units of biomolecules and 

biomaterials such as proteins and peptide amphiphiles (PAs).  The focus of this study was to 

develop accurate transferable coarse-grained (CG) models of those amino acids.  In CG models, 

several atoms are represented together as a single pseudo-ÁÔÏÍ ÏÒ ȰÂÅÁÄȟȱ ×ÈÉÃÈ ÃÁÎ ÁÌÌÏ× ÔÈÅ 

modeling of processes like self-assembly of biomolecules and biomaterials through reduction of 

degrees of freedom and corresponding increased computational speed.  A 2:1 to 4:1 mapping 

scheme, in which a CG bead is comprised of two to four heavy atoms, respectively, and associated 

hydrogens, has been employed to represent functional groups in the amino acids.  The amino acid 

backbone atoms are modeled as two beads while the side chains are modeled with one to three 

beads, and each terminus is modeled as one bead.  The bonded parameters for the CG models were 

obtained from bond, angle, and dihedral distributions from all-atom molecular dynamics (MD) 

simulations of dipeptides.  Non-bonded parameters were optimized using the particle swarm 

optimization (PSO) method to reproduce experimental properties (heat of vaporization, surface 

tension, and density) of analogues of the side chains, termini, and backbone groups of the amino 

acids.  These CG models were used to study the self-assembly pathways and mechanisms of the PA 

c16-AHL3K3-CO2H in the presence of explicit CG water.  
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GENERAL AUDIENCE ABSTRACT 

In this study, models of the amino acids were developed for computer simulations.  In these 

ÍÏÄÅÌÓȟ ÔÈÅ ÁÍÉÎÏ ÁÃÉÄÓ ÁÒÅ ÒÅÐÒÅÓÅÎÔÅÄ ÁÓ Á ÃÏÌÌÅÃÔÉÏÎ ÏÆ Ô×Ï ÏÒ ÍÏÒÅ ȰÂÅÁÄÓȱ bonded together 

rather than as a collection of atoms bonded together.  The beads were created in such a way that 

their characteristics reflect those of the molecules and atom groups that they represent.  This was 

accomplished in part by selecting parameters for each bead that approximately reproduce 

experimental properties (density, heat of vaporization, and surface tension) and structures (bonds 

and angles) of the molecules and atom groups of which they are representative.  Amino acids can 

link together to form short segments, known as peptides, or longer chains that form proteins.  The 

bead models that were developed in this study can be linked together in the same way.  They can 

also be linked with other beads that represent other atom groupsɂcarbon groups of a carbon 

chain, for example.  Certain types of molecules known as peptide amphiphiles (PAs) are often 

composed of amino acids and a carbon chain.  The amino acid bead models were created especially 

to study these molecules, so once the models were developed, they were used in computer 

simulations to represent PAs.  Many types of PAs can automatically assemble into structures that 

resemble fibers, and it is this behavior in particular that was studied.  By using these models in 

computer simulations, we are able to see things that cannot be seen in a lab with a microscope or 

other lab tools.  This may help with future efforts to study and design molecules such as PAs which 

show promise for medical applications like drug delivery.
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1. Introduction  

There are twenty common amino acids which are the fundamental structural units of 

proteins and peptidesɂmolecules that can have important biological functions such as catalyzing 

biochemical reactions (enzymes), or serving as signaling molecules, transport molecules, or 

structural molecules, for example.  4ÈÅ ÃÈÅÍÉÃÁÌ ÄÉÖÅÒÓÉÔÙ ÏÆ ÔÈÅ ÁÍÉÎÏ ÁÃÉÄÓ ÁÓ ȰÂÕÉÌÄÉÎÇ ÂÌÏÃËÓȱ ÉÎ 

ÃÏÍÂÉÎÁÔÉÏÎ ×ÉÔÈ ÁÎ ÁÂÉÌÉÔÙ ÔÏ ÆÏÒÍ ÓÅÃÏÎÄÁÒÙ ÓÔÒÕÃÔÕÒÅÓ ÌÉËÅ ÐÌÅÁÔÓ ɉɼ-pleats) and helical twists (ɻ-

helices) enables the multiplicity of structures and functions that is necessary for the wider 

spectrum of forms and operations characteristic of biological systems.  Amino acids can also be 

chemically altered, through synthetic additions for example, for an even wider array of features.   

A class of molecules based on amino acids that in recent years has been the subject of much 

investigation is peptide amphiphiles (PAs).  Combining the chemical diversity of the amino acids 

with a hydrophobic group, such as an alkyl chain, PAs possess the capacity to self-assemble into 

structures like micelles, sheets, and fibers.1  The peptide portion provides potential for 

biocompatibility and biodegradation, and also bioactivity if created to possess sequence similarity 

to proteins with biological significance.  The amphiphilicity also enables the possibility of 

encapsulating small hydrophobic drugs.2  For these reasons, studies involving PAs have 

predominantly focused on biomedical applications (e.g. PAs as drug delivery agents and 

biomaterials for regenerative medicine and tissue engineering, among others).2,3  Research such as 

this is particularly relevant as the world seeks advanced medical therapies that are personalized 

and specific, with the capability to be engineered for unique situations. 

A variety of methods are used to study PAs and their self-assembly.  There are 

experimental, in vitro techniques such as microscopy (e.g. scanning electron microscopy (SEM), 

transmission electron microscopy (TEM), and atomic force microscopy (AFM)) and spectroscopy 

(e.g. nuclear magnetic resonance (NMR), transmission infrared spectroscopy (IR), circular 
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dichroism (CD), dynamic light scattering, and UV-vis absorption).2,4  While these methodologies are 

indispensable to the investigation and elucidation of PA self-assembly structures and 

characteristics, they do not provide us with the ability to directly monitor the self-assembly process 

on the nanosecond and microsecond timescales.  They also do not fully show individual PAs in this 

process and their interactions with other molecules in their environment like solvent water 

molecules.  Such molecular-level information would be, however, useful for the design of PAs.  The 

computational methodology of molecular dynamics (MD) may help in this respect through 

modeling, simulation, and visualization of nanometer-level phenomena.  In order to conduct MD 

simulations, appropriate models must first be developed or selected for the system that is to be 

studied.  While models for amino acids and their polymer structures, proteins, existɂas well as 

models for various other molecules such as hydrocarbons and waterɂeach model has advantages 

and disadvantages.  This thesis provides a discussion of some of the models already in existence 

that may be used and have been used to study PAs, as well as their limitations, and it also 

represents work done to design models that may be more appropriate to the study of PA self-

assembly.   

Background information on MD, MD modeling, and amino acids and peptides/proteins is 

given in the next few sections, following which an overview of the literature, methodologies, study 

results, and study conclusions are provided.  It is important to note that the development of the 

amino acid/peptide model that is described in the following pages of this manuscript represents 

the foundations of such a model, and that frequently, model development is a continuous, ongoing 

process.  Suggestions for future work are also thus provided in the Section 6. 
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2. Background  

2.1 Molecular Dynamics  

 MD is a methodology for modeling molecular systems based on numerically solving 

.Å×ÔÏÎȭÓ ÅÑÕÁÔÉÏÎÓ ÏÆ ÍÏÔÉÏÎȢ  )Î -$ȟ ÅÁÃÈ ÁÔÏÍ ÏÒ ÐÁÒÔÉÃÌÅ ÉÓ ÒÅÐÒÅÓÅÎÔÅÄ ×ÉÔÈ ÍÁÓÓ ÁÎÄ ÒÁÄÉÕÓȢ 

Each particle is both acted upon by a potential energy function, also known as a force field, and acts 

on other particles through that force field.  The force fields used for biomolecule and polymer 

simulations, as shown in equation 1, often include terms describing the bonded interactionsɂthe 

bonds, angles, dihedrals, and improper dihedrals (terms 1 through 4 in equation 1)ɂand the non-

bonded interactions as modeled with a Lennard Jones (LJ) potential function (term 5, equation 1) 

and a term describing electrostatics (term 6, equation 1).  Atoms (or particles) in MD are assigned 

initial positionsɂoften based on molecular geometry as elucidated by experimental analysis of the 

molecular structureɂand initial velocities.  In accordance with equations 2-5, the new forces acting 

upon the particles are calculated and the positions and velocities are updated. 

Ὗ  Ὧ ὦ ὦ  Ὧ — —   Ὧ • •  Ὧ ρ ὧέίὲ‰ ‏ 

 τ‭
„

ὶ
 
„

ὶ
 

ήή

τ“Ὀὶ
   

(1) 

As has been mentioned, MD offers the advantage of enabling the study of systems on much 

smaller time and length scales than can feasibly be done using experimental, in vitro techniques.  

This makes it an especially useful technique for studying mechanisms of processes occurring on 

nano scales such as peptide amphiphile self-assembly. 

Ὂ άὥ (2) 

Ὂὼ  ​Ὗὼ (3) 
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2.2 Coarse-Grained Modeling  

 There are two general ways to model molecules for MD simulations: 1) all-atom (AA) 

modeling, which represents molecules in atom-level detail; and 2) coarse-grained (CG) modeling, 

×ÈÉÃÈ ÍÏÄÅÌÓ ÍÏÌÅÃÕÌÅÓ ÔÈÒÏÕÇÈ ÔÈÅ ÒÅÐÒÅÓÅÎÔÁÔÉÏÎ ÏÆ ÇÒÏÕÐÓ ÏÆ ÁÔÏÍÓ ÉÎ Á ÍÏÌÅÃÕÌÅ ÁÓ ȰÐÓÅÕÄÏ-

ÁÔÏÍÓȱ ÏÒ ȰÂÅÁÄÓȢȱ5  )Î ÔÈÉÓ ×ÏÒËȟ ÔÈÅ ÔÅÒÍ ȰÂÅÁÄȱ ×ÉÌÌ ÂÅ ÕÓÅÄȢ  There are usually multiple choices 

about which atoms to represent as a single bead.  To coarse-grain a benzene molecule, for instance, 

one could choose to represent the entire molecule as one bead; or it could be modeled with two 

beads, each containing three of the six carbons in benzene, with these two beads connected by a 

single bond; or a model of three beads could be created, each containing two carbons, such that the 

benzene molecule would take the form of a triangle with each bead as a point and the sides the 

ÂÏÎÄÓ ÂÅÔ×ÅÅÎ ÔÈÅ ÂÅÁÄÓȢ  4ÈÅÓÅ ÁÒÅ ÁÌÌ ÐÏÓÓÉÂÌÅ ȰÍÁÐÐÉÎÇ ÓÃÈÅÍÅÓȱ ÆÏÒ Á #' ÂÅÎÚÅÎÅ ÍÏÄÅÌȟ ÁÓ 

illustrated in Figure 1.  Most commonly in coarse-graining, each bead is represented as a sphere 

with its center at one of the atoms or at the center of mass of the atoms it represents.  The number 

ÏÆ ÈÅÁÖÙ ÁÔÏÍÓ ɉÅȢÇȢ ÃÁÒÂÏÎȟ ÎÉÔÒÏÇÅÎȟ ÏØÙÇÅÎɊ ÐÅÒ ÂÅÁÄ ÉÓ ÒÅÐÒÅÓÅÎÔÅÄ ÂÙ ÔÈÅ ÔÅÒÍÉÎÏÌÏÇÙ ȰNȡρȱ 

(read: N to 1), in which N is the number of heavy atoms per bead.  The hydrogen atoms associated 

with the heavy atoms are included in the bead.  Typically, a bead only represents molecules of a 

similar type (e.g. four water molecules in one CG water bead) or atoms connected to each other 

through bonds,5,6 as in the benzene example.  Modeling molecules this wayɂby grouping atoms 

into beadsɂresults in a decrease in the number of degrees of freedom involved in simulating a 

system containing those molecules.  The advantage of that is a corresponding increase in the 

computational speed for the system which enables one to run a simulation at greater time and 

length scales than are possible with AA simulations with each atom modeled individually.  This 
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opens up the possibility of gaining insights into systems and processes that are too large (or long) 

to be simulated with an AA model or that are too small (or short) to be observed experimentally.  

CG simulations can span volumes as large as 100 x 100 x 100 nm3 that in atomistic detail contain 

millions of particles, but contain many fewer with coarse-graining.  Coarse-graining also makes it 

possible to study processes that span microseconds to milliseconds in range.  Additionally, they can 

enable high-throughput studies of thousands of parallel simulations, and they may provide insights 

into the physical nature of a process by revealing which details matter and which do not in 

comparison with AA simulations.7 

 
Figure 1: Examples of CG mapping schemes for benzene 

 When creating a CG model, care must be exercised to capture the essential properties of the 

molecule(s) insofar as is possible, realistic, and relevant to what is being studied.  Coarse-graining 

smooths out the energy landscape in comparison with AA models,6 changes the geometry of the 

molecule(s), and may result in a variety of other differences depending on the methodology used. 

2.3 Amino Acid, Peptide, and Protein Characteristics  

 Amino acids are comprised of three notable chemical groups, two of which are common to 

all amino acids; these are an amine group and a carboxyl group connected through a carbon atom 

called the alpha-carbon (Cɻ) (shown in Figure 2 in the amino acid Serine as an example).  The 

particular structure of the chemical groups bonded to the alpha-carbon (if any) gives each amino 

acid its unique identity; this group is known as the side-chain.  Only one amino acid, glycine, has no 

side chain.  The rest all exhibit unique groups bonded to the alpha-carbon such that the alpha-

carbon is chiral, and the standard form found in biological systems is the L-conformation8 
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 Because of the chemical nature of the amine and carboxyl groups, amino acids can exist in 

charged and neutral states, and they exist as zwitterions at neutral pH.  Amino acids can be 

classified based on the properties of their side chains: hydrophobicity/hydrophilicity, charge, and 

polarity.  The amino acids lysine, histidine, arginine, aspartic acid, and glutamic acid possess a 

charge at neutral pH.8  A table of all twenty standard amino acids in their neutral forms is given in 

the appendix (Table A1.1). 

 
Figure 2:  Peptide characteristics shown on an example tripeptide.  Blue ï peptide 
backbone; Red ï amino acid side chains.  Alpha-carbon and Beta-carbon shown on 
serine as an example. 

Amino acids become linked together by the formation of the peptide bondɂa condensation 

reaction in which the nitrogen of the amine group of one amino acid bonds with the carbon of the 

carboxyl group of another amino acid.8  Larger structures that result from this (e.g. proteins and 

peptide amphiphiles) can be influenced by steric effects of side chains, secondary structures arising 

from hydrogen bond formation between peptide backbone oxygen and nitrogen atoms, and side 

chain interactions (e.g. pi-pi stacking).  Secondary ÓÔÒÕÃÔÕÒÅÓ ÉÎÃÌÕÄÅ ɻ-ÈÅÌÉÃÅÓ ÁÎÄ ɼ-sheets which 

Figure 3 shows. 

 When developing a CG MD amino acid/protein model, as this work represents, these are 

some of the characteristics that must be taken into consideration.  Section 4 following the literature 

review will describe the efforts made to capture the desired characteristics. 
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Figure 3: ɓ-pleated sheet and Ŭ-helix secondary structures. Hydrogen bonds between peptide 

backbones are shown with dotted lines. Image from ref 9, licensed under creative commons. 

3. Literature Review  

3.1 Experimental PA Studies  

 There are many examples in the literature of experimental PA design with self-assembly 

characteristics and useful applications.  A common self-assembled structure is a fiber as shown in 

Figure 4.  In one study, microparticles were synthesized that contained the drug doxorubicin inside 

a shell of PAs that were functionalized to target the folate receptor.  A 60-fold higher cytotoxicity 

was reported of the microparticles against a particular type of breast cancer cells, MDA-MB-231, 

compared with non-targeting particles and commercial doxorubicin.10  In another study, self-

assembly was demonstrated of a PA nanofibrous system with an antisense oligonucleotide (a 

potential therapeutic for several disorders) that exhibited enhanced cellular uptake and activity as 

compared with the oligonucleotide delivered without the peptide amphiphile.11  The Stupp lab has 

investigated PAs for neural regeneration.  They incorporated the laminin-derived IKVAV amino acid 

sequence into PAs and showed rapid, selective differentiation of neural progenitor cells into 
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neurons when cultured within the IKVAV PA.12  They then used the material to treat spinal cord 

injury and demonstrated a reduction in cell death at the site of the injury as well as an increase in 

oligodendroglia (cells that form the myelin sheath) and regeneration of neurons.13  More recently, 

the Matson lab designed hydrogels of functionalized self-assembling aromatic PAs for controlled 

release of H2S with potential biological applications.14  This is representative of the leading edge of 

research in drug delivery: to create biocompatible delivery systems that enable localized drug 

delivery and controlled release rates, and which undergo biodegradation in the process ofɂor 

shortly followingɂdrug release.  The PA-based hydrogels created by the Matson group have 

potential in all these areas. 

PAs may also be used for photochemical/photophysical and electronic applications such as 

light-harvesting complexes.  For example, Matsui and MacCuspie were able to fabricate 

metalloporphyrin nanotubes by coating PA nanotubes with the metalloporphyrin protoporphyrin 

IX Zn(II).15  Fry, Stupp, and coworkers also experimented with peptide amphiphiles and 

protoporphyrin IX Zn(II).  They synthesized self-assembled PA metalloporphyrin arrays that 

showed strong exciton interactions influenced by the peptide.16  Garifullin, et al., reported the 

encapsulation of a derivative of zinc phthalocyanine within self-assembled peptide amphiphile 

nanofibers.  The resulting complexes showed very fast intermolecular energy transfer, 

demonstrating the potential of PAs for the fabrication of supramolecular organic electronic 

devices.17  Thus it can be seen that a substantial amount of research has shown PAs to be promising 

candidates in the quest for improved and enhanced therapies and technologies. 

3.2 MD PA Studies 

Considering the diversity of characteristics and form as well as the potential applications 

that PAs have, research efforts have been made in the area of mechanisms of PA self-assembly into 

supramolecular structures such as fibers.  In MD studies, both AA models (e.g. CHARMM,18 Amber,19 

OPLS20) and CG models (e.g. Martini,21 PRME,22 and SDK23) have been used. Experimental and MD 
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studies have both shown that for most PA fibers, their assembly occurs first through the formation 

of micelles followed by the merging of micelles to form short cylindrical structures followed by 

elongation into fibers through further merges.24ɀ26  Early experimental and MD studies indicated 

ÔÈÁÔ ÈÙÄÒÏÐÈÏÂÉÃ ÉÎÔÅÒÁÃÔÉÏÎÓ ÏÆ ÔÈÅ ÁÌËÙÌ ÔÁÉÌÓ ÏÆ 0!Ó ÁÎÄ ÔÈÅ ÆÏÒÍÁÔÉÏÎ ÏÆ ɼ-sheets between the 

peptide portions of PAs are integral to the formation of fibers.27  A CG MD study performed by 

Velichko, Stupp, and Olvera de la Cruz showed that under conditions of pure hydrophobic 

interactions without hydrogen bonding, micelles will form.28  When the hydrophobic interactions 

were turned off and hydrogen bonding interactions were turned on, the PAs organized into one-

ÄÉÍÅÎÓÉÏÎÁÌ ɼ-sheets.  Fibers were only observed when both significant hydrophobic attraction and 

ÈÙÄÒÏÇÅÎ ÂÏÎÄÉÎÇ ÒÅÓÕÌÔÉÎÇ ÉÎ ɼ-sheet formation were at play.  Later studies, however, cast doubt 

ÏÎ ÔÈÅ ÉÍÐÏÒÔÁÎÃÅ ÏÒ ÅÖÅÎ ÎÅÃÅÓÓÉÔÙ ÏÆ ɼ-sheet formation for fiber formation, showing instead that 

ɼ-sheet content can be negligible in PA fibers and that van der Waals forcesɂand in some cases 

electrostatic interactionsɂmay have a much more significant role in fiber formation, along with 

hydrophobic interactions.24,29,30  Research has also suggested that water ordering near the 

comparatively hydrophilic peptide portion of a PA provides structure to the PAs and thereby 

facilitates fiber formationɂinsights gleaned from combined AA and CG MD studies supported by 

experimental validation.4  Altogether, the particular stable form (e.g. micelle, fiber, tube) of different 

PA self-assembled structures results from the particular strengths of and interplay between van der 

Waals forces, hydrogen bonding, and electrostatic interactions among the chemical constituents of 

the PAs and their surroundings.31,32  While insights thus have been gained through the use of MD, 

the particular models implemented in the study of amino acid based molecules do have various 

limitations.  In order to understand some of the strengths and weaknesses of these models, 

however, there must first be an understanding of MD and MD model development.  Thus the next 

few sections provide an overview of these topics, as well as some details on amino acids and their 
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characteristics which must be considered when modeling them, and then will be described some of 

the models that may be used for PAs. 

3.3 Methods for Development of CG Amino Acid & Protein Models  

 Several methods have been used to develop amino acid/protein models.  They generally fall 

into two categories based on the mathematical formulas used to define the potentials: 1) physics-

based ɀ in which the CG potential is described by bonded terms relating bond deformation and 

angles, as well as non-bonded terms describing Lennard-Jones interactions (dispersion and 

repulsion effects) and electrostatic interactions; and 2) knowledge-based ɀ an approach in which 

the CG potentials are determined by statistical analysis of known protein structures and defined by 

statistical models.  Physics-ÂÁÓÅÄ ÍÅÔÈÏÄÓ ÃÁÎ ÂÅ ÆÕÒÔÈÅÒ ÓÕÂÄÉÖÉÄÅÄ ÉÎÔÏ ȰÂÏÔÔÏÍ-ÕÐȱ ÁÎÄ ȰÔÏÐ-

ÄÏ×Îȱ ÁÐÐÒÏÁÃÈÅÓȢ  4ÈÅ ÆÏÒÍÅÒ ÉÓ ÏÎÅ ÉÎ ×ÈÉÃÈ !! ÍÏÄÅÌÓ ÁÒÅ ÕÓÅÄ ÁÓ ÔÈÅ ÂÁÓÉÓ ÂÙ ×ÈÉÃÈ #' 

potentials are derived; while the latter is thermodynamics-based, in which the CG potentials are 

derived by reproducing (as closely as possible) key experimental data, especially thermodynamic 

properties such as surface tension, free energy of solvation, and density.6,7 

With respect to AA-based CG force field development, there are three primary techniques 

that have been employed: the inverse Monte Carlo (IMC) method, iterative Boltzmann inversion 

(IBI), and force matching (FM), with the latter two being the most popular.7  With the IBI method, 

the goal is to match the CG bead radial distribution function (RDF) with that of its AA counterpart 

using a CG pair potential.  As its name suggests, it is an iterative process that proceeds until there is 

a convergence of the potential yielding the correct RDF.  However, a particular RDF may be 

reproduced by many different pair potentials such that the solution is not unique.  Yet the IBI 

method has been very popular because of its simplicity and quickness of convergence.6  The IMC 

method also attempts to match the CG RDF with the AA RDF, and it too is an iterative process.  It 

differs from IBI in that it handles correlations between CG force field parameters in an explicit 

wayɂsuch that their values are updated in an interdependent way, whereas in the IBI method the 
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updates are independentɂand with each iteration a set of linear equations is solved to find a better 

approximation for the force field parameters.6,33  Force matching, on the other hand, attempts to 

match CG pairwise forces to AA forces calculated based on a set of reference conformations.  A later 

development used AA molecular dynamics (MD) trajectories as the reference.  This process also 

may be iterative.6 

The AA-based, physics-based approaches are more likely to capture some of the fine details 

of the system while the top-down approach of using experimental thermodynamic data is more 

likely to provide CG potentials that are transferable to other systems or states.7  A protein-structure 

statistically-derived method can work well for computational biology projects because CG force-

fields derived in this manner are simple and efficient.  Yet their weakness is also in a lack of 

transferability; as Ingólfsson ÅÔ ÁÌȢ ÄÅÓÃÒÉÂÅ ÉÔȟ Ȱ7ÈÉÌÅ ÔÈÅ ÆÏÒÃÅ ÆÉÅÌÄ ÄÅÒÉÖÅÄ ÆÏÒ ÓÉÎÇÌÅ ÄÏÍÁÉÎ 

globular proteins will work well for a vast majority of single protein and peptide structures, the 

interaction between independent domains, interactions between proteins and nucleic acids, etc. 

require derivation of a new component of knowledge-ÂÁÓÅÄ ÆÏÒÃÅ ÆÉÅÌÄÓȢȱ7   

Another method of CG model development, as mentioned, is to optimize model parameters 

to reproduce experimental, thermodynamic properties.  Examples of models that utilize this 

method include the Martini model, in which partitioning free energies of amino acid side chains 

between water and oil (cyclohexane and butane) were used to develop non-bonded parameters;21 

and the Shinoda-Devane-Klein (SDK) model which used experimental values of density and surface 

tension for non-bonded amino acid/protein parameters of side chain analogues.23  Both of these 

models, along with some others, will be further described in the following section. 

3.4 Notable Protein Models  

 Amino acid CG models have predominantly been developed for examining the folding, 

characteristics, and behavior of proteins in large systems.6  Because such systems consist of a large 

number of particles, it is quite common to incorporate solvent effects into the model so that solvent 
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molecules are not simulatedɂthereby decreasing the total number of degrees of freedom and 

significantly speeding up the simulation.  In those cases, the model is an implicit solvent model, 

whereas a model that requires explicit representation of solvent molecules is called an explicit 

solvent model.  As can be seen in Table 1, many CG protein models are implicit solvent models: 

AWSEM (associative memory, water mediated, structure and energy model)34; Bereau & Deserno35; 

CABS (c-alpha, c-beta, side-chain)36; Hills, Lu, & Voth37; OPEP (optimized potential for efficient 

protein structure prediction )38; PaLaCe39; PRIME (protein intermediate resolution model)22; PRIMO 

(protein intermediate model)40; Rosetta41; and UNRES (united residue)42 models.  Many of these 

models place a greater emphasis on the protein backbone than on the side chains due to the 

influence of the backbone on secondary structure characteristics and protein folding.  Exceptions 

are the Martini21; PRIMO; and Hills, Lu, and Voth models, which allow a higher resolution for the 

side chains than many of the other models.  Of the explicit solvent models, the Martini model is 

certainly more widely used than the SCORPION model43, especially because the model has already 

been well developed for other types of moleculesɂsuch as lipids44 and DNA45ɂwhich is of use 

when modeling proteins in biological systems. 

 The Shinoda-Devane-Klein (SDK) model23 is another CG force field that can be used 

for protein and peptide simulations, yet only non-bonded parameters were developed for the 

model and not bonded parameters (only generic bonded parameters were used in the 

parameterization of the model).  Those who wish to use the SDK model thus may need to develop 

their own bonded parameters as in reference 46.  Regarding the non-bonded interactions, the softer 

LJ (9-6) potential form was used rather than the LJ (12-6) form shown in equation 1.  Additionally, 

the backbone was modeled in a somewhat crude way by simply using the Asparagine and 

Glutamine side chain beads for the standard and Alanine backbone beads.23  However, there is also 

an SDK CG water model that can be used in conjunction with the SDK protein model, in which 

parameters were developed for a CG water bead comprised of three water molecules.46 
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Table 1: Select CG Protein Models 

Model  Solvent 
Backbone 

Beads 
Side Chain 

Beads 
Development  

AWSEM implicit  2 (Cɻ, O) 1 (Cɼ) 
mixed: knowledge-based and 

physics-based 

Bereau & Deserno implicit  3 1 (Cɼ) knowledge-based 

CABS implicit  3 1 knowledge-based 

Hills, Lu, & Voth implicit  1 (Cɻ) up to 4 
physics-based, force-

matching 

Martini  explicit 1 up to 4 
physics-based, 

thermodynamics-based 

OPEP implicit  5 1 (proline: 3) 
mixed: physics-based and 

knowledge-based 

PaLaCe implicit  3 1-2 
physics-based, iterative 

Boltzmann inversion 

PRIME implicit  3 1 knowledge-based 

PRIMO implicit  3 up to 5 physics-based 

Rosetta implicit  
all backbone 

atoms 
1-2 

mixed: knowledge-based and 
physics-based 

SCORPION explicit 1 1-2 
physics-based, force-

matching 

UNRES implicit  2 1 physics-based 

It has already been shown that water plays a critical role in the self-assembly of PAs,4 and 

for that reason it seems best to employ explicit solvent in PA self-assembly simulations.  As noted 

already, the majority of protein models developed have been developed with implicit solvent 

parameters.  SCORPION, an explicit solvent CG protein model, only models amino acid structures 

with one backbone bead per amino acid residue (the monomeric unit), and side chains are modeled 

with at most two beads for a given amino acid.  This is one of the lower resolution options, whereas 
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a more intermediate resolution model of both the side chains and backbone may be more effective 

at closely capturing the behavior and interactions of both during PA self-assembly.  Additionally, 

the SCORPION model utilizes an elastic network rather than explicit bonded terms for the bonded 

interactions.43  The Martini model has a higher resolution for the side chains with up to four beads 

for a given amino acid.  However, the backbone is modeled with just one bead per residue, and 

when using the Martini model, it is required that one specify the type of backbone beadɂwhether it 

is in an alpha helix or beta sheet or free in solution, for example.  Furthermore, the Martini CG water 

model shows freezing behavior between 280-300 K which the developers corrected by introducing 

antifreeze particles along with the water to reproduce liquid behavior in that temperature range.44  

A set of CG water models that do not have this limitation has been recently developed in our group 

by Bejagam et al.33 

While any of the protein models discussed in the preceding paragraphs could be chosen for 

studying PAs, it may be that none of them captures PA-water interactions accurately, considering 

some of the limitations addressed.  If that is the case, then it is possible that the self-assembly 

pathways demonstrated from the use of those models may be wrong.  Yet a thorough knowledge of 

the actual steps involved in the process of self-assembly would be advantageous for designing PAs 

and controlling the self-assembly process.  Therefore we considered the development of new CG 

amino acid models a worthy endeavorɂmodels whose interaction parameters could be tuned with 

respect to the aforementioned water model developed in our group.33 

4. Model Development  

4.1 Overview  

In addition to utilizing the water models developed by Bejagam, et al.33 in order to create 

amino acid models for use with explicit solvent, we were interested in using other CG models that 

members of our lab had recently developed: CG models for hydrocarbons47,48 and benzene.33  These 
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could be used for modeling hydrocarbon tails of PAs and parts of amino acids as well.  We 

determined to create an intermediate-resolution model of both the amino acid side chains and the 

peptide backbone so as to more closely capture the behavior of both during PA self-assembly.  The 

peptide backbone would be parameterized such that it would not be necessary to set a 

predetermined secondary structure, unlike in the Martini model.21  Additionally, a 12-6 LJ 

functional form was chosen so as to harmonize with the water, hydrocarbon, and benzene models 

since those were developed with the same LJ functional form. 

Our mapping schemes would be 2:1 where possible, and only larger (e.g. 3:1 or 4:1) when 

constrained by the atomic bonding pattern within the molecule or in the event of other constraints 

necessary for creating a stable CG model.  A 2:1 mapping scheme would allow for greater accuracy 

as compared with beads containing larger numbers of heavy atoms per bead, while simultaneously 

offering an advantage in a decrease in the number of degrees of freedom which increases 

computational speed as compared with AA models as previously described.  The maximum number 

of heavy atoms represented in a given bead in the models developed is four (4:1 beads), as can be 

seen in the mapping schemes given in Table A1.1 in the appendix.  The overall ring structures of 

Phenylalanine, Tyrosine, Tryptophan, and Histidine were preserved.  The centers of the beads are 

located at the center of mass of the atoms they represent.  The mapping schemes that were 

developed also provide for transferability across amino acids where possible, such that in some 

cases the same bead type could be used in more than one amino acid (e.g. C2M in methionine, 

glutamine, and glutamic acid).  

We determined to develop a physics-based model as opposed to a knowledge-based model 

since the latter is derived from statistical analysis of large amino acid assemblies in the form of 

proteins and protein complexes, neither of which represents the target application for our model.  

We also determined that the base, initial model would only possess neutral beads corresponding to 

neutral (uncharged) amino acid side chains and termini.  The terms that our model would need to 
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account for are thus all of those given in equation 1 with the exception of the fifth term 

representing electrostatic interactions which is important for force fields (e.g. AA force fields) that 

possess particles with full or partial charges.  We also chose a hybrid method for parameterizing 

our model that utilizes AA distributions for developing the CG bonded parameters and 

experimental thermodynamic data for developing the non-bonded parameters of the CG force field.  

This methodology was successfully used in our group to develop the hydrocarbon models.47  The 

bonded parameters we could obtain by mapping distributions from AA molecular dynamics 

simulation trajectories to CG distributions.  The non-bonded parameters were determined in a 

manner similar to that used in the SDK model development, in which the non-bonded parameters 

or side chain beads were optimized to reproduce thermodynamic properties of amino acid side 

chain analogues.23  Side chain analogues are molecules that closely approximate the structure of the 

amino acid side chains.  For example, the side chain analogue of neutral Lysine is N-butylamine as is 

shown in Figure 16 on page 26.  While the SDK model was reported to have performed well in 

predicting the native structures of a set of proteins, bonded parameters were not specifically 

developed for the model, and beads that represented the backbone were patterned off of the 

Asparagine and Glutamine side chains23 as previously mentioned.  Additionally, while the SDK 

model was parameterized using only experimental values for density and surface tension, we 

included a third optimization experimental value, heat of vaporization, when such information was 

available for an analogue.  Including heat of vaporization in the optimization process would help 

ensure that the non-bonded parameters were really ideally optimized to reproduce the appropriate 

thermodynamics of the chemical constituents of the amino acids.   

Following development of the bonded and non-bonded parameters, we would be able to 

run CG PA simulations to test for self-assembly and the appropriateness of the parameters, and to 

determine what subsequent steps should be taken in the model parameterization.  Tuning the 
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interaction parameters with the water model also could be evaluated.  Obtaining hydration free 

energies for amino acid analogues was also used for that purpose. 

4.2 Mapping Schemes and Analogues 

Determining the mapping scheme is one of the first steps in CG model development.  In this 

section, the mapping schemes for the amino acids will be shown.  The choice of analogues used to 

represent the amino acid side chains, backbone beads, and termini beads will be discussed.  Any 

particularities for a given amino acid or analogue will also be conveyed.  More details of the 

mapping schemes are given in Table A1.1 (for the amino acids) and Table A1.2 (for the analogues) 

in the appendix. 

4.2.1 Alanine  

 

Figure 5: (a) Alanine with mapping scheme and (b) N-butylamine 

Alanine is the amino acid with the smallest side chainɂjust a methyl group.  This made it 

necessary to model the alanine backbone differently than the standard backbone associated with 

most of the other amino acids, with the side chain grouped in with the alpha carbon and nitrogen, 

as shown in Figure 5.  To have modeled the side chain separately would have resulted in a bead so 

lightweight that it would have been unstable at larger time steps than are possible when 

implementing a 2:1 or greater ratio mapping scheme.  A lower mass leads to a greater vibrational 

frequency in connection with any beads it is bonded to, and this correlates with a smaller time step 

required for stability.49  N-butylamine was chosen for parameterizing the alanine beads because of 
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its structural similarity, with both the backbone Alanine bead (AB) and the N-terminal alanine bead 

(ANT) modeled with the same non-bonded parameters. 

4.2.2 Arginine  

 

Figure 6: Arginine with side chain mapping scheme 

The structure of the arginine side chain is the most unique as compared with the other 

amino acid side chains.  The closest analogue to the nitrogenous end group is guanidine, for which 

not a large quantity of experimental thermodynamic data are available.  The pKa of this end group 

is 13.8,50 meaning it is almost never in neutral form, and almost always it is protonated.  DeVane, et 

al., during the creation of the SDK model, used experimental data from guanidinium salt solutions to 

parameterize the charged end group of arginine.23  Yet since the base model development described 

in this thesis is only of neutral species, we modeled a neutral form of arginine as well.  We used 

three beads to describe the side chain, as shown in Figure 6.  For the outermost bead in the side 

chainɂwhich represents two nitrogen atoms and one carbon with associated hydrogensɂwe used 

an AA model of the arginine side chain and ran simulations to calculate values for the density, heat 

of vaporization, and surface tension at 298 K for optimizing the non-bonded parameters.  Because 

the CHARMM AA force field does not include a model of a neutral arginine, we obtained partial 

charges for the atomic model from Gaussian51, an ab initio quantum chemistry software package 

that can be used for predicting many properties of molecules, including atomic charges.  Some of 

these charges were modified so as to harmonize better with the CHARMM values for the side-chain 

atoms and assign no difference between hydrogens bonded to the same carbon atom, as shown in 

Table A4.1 in the appendix which provides the atom names (as given in the CHARMM files), the 
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Gaussian charges, the CHARMM charges, and the charges that were assigned.  Regarding the other 

beads in the CG model, the middle side chain bead was modeled with the same non-bonded 

parameters as the NC (nitrogen plus Cɻ) bead of the backbone, and the inner side chain bead was 

modeled with the same non-bonded parameters as those of the two-carbon C2M bead previously 

developed by a member of the group from modeling hydrocarbons.47   

4.2.3 Asparagine  

 

Figure 7: (a) Asparagine with side chain mapping scheme, and (b) acetamide 

Because of the structure of the asparagine side chain, it was necessary to model the entire 

side chain as one bead as shown in Figure 7(a) above.  Experimental values of acetamide were used 

for optimizing the non-bonded parameters.  However, because the melting point of acetamide 

occurs at 81 °C (354 K),52 all simulations were run at 358 K at which temperature the molecule is in 

liquid form.  This was for the calculations performed in the optimization of the non-bonded 

parameters, as is described in Section 4.4. 

4.2.4 Aspartic Acid  

 

Figure 8: (a) Aspartic acid with side chain mapping scheme and (b) acetic acid 
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Like asparagine, the aspartic acid side chain was modeled as one bead (Figure 8(a)) because 

of the bonding pattern between the side chain atoms.  Acetic acid experimental values were used 

for optimizing the non-bonded parameters. 

4.2.5 Cysteine 

 

Figure 9: (a) Cysteine with side chain mapping scheme and (b) methanethiol 

The analogue for the cysteine side chain is methanethiol (methyl mercaptan); its similarity 

to the cysteine side chain is shown in Figure 9 above.  Its boiling point is 6 °C (279 K)52 so all 

simulations were run at 278 K.  The value for the heat of vaporization used was that at the boiling 

point, which is given in Section 4.5, as a close approximation to the value at 278 K since a value was 

not found for the slightly lower temperature. 

4.2.6 Glutamic Acid  

 

Figure 10: (a) Glutamic acid with side chain mapping scheme and (b) propionic acid 

Two beads were used to model the glutamic acid side chain (Figure 10(a)).  Non-bonded 

parameters for the outer beadɂrepresenting the carboxyl group of the side chainɂhad already 

been obtained by previous work done in the group (unpublished results) from optimization with 
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respect to propionic acid experimental values.  The inner bead was modeled with the same 

parameters as the C2M bead obtained in previous work.47  

4.2.7 Glutamine  

 

Figure 11: (a) Glutamine with side chain mapping scheme and (b) propionamide 

Propionamide was used as the analogue for glutamine as it represents the side chain very 

accurately as can be seen in Figure 11.  Its melting point is 81 °C (354 K),52 so all simulations were 

run at 356 K to target experimental thermodynamic properties of the liquid phase for optimizing 

the CG force field parameters.  The inner side chain bead was assigned the C2M type as in the case 

of the inner side chain bead of glutamic acid. 

4.2.8 Glycine 

 

Figure 12: (a) Glycine with mapping scheme and (b) N-butylamine. 

Glycine is the only amino acid that does not have a side chain.  Its N-terminal Cɻ-amine 

group was modeled the same as any other N-terminal group, and its backbone Cɻ-amine group was 

modeled the same as the standard backbone Cɻ-amine group, the only difference in both cases being 

an extra hydrogen as compared with the other N-terminal and backbone groups.  The standard N-

terminal analogue is N-butylamine which is shown in Figure 12 above to be a good analogue for the 

glycine N-terminal bead.  However, analysis of the AA CG-mapped distributions would indicate 



22 
 

whether the bonded parameters should be modeled the same as for the other standard amino acids 

or differently. 

4.2.9 Histidine  

 

Figure 13: (a) Histidine with side chain mapping scheme, and side chain analogues (b) 

pyridine, (c) pyrrole, and (d) toluene. 

The analogue of the histidine side chain is 4-methylimidazole.  Because experimental 

thermodynamic properties for the analogue are lacking in its liquid phase, we used pyridine, 

pyrrole, and toluene for optimizing the parameters of the three histidine side-chain beads.  The 

similarities of some of the constituents of these analogues to the histidine side chain mapped 

constituents can be seen in Figure 13.  The rmin values for the analogue and amino acid beads were 

compared to check for similarity as a validation (or contradiction) of the appropriateness of those 

analogues for parameterizing the histidine beads. 
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4.2.10 Isoleucine  

 

Figure 14: (a) Isoleucine with side chain mapping scheme and (b) 3,4-dimethylhexane. 
Dashed line shows that 2,5-dimethylhexane is a symmetric analogue of the isoleucine side 
chain. 

Butane is a close analogue of the isoleucine side chain, but it exists as a gas at room 

temperature, and its condensation point is -0.5 °C.52  Therefore, we chose 3,4-dimethylhexaneɂ

which is a liquid at room temperature52ɂfor optimizing the non-bonded parameters of the 

isoleucine side chain.  This is the same approach as that taken in the development of the SDK 

model23  We gave the outermost side chain bead the same parameters as the C2E bead in the 

hydrocarbon optimized previously by An, et. al.47  Yet because of the slight difference between the 

inner side chain bead and the outer side chain bead, as shown in Figure 14, we decided to model the 

inner side chain bead as different from the outer side chain bead.   

4.2.11 Leucine 

 

Figure 15: (a) Leucine with side chain mapping scheme and (b) 2,5-dimethylhexane. 
Dashed line shows that 2,5-dimethylhexane is a symmetric analogue of the leucine side 
chain. 

The side chain of leucine had to be modeled as one bead because of the bond pattern.  As 

with the isoleucine side chain, the most obvious analogue for leucineɂisobutaneɂis a gas at room 
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temperature and has the low condensation point of -11.7 °C.52  So using the same approach as 

DeVane, et al.,23 we used 2,5-dimethylhexane--which is liquid at room temperature52--for 

optimizing the non-bonded parameters of the leucine side chain.  Figure 15 shows that the 

symmetry of 2,5-dimethylhexane provides two identical beads that are exact analogues of the 

leucine side chain. 

4.2.12 Lysine 

 

Figure 16: (a) Lysine with side chain mapping scheme and (b) N-butylamine 

To model the neutral lysine side chain, we used N-butylamine to obtain non-bonded 

parameters for the outer side chain bead along with the C3M non-bonded parameters for the inner 

side chain bead.  As shown in Figure 16, N-butylamine is a near-exact match to the lysine side chain. 

4.2.13 Methionine  

 

Figure 17: (a) Methionine with side chain mapping scheme and (b) ethyl methyl sulfide 

Ethyl methyl sulfide is the analogue of the methionine side chain, as can be seen in Figure 

17.  The C2M parameters were used for the inner side chain bead, leaving only the outer side chain 

beadɂrepresenting the sulfur atom and outermost carbon with associated hydrogensɂto be 

optimized with respect to the experimental values of ethyl methyl sulfide. 



25 
 

4.2.14 Phenylalanine  

 

Figure 18: (a) Phenylalanine with side chain mapping scheme and (b) toluene 

Toluene is the obvious analogue for phenylalanine, as shown in Figure 18.  As our lab had 

already obtained non-bonded parameters for a two-carbon bead from modeling benzene (type 

BZ),33 those non-bonded parameters were used for the two-carbon side chain beads.  That left only 

the three-carbon bead non-bonded parameters to be optimized.  As in such cases with the other 

amino acid side chains, we verified this decision by comparing the RDFs of the toluene beads from 

using the BZ parameters with those of the AA mapped CG toluene RDFs and the phenylalanine side 

chain RDFs. 

4.2.15 Proline  

 

Figure 19: Proline with mapping scheme 

Proline has the peculiar feature of having a side chain that is connected back to the amino 

acid nitrogen, as shown in Figure 19 above.  It was decided that the three-carbon side chain bead 

could be modeled as C3M for its non-bonded parameters and that the nitrogen-Cɻ bead could be 

modeled using the same parameters as those developed for the lysine outer side chain bead.  

Comparing RDFs of the CG proline beads and the RDFs of the AA mapped proline beads shows that 

this is not an unreasonable approximation.  Pyrrolidine could be used to check or tune these 
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parameters to potentially better fit the structure, but that did not seem likely to be necessary to 

capture the essential attributes of the proline beads.  The tendency of proline to cause turns or 

kinks in a peptide or protein sequence is a more defining attribute of the amino acid, and that is 

more likely captured through the bond and angle distributions.  The Val-Pro-Leu tripeptide was 

used to obtain those distributions. 

4.2.16 Serine 

 

Figure 20: (a) Serine with side chain mapping scheme and (b) methanol 

As can be seen in Figure 20 above, the obvious analogue for serine is methanol.  Since 

methanol is a liquid at room temperature and is well-characterized with respect to its 

thermodynamic properties, there was no need to consider any other analogue option for obtaining 

the non-bonded parameters for the serine side chain bead. 

4.2.17 Threonine  

 

Figure 21: (a) Threonine with side chain mapping scheme and (b) ethanol 

Ethanol is the analogue we used for the threonine side chain because of its similarity to the 

threonine side chain as shown in Figure 21.  Like methanol for the serine side chain, ethanol is 
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liquid at room temperature and well-characterized with respect to its thermodynamic properties 

such that no other analogue option was necessary. 

4.2.18 Tryptophan  

 

Figure 22: (a) Tryptophan with side chain mapping scheme, and analogues (a) pyrrole 
and (b) toluene 

Tryptophan has the largest, bulkiest side chain.  Initially we tried to use five beads and two 

ri ngs for mapping the side chain, but we were not able to make that mapping scheme functional.  

When we attempted to run simulations with the five bead side chain, they were so unstable that 

they crashed immediately.  This instability appeared to result from some beads in the side chain 

being counted in intramolecular interactions multiple times, which happened in part because of the 

two ring structures (resulting in multiple paths along which a bead could interact with others) and 

in part because only the interactions between beads directly bonded to each other were excluded.  

A four-bead ring was also ruled out as problematic, so the mapping scheme was instead finalized as 

one ring made up of three beads with the masses as similar as possible.  As with histidine, however, 

the non-bonded parameters for these beads were optimized using more than one analogueɂ

toluene and pyrrole in this case.  The similarities of some of the constituents of these analogues to 

constituents in the tryptophan side chain are shown in Figure 22. 
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4.2.19 Tyrosine  

 

Figure 23: (a) Tyrosine with side chain mapping scheme and (b) m-cresol 

The analogue chosen for tyrosine was m-cresol because of its similarities to the tyrosine 

side chain and because of the availability of experimental thermodynamic data at an appropriate 

temperature for parameterization.  Because of the number of atoms in the tyrosine side chain and 

because of the way they are bonded to each other, a number of different options exist for the 

mapping scheme.  The particular mapping scheme we settled on, as shown in Figure 23(a), 

preserves a ring structure for the CG tyrosine.  Initially we attempted to model the tyrosine side 

chain with four beads, adhering to a preference for a 2:1 mapping scheme (two heavy atoms per 

bead).  This mapping scheme proved unstable, however, so the final mapping scheme consists of 

only three beads.  Toluene was used as the analogue for the three carbon bead, the two carbon bead 

was modeled with the same non-bonded parameters as those of the benzene bead, BZ,33 and the 

parameters for the bead with the hydroxyl group were optimized using m-cresol in combination 

with the already-developed non-bonded parameters for the other side chain beads.  Because the 

structure of m-cresol differs slightly from that of the tyrosine side chain, however, the bonded 

parameters for tyrosine were set based on the AA CG mapped distribution of the tyrosine dipeptide 

rather than from the m-cresol analogue. 
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4.2.20 Valine  

 

Figure 24: (a) Valine with side chain mapping scheme and (b) 2,3-dimethylbutane. Dashed 

line shows that 2,3-dimethylbutane is a symmetric analogue of the valine side chain. 

The analogue used for valine was 2,3-dimethylbutane since it exists as a liquid at room 

temperature and since the more obvious analogue, propane, exists in the gas phase at that 

temperature.52  This is also the same procedure that DeVane, et al. used in the development of the 

SDK model.23  Figure 24 shows that the symmetry of 2,3-dimethylbutane provides two identical 

beads that are exact analogues of the valine side chain. 

4.2.21 Backbone and Termini  

 

Figure 25: (a) A generic dipeptide showing the backbone mapping scheme, and analogues 

(b) N-methylacetamide and (c) diethylketone. 
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Figure 26: (a) A generic dipeptide showing the mapping scheme for the N-terminus and the 

C-terminus, and analogues (a) N-butylamine and (c) propionic acid. 

In this model, there are two beads for modeling the standard peptide backbone and two 

beads for modeling the termini, as shown in Figures 25 and 26.  This is different from most protein 

models which tend to use either one bead for the entire backbone repeat unit (Nitrogen, alpha-

Carbon, and carbonyl together) or which describe the backbone in AA detail, as shown in Table 1.  

Non-bonded parameters had already been determined by another group member for a bead with 

the same structure as the C-terminal bead when modeling propionic acid (unpublished results).  

The N-terminal bead was given the same parameters as the outer lysine side chain bead.  N-

methylacetamide was chosen as the analogue for the N-Cɻ bead (BNC), and diethylketone was 

chosen as the analogue for the backbone carbonyl (BCO).  Simulations for N-methylacetamide were 

run at 313 K since its melting point is 28 °C (301 K).52 

4.3 Bonded Parameters  

After the mapping schemes were determined, the next step that was undertaken was the 

running of AA simulations to obtain bond, angle, and distributions for the CG models by mapping 

the AA molecule to its CG version using the AA simulation trajectories.  Considering that we needed 

to obtain parameters for bonds, angles, and dihedral angles related to the side chain beads, terminal 

beads, and peptide backbone beads, we decided to run AA simulations of predominantly 



31 
 

homogeneous dipeptidesɂdipeptides that contain two of the same amino acid, e.g. alanyl-alanine 

and leucyl-leucine.  This would result not only in bonds and angles unique to a given amino acid in a 

peptide, but it would also produce backbone bonds and angles and their force constants for each 

dipeptide simulation.  Considering the uniqueness of the side chains of the different amino acids, 

the backbone bonds, angles, and force constants resulting from the AA simulations were likely to 

differ somewhat across dipeptide simulations.  Thus we determined to use all of the dipeptide 

simulations in addition to a valine tripeptide simulation to define what would seem to be optimal 

bonded parameters for the backbone beads.  Valine was chosen as the homogeneous tripeptide 

amino acid due to the moderate bulkiness of the side chain and single bead modeling of the side 

chain for ease of use.  SDF (structure) files of the dipeptides were obtained from PubChem53 and 

converted to PDB files using the molecular editing software Avogadro.54  Because of the uniqueness 

of proline and arginine, non-homogeneous dipeptides were used to model those amino acids.  

Additionally, because we chose to bundle the side chain of alanine in with its terminal and 

backbone beads, we used a homogeneous tripeptide, alanyl-alanyl-alanine, in order to capture 

those angles and dihedrals.  We also used structures that contained the L forms of the amino acids.   

For each dipeptide or tripeptide, Packmol55 was used to generate a PDB file containing five 

hundred dipeptide/tripeptide molecules.  The box sizes varied because the sizes of the different 

dipeptides/tripeptides varied.  Molecular dynamics simulations were run with the CHARMM18 force 

field and the molecular dynamics software NAMD56 (version 2.12), with the molecular visualization 

program VMD.57  The simulations were conducted at 298 K with a 1 fs time step for 5 ns, in the NPT 

ensemble (constant moles, pressure, and temperature) using Langevin dynamics for temperature 

control and the Nosé-Hoover Langevin piston barostat for pressure control.  A configuration file is 

given in the appendix, A26, as an example.  The Langevin thermostat is a popular choice for MD 

simulations.  It produces the correct canonical distribution and controls temperature by removing 

energy from the system with friction forces and by adding energy to the system with random 



32 
 

forces.58  The frictional and random forces are incorporated by adding them to the Newtonian 

equations of motion56 as shown in equation 6 ÉÎ ×ÈÉÃÈ ɾ ÉÓ ÔÈÅ ÆÒÉÃÔion coefficient, v is the velocity, 

Ὧ  is the Boltzmann constant, T is temperature, m is mass, and R(t) is the univariate Gaussian 

random process.  The fluctuating (random) force is described by the last term in equation 6 while 

the dissipative (frictional) force is described by the ‎ὺ term.  Pressure control with the Nosé-

Hoover Langevin piston barostat used in NAMD generates the correct NPT ensemble distribution 

when used in conjunction with the Langevin thermostat.56   

άὥ  Ὂὶ  ‎ὺ  
ς‎ὯὝ
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 Ὑὸ (6) 

NAMD implements the velocity-Verlet integration method for advancing the positions and 

velocities of each atom/bead in time, as shown in equations 7-10.  The velocity-Verlet algorithm is 

simple, it is symplectic (demonstrating long-time stability) and time-reversible, and it requires only 

one force evaluation for each time step, making it suitable for biomolecular simulations which are 

typically large and complex.56   
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Particle Mesh Ewald (PME) was used for electrostatic interactions.  PME is a method that 

divides the electrostatic interactions into a long-range contribution, which is calculated using a 

Fourier transform; and a short-range contribution, which is calculated in real space.  PME is both 

highly accurate and reasonably fast, thus making it a standard choice for MD simulations.59  For the 

non-bonded interactions, a cutoff of 12 Å was used with 1-4 scaling.  With respect to the cutoff, this 
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means that in the Lennard-Jones potential, calculations were performed only on atoms within 12 Å 

from each other rather than allowing the potential to very gradually drift towards zero at long 

ranges.  The 1-4 scaling means that within a molecule, non-bonded interactions between atoms 

located within two bonds from each other were ignored while the interactions between an atom 

and another atom three bonds away from it were calculated with reduced effect.  Interactions 

between atoms farther apart from each other than three bonds in the same molecule would have 

full effect. 

Following these AA simulations, the CG trajectory was created based on the AA simulation 

trajectory.  The way this works is by identifying which atoms in a molecule make up which bead 

and then by obtaining the center of mass of those atoms which becomes the center of mass of the 

bead.  Using these centers of mass, one can then calculate the length of the vector between two 

beads bonded to each other (i.e., the length of the bond between two beads bonded to each other), 

the angle created by three beads bonded to each other, and the dihedral angle created by four beads 

bonded to one another in series.  All the lengths of a bond of a given type, all the angles of a given 

type, and all the dihedrals of a given type are collected and binned into histogram distributions.  

The resulting curves are used to obtain the equilibrium bond lengths and angles and 

approximations of the dihedral angles.  These files also create a CG trajectory from the AA trajectory 

and from the information given about the mapping of the AA molecule to a CG molecule.  This CG 

trajectory for each dipeptide/tripeptide simulation was loaded into VMD to obtain the radial 

distribution function (RDF) for each bead type with itself.  The same procedure was carried out for 

the side chain and backbone analogues to check for consistency or discrepancy between the amino 

acid beads and the analogues used for obtaining optimal non-bonded parameters. 

4.4 Non-bonded Parameters  

The positions of the RDF peaks were used as center values for a narrow range given for 

optimization of the rmin values ×ÈÉÃÈ ÁÒÅ ÒÅÌÁÔÅÄ ÔÏ ÔÈÅ ʎ ÖÁÌÕÅÓ of the LJ potential for the beads 
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according to equation 11.  The RDF is a measure of the probability of finding another particle (e.g. 

atom, bead) within any given distance from the particle itself.  For any substance, the likelihood of 

finding a particle of its own kind within a distance less than that of the diameter of the particle is 

essentially zero because of the strong repulsive force that prohibits the overlapping of particles.  

But for a closely packed structure like a liquid, there will be a high probability of finding another 

particle at a distance approximately equal to the diameter of the particle (Chandler, 1987).60  This 

high probability corresponds to the first peak of a graph of the RDF.  In this way, the RDF can be 

ÕÓÅÄ ÔÏ ÏÂÔÁÉÎ ÔÈÅ ʎ ÖÁÌÕÅÓ ÏÆ ÔÈÅ ,* ÐÏÔÅÎÔÉÁÌ ÓÉÎÃÅ ʎ ÒÅÐÒÅÓÅÎÔÓ ÔÈÅ ÄÉstance at which the potential 

between two particles is zero. 2ÁÎÇÅÓ ÆÏÒ ÔÈÅ ʀ ÖÁÌÕÅÓ of the LJ potential were given a little wider 

and were based on the polarities of the atoms represented by the beads; for example, a maximum 

lower bound was typically -1.0 while a maximum upper bound was usually around -0.3.  

Hydrocarbon beads tend to have less negative epsilon values while beads containing one or more 

nitrogen or oxygen atoms tends to have more negative epsilon values.  The optimization algorithm 

can then select values from those ranges for testing in simulations, and the parameters were 

optimized by comparing the heat of vaporization, surface tension, and density values of the CG 

analogue simulations with the experimental values for those analogues.  Particle Swarm 

Optimization (PSO) was used for this purpose. 

ὶ  ς „ (11) 

PSO is an algorithm that takes inspiration from the movements of a flock of birds or swarm 

ÏÆ ÉÎÓÅÃÔÓȢ  4Ï ÂÅÇÉÎ ×ÉÔÈȟ Á ÓÅÔ ÏÆ ÖÁÌÕÅÓ ɉÁ ȰÐÁÒÔÉÃÌÅȱɊ ÆÏÒ ÔÈÅ ÆÏÒÃÅ-field parameters to be optimized 

is randomly selected based on the supplied ranges for use in a test simulation.  Many such particles 

are generated for simultaneous test simulations.  Each particle is analogous to a bird in a flock (or 

insect in a swarm).  In our case, we chose to generate forty such particles for each iteration of the 

PSO for broad coverage of the parameter space to facilitate quicker identification of optimal force 

field parameters.  Once the heat of vaporization, surface tension, and density were calculated for 
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each simulation, they were compared with the experimental values and ranked based on the errors.  

The best set is that which corresponds to the lowest error.  For the subsequent iteration, the best 

particle remains the same, and all other particles have their values adjusted slightly in the direction 

ÏÆ ÔÈÅ ÖÁÌÕÅÓ ÏÆ ÔÈÅ ÂÅÓÔ ÐÁÒÔÉÃÌÅȢ  ! ÒÅÃÏÒÄ ÉÓ ÁÌÓÏ ËÅÐÔ ÏÆ ÁÎ ÉÎÄÉÖÉÄÕÁÌ ÐÁÒÔÉÃÌÅȭÓ ÂÅÓÔ ÓÅÔɂand 

updated when it changesɂso that the particle may be moved in that direction as well.  The 

maximum amount by which each value can change is given by the investigator.  PSO is implemented 

using equations (12) and (13) in which V represents how quickly a given value changes (its 

velocity), x represents the value itself, the subscript n stands for the current step, and n+1 stands for 

the next step.  The global best (the best set of values across all iterations) is represented by gbest, 

and pbest is for the personal best set of a particle. The value of rand() is a random number between 0 

and 1, w is an inertia factor, and c1 and c2 are swarm and personal constants, respectively.  The first 

term in equation (12) is an inertial term that stabilizes the particle motion, and the constants c1 and 

c2 give the relative magnitude or pull in the direction of the global best and personal best, 

respectively.  The position of a particle is updated based on the distance traveled over a discrete 

time interval (ɝt = 1).33  The investigator can set the number of iterations to be completed.  In the 

case of this study, PSO was able to minimize the overall error within the first 40 or so iterations 

when using 40 particles.   

ὠ ύ ὠz ὧρz ὶὥὲὨ ᶻὫ ȟ  ὼ ὧςz ὶὥὲὨz ὴ ȟ ὼ  
(12) 

ὼ  ὼ  ὠ  zЎὸ 
(13) 

In addition to the PSO, an artificial neural network (ANN) was incorporated after the first 

four iterations.  The data from those iterationsɂand all subsequent iterationsɂwere given to the 

ANN which used the data to produce a parameter set for each following iteration that seemed 

likelyɂbased on the ANN computationsɂto result in a reduced overall error.  The ANN works in 

ÔÈÅ ÆÏÌÌÏ×ÉÎÇ ÍÁÎÎÅÒȢ  ! ÓÅÔ ÏÆ ÉÎÐÕÔ ÖÁÌÕÅÓ ÃÏÍÐÒÉÓÅ ÔÈÅ ÆÉÒÓÔ ȰÌÁÙÅÒȢȱ  4ÈÅ ÆÉÎÁÌ ÌÁÙÅÒ ÉÓ ÃÏÍÐÒÉÓÅÄ 

of the output valuesɂtarget values or predictions.  Any layers between the input and output layers 
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ÁÒÅ ÃÁÌÌÅÄ ÈÉÄÄÅÎ ÌÁÙÅÒÓȟ ÁÎÄ ÔÈÅÙ ÁÒÅ ÃÏÍÐÒÉÓÅÄ ÏÆ ȰÎÏÄÅÓȱ ×ÈÉÃÈ ÁÒÅ ÅÓÓÅÎÔÉÁÌÌÙ ÐÒÏÃÅÓÓÉÎÇ 

centers, playing a role like that of biological neurons.  Layers are connected to each other, receiving 

inputs from the nodes of the previous layer, and sending outputs to the next layer, except in the 

cases of the input layerɂwhich has no inputs to itselfɂand the output layer, which does not send 

output on to any further layers.  The inputs to a node are individually weighted (with weights that 

can be tuned), and they are summed together and passed through an activation function to produce 

the output of the node.  The activation function acts like an on/off switch such that the output is 

only passed on to the next layer if a certain threshold value is reached.33  For this research study, 

TensorFlow61 (a Python library created by Google developers) was utilized for implementation of 

the ANN with the exponential linear unit (ELU) activation function; an input layer, five hidden 

layers, and an output layer; and dropout to help prevent overfitting.  The number of input nodes 

corresponded to the number of target properties for each system (e.g. targeting density, heat of 

vaporization, and surface tension corresponds to three input nodes), and the number of nodes in 

the output layer corresponded to the number of force field parameters to be fitted.  Each hidden 

layer contained fifty nodes.  Incorporating the ANN into the PSO is not absolutely necessary for 

achieving good results, but it can lead to a satisfactorily minimal error sooner than PSO alone and is 

not in any way detrimental.33  In some cases, it was even able to lead to more accurate predictions if 

the given ranges for the PSO did not encompass the best values, thus guiding the model 

development.  Figure 27 illustrates how the ANN is incorporated into the optimization algorithm. 
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Figure 27: Schematic showing PSO and ANN incorporation with MD simulations to develop 

optimized force field parameters. 

4.5 Calculation of Thermodynamic Properties  

To obtain the density of a simulation, the number of molecules, the molecular weight of 

each molecule, and the simulation box size must be known.  The density was calculated according to 

equation (14) below in which ʍ, m, and V have their usual meanings of density, mass, and volume, 

respectively.  N stands for the number of molecules in the system, MW is the molecular weight, NA is 

!ÖÏÇÁÄÒÏȭÓ ÎÕÍÂÅÒȟ ÁÎÄ Lx, Ly, and Lz are the box lengths in the x, y, and z dimensions, respectively. 

”  
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The surface tension was calculated using equation 15 in which Lz is the box length in the z 

dimension, and Pzz, Pxx, and Pyy are the pressure tensors in the z, x, and y dimensions, respectively.  

The simulation is run at constant volume with the box length extended in the z dimension to the 

extent that a region of vacuum is created above the liquid surface. 
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The heat of vaporization (ɝ(vap) was calculated using equation (19).  The volume of the 

liquid phase, Vliq, is negligible as compared with the volume of the gas phase, Vgas; and with the 

assumption that the gas is an ideal gas such that the kinetic energies of the molecule in the gas and 

liquid phases are the same, equation (17) becomes equation (18).  C is a correction term that is 

usually small and neglected, giving equation (19) which is used for calculating the heat of 

vaporization from MD simulations in which T is the temperature of the simulation.62  R is the ideal 

gas constant.  The potential energy of the gas phase, Ὁ , is obtained by simulating one 

molecule in a box at constant volume to imitate the lack of intermolecular interactions experienced 

by a molecule in the gas phase as per the ideal gas law.  The potential energy of the liquid phase, 

Ὁ , is obtained from the same simulation conducted to determine the density.  Since the 

potential energy is a combination of the intermolecular and intramolecular energies, the potential 

energy of the gas phase can be set as zero for CG simulations in which a molecule is represented as 

a single bead. 

ЎὌ  Ὄ  Ὄ  (16) 

ЎὌ   Ὁ Ὕ  Ὁ Ὕ ὴὠ  ὠ  (17) 

ЎὌ   Ὁ Ὕ  Ὁ Ὕ ὙὝ ὅ (18) 

ЎὌ   Ὁ Ὕ  Ὁ Ὕ ὙὝ (19) 

 Five hundred molecules were used for the density and surface tension simulations.  Each 

simulationɂfor density, surface tension, and heat of vaporizationɂwas run for a total of 2 ns.  Non-

bonded interactions were calculated by excluding 1-2 interactions and with a cutoff of 12 ᴠȢ  

Constant temperature was simulated using the Langevin thermostat, and constant pressure 

simulations were conducted with the Nosé-Hoover Langevin piston barostat56 as described in the 

previous section. 
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4.5 Results and Discussion  

Prior to moving forward with setting the non-bonded parameters for the backbone and 

termini beads as the same across all dipeptides, a quick comparison of the AA CG mapped RDFs of 

the backbone and termini beads showed similarities as can be seen in Figure 28.  This provided 

verification that it would be suitable to treat the beads as the same regardless of which amino acid 

they are associated with.  The RDFs also indicate that the environment of a beadɂwhich other 

beads are attached to the molecule and are in the vicinity, as well as their sizes and crowding 

effectsɂcan influence the RDF. 

 
Figure 28: AA RDFs of (a) NCT, (b) CO, (c) NC, and (d) COO1 beads from the homogeneous 

methionine (MetMet), glutamine (GlnGln), and histidine (HisHis) dipeptides. 

After the desired number of optimization cycles (100 at least with a maximum of 200, 

depending on the dipeptide) the top typically 1-3 sets with the lowest errors were selected for 

testing over ten nanoseconds.  This allowed the selection of optimal non-bonded parameters for 

each bead type.  It was also an important verification step because the top PSO result did not 

necessarily correlate with the top result after 10 ns simulations.  While the density error remained 
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essentially the same for the 2 ns optimization cycle and the 10ns simulation, the heat of 

vaporization and surface tension errors in some cases were different such that the error showed an 

increase up to about 6% (e.g. from 2% error to 8% error).  Additionally, we targeted a very low 

density errorɂwithin 2% of the experimental value; a surface tension error within 5% of the 

experimental value; and a heat of vaporization error as low as possible while optimizing the density 

and surface tension errors.  The heat of vaporization error tends to be much higher, perhaps partly 

because the energy landscape for a CG model is much smoother than that of an AA model and the 

energy landscape in reality.6   

Interestingly, the analogues methanol (for serine), ethanol (for threonine), and m-cresol 

(for t yrosine) all showed the worst matches to their experimental heat of vaporization values by 

far, with the errors for the CG models being 52% for both methanol and ethanol and 29% for m-

cresol.  Since these three analogues all contain a hydroxyl group--and since they are the only 

analogues that contain a hydroxyl group--it seems likely that the peculiar hydrogen bonding 

capacity of the hydroxyl group may be the cause of the extremely high heat of vaporization errors.  

The analogues containing an amine group do not exhibit such poor matches to the experimental 

heat of vaporization values despite their hydrogen bonding capacity, so in the cases of methanol, 

ethanol, and m-cresol, it appears to be the oxygen atom that makes the difference.  However, the CG 

water models previously developed by Bejagam, et al.33 do not have such high errors with respect 

to the heat of vaporization values.  So perhaps the results shown here have not only to do with the 

character of the hydroxyl group, but also the character of the molecules in that the carbon-

containing segments are quite different in their properties from the hydroxyl group itself.  Further 

investigation would be useful in helping to elucidate and overcome this issue. 

With respect to the RDFsɂwhich are impacted by the non-bonded parameters, not the 

bonded parametersɂthe CG bead peaks are usually much sharper and higher than those of the AA 

CG-mapped peaks.  Frequently, if there is a shoulder or a more gradual slope in the AA RDF initial 
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peak, the CG initial peak exists where the shoulder is, or in the middle of the slope, or between the 

shoulder and the initial peak when comparing with the AA CG-mapped distrib ution.  The RDFs for 

the methionine terminal and backbone beads are shown in Figure 29, comparing the AA CG mapped 

distributions with the CG distributions.  Methionine was chosen as the example for the backbone 

and terminal beads because its AA RDFs are the most pronounced, as shown in Figure 28.  The 

results for the NCT (neutral N-terminal) , CO (backbone carbonyl bead), and NC (backbone N-Cɻ) 

beads seem to indicate that the analogues chosen for the backbone and terminal beads were 

reasonable.  The CG RDF for the COO1 (neutral C-terminal)  bead (Figure 29(d)) is a rather poor 

match to the AA RDF.  However, because the COO1 bead represents a carboxyl functional group, and 

the carboxyl functional group of propionic acid was used as the analogue, there is no reason to 

suspect that propionic acid was not a sufficiently good analogue to represent the C-terminal bead, 

COO1.  Furthermore, the result shown is essentially the same when comparing the CG RDF of the 

propionic acid bead with the AA CG-mapped RDF of the propionic acid bead.  This indicates that a 

simple coarse-graining of the carboxyl group fails to capture the AA details of the carboxyl group.  

Comparisons of the CG RDFs for each dipeptide side chain bead type with their AA mapped CG 

counterparts show that the analogue choices for those bead types were suitable as well; all such 

ÆÉÇÕÒÅÓ ÁÒÅ ÇÉÖÅÎ ÉÎ ÔÈÅ ÁÐÐÅÎÄÉØ ÆÏÒ ÔÈÅ ÒÅÁÄÅÒȭÓ ÅØÁÍÉÎÁÔÉÏÎȢ  #ÏÎÓÉÄÅring the unusual nature of 

the proline side chain, as discussed previously, it should be noted that the CG RDFs of the proline 

backbone (PNC) and side chain (PS) beads correspond well to their AA CG-mapped RDFs, as shown 

in Figure A18.6 in the appendix. 
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Figure 29: Comparisons of AA coarse-grain mapped (AA) RDFs vs coarse-grained (CG) RDFs of 

(a) NCT, (b) CO, (c) NC, and (d) COO1 from the methionine dipeptide. 

Following the 10 ns simulations to finalize the non-bonded parameters, 100 ns simulations 

were conducted to further validate these parameters.  The trajectory from each simulation was 

divided into segments from 50-60 ns, 60-70 ns, 70-80 ns, 80-90 ns, and 90-100 ns to obtain block 

average values for the density, surface tension, and heat of vaporization; these values are reported 

in Tables A2.1-A2.3 in the appendix and shown in Figures 30-32 below.  Percent errors were 

calculated in accordance with equation 20. 

Ϸ Ὡὶὶέὶ 
ȿὩὼὴὩὶὭάὩὲὸὥὰὅὋ άέὨὩὰȿ

ὩὼὴὩὶὭάὩὲὸὥὰ
 (20) 
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Figure 30: Comparisons of experimental and CG model densities. BB stands for backbone.  
Experimental data from refs 

63ï67
. 

 
Figure 31: Comparisons of experimental and CG model heats of vaporization. BB stands for backbone.  
Experimental data from refs 

63,65,68
. Experimental values for heat of vaporization for molecules in braces   

{ example } were not found.  
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Figure 32: Bar graph comparisons of experimental and CG model surface tensions. BB stands for 
backbone.  Experimental data from refs 

63ï66,68,69
. 

With the non-bonded parameters having been determined for the amino acid side chain and 

backbone beads, those values were plugged back into the dipeptide parameter files to finalize the 

bonded parameters and test the CG dipeptide simulation densities against the AA dipeptide 

simulation densities.  The density results are given in Table 3 with percent errors calculated in 

accordance with equation 20 above with the substitution of the AA value in place of experimental.  

For the most part the density errors were not large, but in the case of the glycine dipeptide the 

error was 11.73%.  As will be shown in some paragraphs that follow, this errorɂand that for any of 

the dipeptides, by extensionɂcan vary dramatically based on the non-bonded parameters used and 

the exclusion criteria provided in the configuration file for a simulation.  The bond, angle, and 

dihedral distributions, along with mapping schemes and RDFs, are included in the appendix, for 

both analogues and peptides; the graphs represent the best outcomes from optimization and 
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selection of the non-bonded and bonded parameters given some of the constraints described in the 

paragraphs below.  

Table 3: Density comparisons, all atom (AA) vs coarse-grained (CG) models 

Dipeptide/Tripeptide  AA Density (g/cm 3) CG Density (g/cm3) Percent Error  

Ala-Ala-Ala 1.170 1.169 0.16 

His-His 1.331 1.250 6.11 

Leu-Leu 1.011 0.991 2.00 

Lys-Lys 1.120 1.067 4.73 

Asn-Asn 1.358 1.290 4.99 

Asp-Asp 1.371 1.335 2.66 

Ala-Arg 1.207 1.194 1.05 

Cys-Cys 1.359 1.259 7.39 

Gln-Gln 1.277 1.283 0.47 

Glu-Glu 1.289 1.233 4.32 

Gly-Gly 1.321 1.166 11.73 

Ile-Ile 1.014 0.987 2.71 

Met-Met 1.188 1.161 2.25 

Phe-Phe 1.134 1.123 1.03 

Val-Pro-Leu 1.062 1.021 3.91 

Ser-Ser 1.337 1.245 6.87 

Thr-Thr 1.179 1.193 1.24 

Trp-Trp 1.218 1.244 2.11 

Tyr-Tyr 1.204 1.238 2.88 

Val-Val 1.039 0.977 5.98 

average % error  .          .          .          .          .          .          .          . 3.73 

In this final parameterization for setting the bonded parameters, there were four primary 

matters of importance that had to be taken into consideration and addressed.  The first was that CG 

distributions are much more uniform than AA distributions often are.  While an AA distribution 

may have, for example, two peaks in a bond distribution, the CG distribution will have only one.  
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This is also true of the angle distributions.  The dihedral distributions may have more than one peak 

in the CG distribution, but in some cases many different attempts to find a matching dihedral for the 

CG model failed, and the only outcome that could be obtained was a dihedral that was shifted (as in 

figure A10.5(e)) or a non-existent (flat) dihedral (as in Figure A9.5(e)).  Good matches could be 

obtained for many of the dihedrals, however, as shown in the dihedral figures in the appendix. 

The second matter of note is that higher force constants require a smaller time step because 

a stiffer force constant engenders a higher vibrational frequency which correlates with smaller time 

steps.49  This meant that in cases such as the bonds and angles in ring structures (e.g. the side chain 

of Histidine), while the all-atom distribution might have required a very high force constant to 

match it, the final force constant for each bond and angle given as the CG parameter was lower to 

help ensure stability at a time step of 5 femtoseconds or greater.  The lower the time step, the 

longer it takes for the simulation to reach microseconds in length; therefore it is preferable to have 

as high a time step as seems to be reasonable considering the parameterization.  Figure 33 shows, 

as an example, the AA and CG distributions for a bond and an angle in the Histidine side chain. 

 
Figure 33: Comparisons of all-atom (AA) mapped and coarse-grained (CG) distributions in (a) 

bond NCR2-NCR1 and (b) angle NCR2-CCR1-NCR1 in the histidine side chain. 

A third matter of importance was to parameterize the bonded interactions in such a way as 

to harmonize them across the backbones of the different dipeptides.  As was mentioned previously, 

there are certain backbone bonds and angles such as CO-NC and CO-NC-COO1 that were in most of 
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the dipeptide simulations, and we decided to consider all the dipeptide distributions and attempt to 

harmonize them to obtain the most reasonable parameters.  As it turned out, this was not 

challenging to do since the common bonds and angles were largely consistent across dipeptides as 

can be seen in Figures 34, 35, and 36 below. 

 
Figure 34: Comparisons of backbone bond distributions for the bonds NCT-CO (top row), CO-NC 
(middle row), and NC-COO1 (bottom row) from the cysteine (first column), phenylalanine (second 
column), and threonine (third column) dipeptides. 



48 
 

 
Figure 35: Comparison of backbone angle distributions for the angles NCT-CO-NC (top row) and 
CO-NC-COO1 (bottom row) from the cysteine (first column), phenylalanine (second column), and 
threonine (third column) dipeptides. 

 
Figure 36: Comparison of backbone NCT-CO-NC-COO1 distribution from the cysteine (left), 
phenylalanine (center), and threonine (right) dipeptides. 

The fourth  issue of note is that some shifting of bonds and angles and some narrowing of 

angle distributions were noticed in the CG distributions as compared with the AA distributions.  

Upon investigation, it became apparent that the primary cause of this was from non-bonded 

interactions of beads within a molecule that were within two or three bonds of each other, since we 

ÈÁÄ ÏÎÌÙ ÅØÃÌÕÄÅÄ ÉÎÔÅÒÁÃÔÉÏÎÓ ÂÅÔ×ÅÅÎ ÂÅÁÄÓ ÄÉÒÅÃÔÌÙ ÂÏÎÄÅÄ ÔÏ ÅÁÃÈ ÏÔÈÅÒ ɉȰÅØÃÌÕÄÅ ρ-ςȱ ÉÎ ÔÈÅ 
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configuration file).  When excluding interactions between beads that were within two bonds of each 

ÏÔÈÅÒ ɉȰÅØÃÌÕÄÅ ρ-σȱɊȟ ÔÈÅ ÓÈÉÆÔÉÎÇ ÁÎÄ ÎÁÒÒÏ×ÉÎÇ ÌÁÒÇÅÌÙ ÄÉÓÁÐÐÅÁÒÅÄ ÔÏ ÁÌÌÏ× ÍÕÃÈ ÂÅÔÔÅÒ ÏÖÅÒÌÁÐ 

ÂÅÔ×ÅÅÎ ÔÈÅ #' ÁÎÄ !! ÄÉÓÔÒÉÂÕÔÉÏÎÓȢ  4ÈÉÓ ×ÁÓ ÁÌÓÏ ÔÒÕÅ ÏÆ ÕÓÉÎÇ ȰÅØÃÌÕÄÅ ÓÃÁÌÅÄρ-τȱ ÉÎ ÔÈÅ 

configuration file.  Figures 37, 38, and 39 show examples of this from the leucine dipeptide; the 

bonded and non-bonded parameters used were the same for both CG models, but they do not 

represent the final parameters chosen for the CG model.  Problematically, to ÕÓÅ ȰÅØÃÌÕÄÅ ρ-σȱ ÏÒ 

ȰÅØÃÌÕÄÅ ÓÃÁÌÅÄρ-τȱ often leads to greater instability in simulations and thus requires a smaller time 

step.  Since, then, we were still able to maintain good overlap in many casesɂas can be seen in the 

figures in the appendixɂand only very little overlap in some, we decided to continue the 

ÐÁÒÁÍÅÔÅÒÉÚÁÔÉÏÎ ×ÉÔÈ ȰÅØÃÌÕÄÅ ρ-ςȱ ÁÔ ÌÅÁÓÔ ÔÏ ÔÈÅ ÐÏÉÎÔ ÏÆ ÁÔÔÅÍÐÔÉÎÇ ÓÉÍÕÌÁÔÉÏÎÓ ÏÆ 0! ÓÅÌÆ-

assembly using our CG models to obtain some indication of the amino acid bead and water bead 

interactions and how they might need to be adjusted.  Later model development focusing on 

ÉÍÐÒÏÖÉÎÇ ÓÔÁÂÉÌÉÔÙ ÉÎ ÔÈÅ ÃÁÓÅ ÏÆ ȰÅØÃÌÕÄÅ ρ-σȱ ÏÒ ȰÅØÃÌÕÄÅ ÓÃÁÌÅÄρ-τȱ ÃÏÕÌÄ ÙÉÅÌÄ ÏÖÅÒÁÌÌ 

improvements in the model while enabling useful speed of simulations.  Because the all-atom 

distributions have already been obtained, it would also be quite simple to generate the appropriate 

ÐÁÒÁÍÅÔÅÒÓ ÆÏÒ ÔÈÅ ÃÁÓÅ ÏÆ ȰÅØÃÌÕÄÅ ρ-σȱ ÏÒ ȰÅØÃÌÕÄÅ ÓÃÁÌÅÄρ-τȢȱ  4ÈÅ ÎÏÎ-bonded parameters 

would not need to be changed except for in two cases: 1) the CG bead representing the peptide 

backbone carbonyl, as that was parameterized based on a 3-bead mapping of diethylketone, and 2) 

the C2E2 bead for isoleucine as that was parameterized based on the four-bead mapping scheme 

shown in Figure 14(b).  Some of the distributions (e.g. bond and angle distributions within ring 

structures such as that of the phenylalanine side chain) are not likely to differ based on the 

exclusion criteria.   
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Figure 37: Comparisons of bond distributions, from the leucine dipeptide, between all-atom 
mapped (AA), coarse-grained using ñexclude 1-2,ò (CG 1-2) and coarse-grained using ñexclude 1-
3ò (CG 1-3).  The same bonded and non-bonded parameters were used for both CG distributions. 
Distributions are of (a) C41-NCT, (b) NCT-CO, and (c) CO-NC. 

 
Figure 38: Comparisons of angle distributions, from the leucine dipeptide, between all-atom 
mapped (AA), coarse-grained using ñexclude 1-2,ò (CG 1-2) and coarse-grained using ñexclude 1-
3ò (CG 1-3).  The same bonded and non-bonded parameters were used for both CG distributions. 
Distributions are of (a) C41-NCT-CO, (b) CO-NC-COO1, and (c) C41-NC-COO1. 

 
Figure 39: Comparisons of dihedral distributions, from the leucine dipeptide, between all-atom 
mapped (AA), coarse-grained using ñexclude 1-2,ò (CG 1-2) and coarse-grained using ñexclude 1-
3ò (CG 1-3).  The same bonded and non-bonded parameters were used for both CG distributions. 
Distributions are of (a) C41-NCT-CO-NC, (b) NCT-CO-NC-C41, and (c) NCT-CO-NC-COO1. 
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To test these hypotheses, the non-bonded parameters for the diethylketone beads were 

ÏÐÔÉÍÉÚÅÄ ÕÎÄÅÒ ÔÈÅ ȰÅØÃÌÕÄÅ ρ-σȱ ÃÏÎÓÔÒÁÉÎÔȢ  4ÈÅ ÏÐÔÉÍÉÚÅÄ ÎÏÎ-bonded parameters for the 

carbonyl bead were then plugged into glycine, histidine, alanine, and leucine CG dipeptide 

ÓÉÍÕÌÁÔÉÏÎÓ ÔÏ ÏÐÔÉÍÉÚÅ ÔÈÅ ÂÏÎÄÅÄ ÐÁÒÁÍÅÔÅÒÓ ÆÏÒ ÔÈÏÓÅ ÄÉÐÅÐÔÉÄÅÓ ÕÎÄÅÒ ÔÈÅ ȰÅØÃÌÕÄÅ ρ-σȱ 

constraint.  The densities of those simulations with optimized bonded and non-bonded parameters 

were then compared with the AA simulation densities of those dipeptides.  The optimized non-

bonded parameter values for the CO bead are given in Table 4.  Table 5 shows the results of the CO 

ÂÅÁÄ ÐÁÒÁÍÅÔÅÒÉÚÁÔÉÏÎ ×ÉÔÈ ȰÅØÃÌÕÄÅ ρ-ςȱ ɉÆÒÏÍ Á ρππ ÎÓ ÓÉÍÕÌÁÔÉÏÎɊ ÖÅÒÓÕÓ ȰÅØÃÌÕÄÅ ρ-σȱ ɉÆÒÏÍ Á 

10 ns simulation; if the simulation were extended to 100ns, the results ought to be similar).  Table 6 

ÃÏÍÐÁÒÅÓ ÔÈÅ ÄÅÎÓÉÔÙ ÒÅÓÕÌÔÓ ÆÏÒ !! ÖÅÒÓÕÓ #' ȰÅØÃÌÕÄÅ ρ-ςȱ ÖÅÒÓÕÓ #' ȰÅØÃÌÕÄÅ ρ-σȱ ÆÏÒ ÔÈÅ ÔÅÓÔ 

dipeptides GlyGly, HisHis, AlaAla, and LeuLeu.  Figure 40 compares the RDFs of the AA CG-mapped, 

#' ȰÅØÃÌÕÄÅ ρ-ςȟȱ ÁÎÄ #' ȰÅØÃÌÕÄÅ ρ-σȱ ÏÐÔÉÍÉÚÅÄ #/ ÂÅÁÄ ÉÎ ÄÉÅÔÈÙÌËÅÔÏÎÅ ɉ&ÉÇÕÒÅ 40(a)) and the 

leucine dipeptide (Figure 40(b)).  Figures 41 and 42 provide examples of optimized bond and angle 

distr ibutions, respectively, of the lÅÕÃÉÎÅ ÄÉÐÅÐÔÉÄÅ ÆÏÒ ÔÈÅ ÃÁÓÅÓ ÏÆ #' ȰÅØÃÌÕÄÅ ρ-ςȱ ÁÎÄ #' 

ȰÅØÃÌÕÄÅ ρ-σȱ ÉÎ ÃÏÍÐÁÒÉÓÏÎ ×ÉÔÈ ÔÈÅ !! #'-mapped distributions.  These distributions were 

improved in most cases.  The poorness of the match in Figure 41(c) for CG 1-3 may be partly due to 

keeping the force constants low to enhance the stability.  If the stability for CG 1-3 were able to be 

improved (this possibility will be discussed in Section 6 regarding future work), then possibly the 

force constant for that bond could be increased, leading to a better match. 

Table 4: Optimized CO bead non-bonded parameters for 
CG ñexclude 1-3ò (CG 1-3) and CG ñexclude 1-2ò (CG 1-2) 

 CG 1-3 CG 1-2 

r min /2  2.0967 2.4361 

epsilon  -0.9472 -0.6690 
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Table 5: Comparisons of density, heat of vaporization, and surface tension results and errors for 
optimized CG with ñexclude 1-3ò parameterization (CG 1-3) and optimized CG with ñexclude 1-2ò 
parameterization (CG 1-2) diethylketone simulations with the experimental values (Exp.) 

 results  % errors  

 Exp. CG 1-3 CG 1-2 CG 1-3 CG 1-2 

density  0.8089  0.7908 0.7843  2.24  3.04  

Hvap 9.2065  8.8903  8.4050  3.43  8.71  

Surface tension  24.74  25.89  26.57  4.66  7.38  

Table 6:  Density results for select dipeptide and tripeptide simulations:  AA vs CG ñexclude 1-3ò (CG 1-3) 
vs CG ñexclude 1-2ò (CG 1-2).  The CO bead as parameterized using CG ñexclude 1-3ò was used for all 
the CG 1-3 results. 

 results  % errors  

Peptide AA CG 1-3 CG 1-2 CG 1-3 CG 1-2 

AlaAlaAla  1.17043 1.35137 1.1685 15.46 0.16 

GlyGly 1.32142 1.32188 1.16645 0.03 11.73 

HisHis 1.33100 1.38957 1.2497 4.40 6.11 

LeuLeu 1.01118 1.08326 0.990916 7.13 2.00 

 
Figure 40: RDFs of the CO bead in (a) diethylketone and (b) the leucine dipeptide for the AA CG-
mapped bead (AA), CG as parameterized with ñexclude 1-2ò (CG 1-2), and CG as parameterized 
with ñexclude 1-3ò (CG 1-3). 
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Figure 41:  Distributions from the leucine dipeptide for the bonds (a) NCT-CO, (b) CO-NC, and 

(c) NC-C41 comparing the AA CG-mapped distribution (AA) with the CG distribution from 
parameterization with ñexclude 1-2ò (CG 1-2) and with the CG distribution from parameterization 
with ñexclude 1-3ò (CG 1-3). 

 
Figure 42:  Distributions from the leucine dipeptide for the angles (a) NCT-CO-NC, (b) CO-NC-
COO1, and (c) C41-NC-COO1 comparing the AA CG-mapped distribution (AA) with the CG 
distribution from parameterization with ñexclude 1-2ò (CG 1-2) and with the CG distribution from 
parameterization with ñexclude 1-3ò (CG 1-3). 

"ÅÃÁÕÓÅ ÏÆ ÔÈÅ ÃÈÁÌÌÅÎÇÅÓ ÅØÐÅÒÉÅÎÃÅÄ ×ÉÔÈ ÒÅÓÐÅÃÔ ÔÏ ȰÅØÃÌÕÄÅ ρ-ςȱ ÖÅÒÓÕÓ ȰÅØÃÌÕÄÅ ρ-σȱ ÏÒ 

ȰÅØÃÌÕÄÅ ÓÃÁÌÅÄρ-τȟȱ ÁÌÔÅÒÎÁÔÉÖÅÓ ÔÏ ÕÓÉÎÇ ÄÉÅÔÈÙÌËÅÔÏÎÅ ÔÏ ÐÁÒÁÍÅÔÅÒÉÚÅ ÔÈÅ #/ ÂÅÁÄ ÍÁÙ ÌÅÁÄ ÔÏ 

better outcomes.  The most likely candidates include dimethylformamide and potentially N-

methylacetamide.  Dimethylformamide has the advantage of a carbonyl bonded to an amide group, 

which is similar to the situation in a peptide backbone, although the amide of dimethylformamide is 

bonded to two carbons and no hydrogens rather than one carbon and one hydrogen as is the case in 

a peptide backbone; thus there is no potential for hydrogen bonding in dimethylformamide.  N-

methylacetamide may be a possibility if the methyl group bonded to the carbonyl were to be 

modeled as a separate bead.  However, the simulations would require a much smaller time step (e.g. 
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1 or 2 fs) because of the smallness of the methyl bead.  The advantage to using N-methylacetamide, 

however, is that the backbone NC and backbone CO beads could be parameterized simultaneously, 

and the parameterization would include the effects of those beads in proximity to each other that is 

essentially the same as what occurs in a peptide backbone. 

5. PA Self-Assembly Studies 

5.1 Initial Self-Assembly Studies 

             As a first step in testing the amino acid models, we determined to attempt to simulate the 

self-assembly of a peptide amphiphile (PA).  The PA chosen for this study was c16-AHL3K3-CO2H 

shown in Figure 43; the CG model of the PA is shown in Figure 44.  This is the PA that was simulated 

and synthesized in the study by Deshmukh, et al.,4 examining the role of water in PA self-assembly.  

A combination of the Martini and CHARMM (with TIP3P water model) force fields were used for 

that study; the initial 150 ns of the simulation were with the CHARMM AA model which was 

mapped to the CG Martini moÄÅÌ ÆÏÒ ÔÈÅ ÆÏÌÌÏ×ÉÎÇ ͯρφ ʈÓȟ ÁÎÄ ÔÈÅÎ ÁÔ ÔÈÅ ÅÎÄ ÏÆ ÔÈÅ ρφ ʈÓȟ ÔÈÅ 

system was back-mapped to the CHARMM model for a final 150 ns to show atomic-level details.  

4ÈÅ ÓÉÍÕÌÁÔÉÏÎ ÉÎÃÌÕÄÅÄ σππ 0!Ó ÆÏÒ Á ÓÉÍÕÌÁÔÅÄ ÄÕÒÁÔÉÏÎ ÏÆ ρφ ʈÓ at 1 bar and 340 K.  The PAs self-

ÁÓÓÅÍÂÌÅÄ ÉÎÔÏ ÍÉÃÅÌÌÅÓ ÉÎ ÌÅÓÓ ÔÈÁÎ ρ ʈÓ ×ÈÉÃÈ ÁÓÓÅÍÂÌÅÄ ÉÎÔÏ ÆÉÂÅÒÓ ×ÉÔÈÉÎ ÁÐÐÒÏØÉÍÁÔÅÌÙ ρȢυ-υ ʈÓ 

with some ongoing fiber breakage and formation.  The simulated micelles were comprised of 

approximately 50 PAs, and the sÉÍÕÌÁÔÅÄ ÆÉÂÅÒÓ ×ÅÒÅ ÁÐÐÒÏØÉÍÁÔÅÌÙ υπ ᴠ ÉÎ ÄÉÁÍÅÔÅÒȢ  4ÈÅÓÅ 

results served as a guide in our amino acid model development. 
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Figure 43:  Structure of c16-AHL3K3-CO2H 

             In order to keep the required simulation time to a minimum while still enabling the 

ÐÏÓÓÉÂÉÌÉÔÙ ÏÆ 0! ÆÉÂÅÒ ÆÏÒÍÁÔÉÏÎȟ ×Å ÃÈÏÓÅ ÔÏ ÍÏÄÅÌ ρυπ 0!Ó ÉÎ ÁÎ ÉÎÉÔÉÁÌ ÂÏØ ÓÉÚÅ ÏÆ ρπψ ÃÕÂÉÃ ᴠ 

with  16,000 of the 1-site CG waters.33  These numbers are consistent with those used in other PA 

self-assembly studies.24,70  Periodicity of the MD simulations enabled the possibility of fiber 

formation from PAs on one side of the box interacting with the periodic images of PAs on the other 

side of the box.  Simulations were conducted with NAMD and a pressure setpoint of 1 bar and a 

temperature setpoint of 340 K using the Nosé-Hoover Langevin piston barostat and the Langevin 

thermostat for pressure and temperature control.  Intramolecular interactions were excluded for 

ÂÅÁÄÓ ÂÏÎÄÅÄ ÔÏ ÅÁÃÈ ÏÔÈÅÒ ɉȰÅØÃÌÕÄÅ ρ-ςȱɊȢ  ! ρς ᴠ ÃÕÔÏÆÆ ×ÁÓ ÕÓÅÄ ×ÉÔÈ Á Ó×ÉÔÃÈÉÎÇ ÄÉÓÔÁÎÃÅ ÏÆ ω ᴠ 

ÁÎÄ Á ÐÁÉÒÌÉÓÔ ÄÉÓÔÁÎÃÅ ÏÆ ρφ ᴠȢ  3ÉÍÕÌÁÔÉÏÎÓ ×ÅÒÅ Íinimized for 10,000 steps and then conducted 

for a total of 15 µs with a 5 fs timestep. 

 
Figure 44:  CG structure of c16-AHL3K3-CO2H showing bead types 

To begin with, we ran a PA simulation using the Lorentz-Berthelot (LB) combining rules for 

all the beads excepting the C3E and C2E beads which were given the interaction parameters with 
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water that had previously been developed for them.48  As can be seen in Figure 44, the hydrocarbon 

tail was thus tuned with respect to water while the peptide portion primarily was not.  The LB 

combining rules relate to the LJ functional form as shown in equation 21 in which ʀ is the depth of 

the potential well, ʎ is the distance at which the potential between particles is zero, and r is the 

distance between particles.  The Lorentz rule is given in equation 22, and the Berthelot rule is given 

in equation 23.  After running the simulation for a few microseconds, however, it became apparent 

that defined, individual fibers were not forming.  Within just a few nanoseconds, the PAs clumped 

together into micelle-like groups as shown in the 5 ns snapshot for the 100% simulation in Figure 

46, in which the percentage reflects that the LB combining rules were not scaled for this simulation.  

Those micelle-like groups quickly bundled together to form windowpane structures which 

persisted throughout the 15 µs simulation, shown in Figure 46.  Continually throughout the 

simulation, the assemblies broke apart (lost contiguity especially with respect to the hydrocarbon 

interiors) and regrouped.  The 15 µs snapshot for the 100% simulation shows the PA assemblies in 

the middle of regrouping. 
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Because the 100% simulation was not behaving with the kind of character that 

experimental and MD studies indicate is typical for PA fiber self-assemblies, as described in Section 

3.2, we decided to run two more simulations: one in which the epsilon interaction values were 

scaled to 85% of the combining rule values, and another in which the epsilon interaction values 

were scaled to 115% of the combining rule values.  In neither case was the sigma interaction value 

scaled.  This was because it is the epsilon value that controls the depth of the LJ potential well and 
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describes the strength of attraction between two beads.  In the case of the 115% simulation, the PAs 

showed clumping into micelle-like groups with the hydrocarbon tails bundling together.  However, 

after more than a microsecond in simulation time, the PA peptide segments remained rather diffuse 

and showed no tendency to form fibers, as shown in Figure 45.  Thus the strength of attraction of 

the peptide segment for the water beads was too strong.  It also is unlikely that fibers would have 

formed, given the close proximity of the PAs to each other; if the peptide segments had preferred 

associating together rather than remaining somewhat diffuse in the water, the microsecond of 

simulation time provided ample opportunities to show such behavior.  The 85% simulation, on the 

other hand, did show fiber formation.  In this case, however, the fibers materialized immediately 

with no real micelle stage.  Figure 46 shows that at just 5 ns, the PAs of the 85% simulation were 

already in a rough fiber formation.  By the time 300 ns had been simulated, there were already neat 

fibers.  These fibers remained stable throughout the remainder of the simulation.  The measured 

diameter was approximately 58 Å at 15 µs. 

 
Figure 45:  Simulation results after 1.2 µs with amino acid bead epsilon interaction values with 
water scaled to 115% of the combining rule values. 

 Because of the behavior exhibited with both the 100% and 85% simulations, we decided to 

run another simulation in which the epsilon interaction values were scaled to 90% of the 
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combining rule values, and another in which the epsilon interaction values were scaled to 95% of 

the combining rule values.  The 90% simulation results were very similar to the results of the 85% 

simulation, with no real micelle formation and essentially immediate fiber formation.  The fiber 

diameter was measured at approximately 58 Å at 15 µs in this case as well.  The 95% simulation 

behaved very similarly to the 100% simulation. 

The formation of fibers with an increase in hydrophobicity makes sense considering that 

past research has shown the importance of hydrophobicity in fiber formation.27,28  However, the 

immediacy of formation and lack of a micelle stage suggest that the model may require further 

refinement, possibly by tuning the interaction parameters of different amino acid beads with each 

other.  To help determine whether the scaled epsilon values were on the right track for the 

individual beads, hydration free energies were calculated for the beads, side chain groupings, or 

analogues, as described in the following paragraphs, for comparison with experimental values. 

5.2 Hydration Free En ergies 

In order to provide insight into the realistic strength or weakness of the interactions 

between water and the amino acid beads utilized in the c16-AHL3K3-CO2H PA, the potential of mean 

force (PMF) was calculated for water-solute systems in which the solute was representative of a 

bead or an analogue in the PA.  In NAMD, it is relatively easy to calculate the PMF of a system using 

the adaptive biasing force (ABF) method.  To use this method to determine the Gibbs hydration free 

energy of a molecule, a υς ÃÕÂÉÃ ᴠ ÂÏØ ÏÆ ςπππ #' ×ÁÔÅÒÓ ×ÁÓ ÆÉÒÓÔ ÅÑÕÉÌÉÂÒÁÔÅÄȢ  4ÈÅÎ Á ÓÉÎÇÌÅ 

solute molecule was placed approximately ςπ ᴠ outside the box in one dimension.  The ABF will act 

along the reaction coordinate which, in our case, was defined as the projection in the z-direction of 

the distance between the center of mass of the water box and that of the solute molecule.  The free 

energy along this coordinate can be considered as a potential that can be calculated from the 

average force acting along that coordinate, with the average force being the negative gradient of the 

potential (as in equation 3).  Thus integrating the average force yields the potential.  The 
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instantaneous force that acts along the reaction coordinate is actually the sum of the average 

forceɂwhich only depends on the value of the coordinateɂand a random force that has a zero 

average and which can be approximated as diffusive.  The running time average of the 

instantaneous force is calculated during a simulation which provides an estimate of the derivative 

of the free energy at each point on the path that the solute molecule travels.  At the same time that 

the average force is recorded, an equal and opposite external biasing forceɂthe ABFɂis applied so 

as to cancel that average force.  This biasing force will stabilize at values close to zero when the 

average force is at an equilibrium value.  At that point, there is an approximately flat potential of 

mean force which enables the solute molecule to easily move along and explore the coordinate 

when otherwise free energy barriers would have prohibited such exploration as the solute 

molecule would have gotten trapped in some states for lengths of time that could certainly exceed 

the duration of the simulation.71 

In NAMD, the ABF method is implemented using the colvars package.72,73  Two windows 

×ÅÒÅ ÕÓÅÄȡ Á ×ÉÎÄÏ× ÏÆ ςς ᴠ ÔÏ τπ ᴠ ÁÎÄ ÁÎÏÔÈÅÒ ÏÆ υ ᴠ ÔÏ ςς ᴠȠ ÔÈÅ ×ÁÔÅÒ ÂÏØ ×ÁÓ ÃÅÎÔÅÒÅÄ ÁÔ π ᴠȢ  

Two windows were chosen in this manner to allow for sufficient exploration of the reaction 

coordinate for 50ns simulations.  For window 2, the initial configuration file was taken from the 

window 1 configuration shortly after the simulation had begun and at a point at which the solute 

molecule had moved into the interface between the water and vacuum.  The 50ns simulation for 

each window was used to obtain the PMFs.  CG amino acid side chain structures and analogues 

were used: N-butylamine for alanine, N-butylamine for lysine, 4-methylimidazole for histidine, 

isobutane for leucine, formaldehyde for the backbone carbonyl, and N-methylacetamide for the 

backbone NC bead.  The 1-site CG water model was used for the water.  The combining rules were 

used for the amino acid bead and water bead interaction parameters, except for the C2 and C3 

hydrocarbon beads for which the already-developed interaction parameters48 were used.  

Simulations were run at 298 K and 1 bar for comparison with experimental values at the same 



60 
 

conditions.  The results are shown in Figure 47 and Table 7.  The differences in the N-butylamine 

results occur because of the different mapping schemes.  These free energy calculations are a 

ballpark approximation to help indicate whether the amino acid bead interaction parameters with 

water are approximately correct, or in which direction they should move (higher for greater 

attraction to water, or lower for less attraction to water).  The results indicate that the attraction of 

the amino acid beads for water is too strong for the leucine side chain bead, pretty decent for the CO 

bead (represented by formaldehyde), and not strong enough for the remainder.  Considering these 

results in light of the PA simulation results, it seems likely that while the individual beads may 

experience stronger attractions to water than the combining rules provide for, there are also 

stronger interactions between different amino acid beads to each other than the combining rules 

provide.  In order to achieve the hydrophobicity necessary for PA self-assembly, it may thus be 

necessary to consider the strength of the attractions between different amino acid beads. 

Table 7:  Experimental and CG MD values of hydration free 
energies, ЎὋ , for select molecules. 

Molecule 
ЎὋ a 

(kcal/mol)  

ЎὋ  
(kcal/mol)  

N-butylamine (Ala) -9.52 -3.0 

N-butylamine (Lys) -9.52 -0.4 

4-methylimidazole (His) -10.27 -7.0 

isobutane (Leu) 2.28 -1.0 

formaldehyde (CO) -2.77 -1.5 

N-methylacetamide (NC) -10.07 -5.0 

a ЎὋ  values from refs 74ɀ76. 
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Figure 47:  Free energy results for side chain and backbone CG structures and analogues 

5.3 Final Self-Assembly Study 

Because of the results from the hydration free energy studies, one more PA simulation was 

conducted.  &ÏÒ ÔÈÉÓ ÓÉÍÕÌÁÔÉÏÎȟ ÄÅÎÏÔÅÄ ȰÖÁÒÉÅÄȟȱ in Figure 46, all the amino acid bead interaction 

parameters were scaled up to 115% of the combining rule values except for the CCR1 histidine 

bead which was neither scaled up nor down, the backbone carbonyl (CO) bead which was scaled up 

to 105% of the combining rule value, and the leucine side chain bead (C41) which was scaled down 

to 70% of the combining rule value in order to better approximate the epsilon interaction 

parameter of a hydrocarbon bead with water.  The epsilon value of CCR1 was not scaled since it 

represents two sp2 hybridized carbons and no nitrogen or carbon atoms, and the CO bead was only 

scaled up slightly since the hydration free energy results appeared to indicate that the combining 

rule was approximately correct for the carbonyl.   

This simulation in which scaling was varied has the advantage of showing micelle 

formation, but as seen in the 15 µs snapshot in Figure 46, the PAs remained as micelles and never 

formed fibers.  Again, given the proximity of the PA micelles to each other, it seems unlikely that 

continuing the simulation for a longer period of time would have resulted in fiber formation.  

Additionally, research published using the Martini model to simulate the c16-AHL3K3-CO2H PA 

showed fiber formation within the first few microseconds,4 although it is possible that such a time  
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Figure 46:  Snapshots from simulations of PAs (blue) in water (not shown).  Darker blue - hydrocarbon 
tails; lighter blue - peptide segments.  Percentages reflect percent of combining rule epsilon values while 
the ñvariedò simulation possessed primarily 115% of combining rule epsilon values with two bead types 
scaled to 70% and 105% and a third bead type left with its combining rule value. 
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frame is not realistic.  Considering that the 115% simulation shows clumping only of the 

ÈÙÄÒÏÃÁÒÂÏÎ ÔÁÉÌÓ ×ÈÉÌÅ ÔÈÅ ȰÖÁÒÉÅÄȱ ÓÉÍÕÌÁÔÉÏÎ ÓÈÏ×Ó ÍÏÒÅ ÄÅÆÉÎÅÄ ÍÉÃÅÌÌÅ ÆÏÒÍÁÔÉÏÎȟ ÉÔ ÂÅÃÏÍÅÓ 

clear that it is important to consider the individual chemistry of each bead based on the atoms and 

functional group(s) the bead represents.  This is especially clear considering the hydration free 

energy study results and when considering that the hydrocarbon leucine side chain bead (C41) 

certainly would interact with water  differently than the beads which possess atoms with the 

capability of forming hydrogen bonds. 

6. Conclusions & Future Work  

At the beginning of the project of which this manuscript provides a record, it was desired to 

1) develop mapping schemes for the amino acids and peptide backbone with intermediate 

resolution (a preference for 2:1 and 3:1 beads), 2) optimize non-bonded parameters for the beads 

based on experimental thermodynamic values of analogues, 3) define appropriate bonded 

parameters for the amino acids and peptides based on all-atom dipeptide simulation bond, angle, 

and dihedral distributions, and 4) use the non-bonded and bonded parameters thus developed for 

c16-AHL3K3-CO2H PA simulation studies with the goal of witnessing fiber formation as a way to test 

the model and provide an indication of the direction needed for future model development.  The 

mapping scheme was defined without too much trouble; only in two cases (tryptophan and 

tyrosine) were we required to modify the mapping scheme for viability.  The optimized non-bonded 

parameters that were developed provided, for the most part, good agreement with experimental 

results.  Parameterization of methanol, ethanol, m-ÃÒÅÓÏÌȟ ÁÎÄ ÄÉÅÔÈÙÌËÅÔÏÎÅ ɉ×ÉÔÈ ȰÅØÃÌÕÄÅ ρ-ςȱɊ 

partially fell short in this regard and may require more work and different tactics to attempt to 

improve.  The bonded parameters developed resulted in CG bond, angle, and dihedral distributions 

that are shown throughout the Appendix.  In some cases the matches were excellent, mostly they 

were reasonable, and in some cases there was little overlap between the CG and AA CG-mapped 
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distributions.  The reason for incidents of poor overlap, as discussed, was identified primarily as a 

result of the 1-2 exclusion criteria provided in the CG configuration file.  This could easily be 

remedied, but with the catch that the result would be an overall much less stable model with the 

implication that it may not be feasible in some cases to conduct simulationsɂunless, of course, 

some other fix was found for stabilizing the model.  With respect to the PA simulations, the results 

showed that use of the LB combining rules fails to capture the behavior expected based on 

experimental and MD research.  When the overall hydrophobicity was increased, fibers formed; yet 

scaling down the interactions between the amino acid beads and water seemed, for the most part, 

the wrong direction to take based on the hydration free energies the beads exhibited in comparison 

with experimental values.  Most likely, an overall increase in the hydrophobicity combined with 

sensitivity to the particular chemistry each bead represents would be required for more physically 

realistic models.  This may be better accomplished by increasing the strength of attraction of some 

of the amino acid beads types for each other than by decreasing the strength of attraction of some 

of the amino acid bead types for the water bead.  The hydration free energies may be useful in 

direction the scaling of the interaction parameters of the amino acid beads with the water bead.  

Obtaining guidance for tuning the interaction parameters of the amino acid beads with each other 

will be discussed below. 

While this work represents great progress made in creating a model for amino acids and 

peptides, there are a number of challenges and limitations that this base model faces and which 

could be targeted for improvement.  As previously noted at various points in this manuscript, these 

challenges and limitations include 1) lack of charges to represent charged amino acids; 2) the 

amino acid bead interactions have not been fine-tuned, and currently they rely on the LB combining 

rules, which may be inadequate in some cases; 3) simulations can be run at a 5 fs time step, but they 

are somewhat unstable and will frequently crash after only a few million steps; 4) no explicit 

modeling of hydrogen bonding and no attempts to parameterize for secondary structure 
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conformations; and 5) our model shows that the bond and angle distributions do not always match 

the AA bond and angle distributions very well, with shifting and narrowing being observed in many 

cases.  Potential solutions to these challenges and limitations will be addressed individually in the 

paragraphs below. 

             (1) The amino acids exist as zwitterions at neutral pH, with a positive charge on the N-

terminus and a negative charge on the C-terminus.  There are also various pKa values for many of 

the amino acid side chains, such as histidine and glutamic acid.  While in laboratory experiments a 

buffer is sometimes added to neutralize an amino acid sequence, the reality in many cases is going 

to be that most or all of the amino acids that are capable of possessing a charge are going to possess 

a charge in the experimental conditions.  For this reason, it is important for a protein force field to 

contain parameters for the amino acids in these charged states, as is the case with the AA force field 

CHARMM and the CG Martini and SDK force fields, for example.  The charges in the SDK model were 

developed by parameterization against guanidium salt solutions at various concentrations, and the 

model does not distinguish lysine from arginine or aspartic acid from glutamic acid.77  The Martini 

model appears to have used AA simulations of the charged residues for parameterizing the charged 

beads.  I suggest that for the model described in this manuscript, AA simulations of charged 

residues or analogues using the CHARMM force field be used to parameterize the beads that 

represent any atoms that could exist in a charged state.  

 (2) Tuning the interaction parameters of the amino acid beads with each other could be 

challenging.  In the Martini model, amino acid beads were classified into four main types (polar, 

nonpolar, apolar, and charged) with sub-classifications based on hydrogen bonding capabilities or 

degree of polarity.  Amino acid beads were assigned a classification based on water/oil partitioning 

coefficients of analogues of the side chains.  The beads were then assigned interaction parameters 

with other types in accordance with the interaction matrix given in the original Martini 

publication.21  Something similar could be undertaken for the models developed in this manuscript.   
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             (3) As long as the model contains beads that contains only two heavy atoms (a 2:1 mapping 

scheme), that in and of itself will partially restrict the ability of the model to run smoothly without 

crashing at larger time steps, since the mass of a bead with a 2:1 mapping scheme is typically lower 

which influences the stability.49  Without  artificially inflating the mass of a bead, an option that 

could potentially result in improved stability would be to fix to a given length the bonds of ring 

structures (as in the side chains of histidine, phenylalanine, tyrosine, and tryptophan).  These bonds 

tend to have very small ranges over which they vibrate, as shown in Figure 33, instead of using a 

somewhat high force constant for those bonds, replacing the harmonic bonds and angles of the ring 

with a set of constraints could be a potential work-around.  This is what was done in the Martini 

model.44  Additionally, a careful analysis of the angles and dihedrals could reveal situations in which 

heavy fluctuations are likely to happen (when three of the four beads in a dihedral have a very wide 

angle, close to 180 degrees).  In that case, the options of removing any dihedrals deemed 

unnecessary or using special forms of dihedrals could be evaluated and implemented.78 

             (4) Tuning the amino acid bead interaction parameters with each other would be a way to 

capture the potential of hydrogen bond formation between particular amino acid beads.  This may 

be especially important for the backbone CO and NC beads since it is the ability of the carbonyl 

oxygen to hydrogen bond with the hydrogen of the backbone nitrogen that leads to secondary 

structures like ɻ ÈÅÌÉÃÅÓ ÁÎÄ ɼ ÓÈÅÅÔÓȢ 

            (5) The shifts and narrowing of bond and angle distributions was shown to result from 

ÕÓÉÎÇ ȰÅØÃÌÕÄÅ ρ-ςȱ ×ÈÉÌÅ ÔÈÅ ÄÉÓÔÒÉÂÕÔÉÏÎÓ ×ÅÒÅ ÍÕÃÈ ÉÍÐÒÏÖÅÄ ×ÈÅÎ ÕÓÉÎÇ ȰÅØÃÌÕÄÅ ρ-σȱ ÁÎÄ 

ȰÅØÃÌÕÄÅ ÓÃÁÌÅÄρ-τȢȱ  7ÈÉÌÅ ÔÈÅ ÌÁÔÔÅÒ Ô×Ï ÔÅÎÄ ÔÏ ÌÅÁÄ ÔÏ ÇÒÅÁÔÅÒ ÉÎÓÔÁÂÉÌÉÔÙ ÁÎÄ ÔÈÅ ÒÅÑÕÉÒÅÍÅÎÔ ÏÆ 

Á ÓÍÁÌÌÅÒ ÔÉÍÅ ÓÔÅÐ ÔÈÁÎ ×ÈÅÎ ÁÐÐÌÙÉÎÇ ȰÅØÃÌÕÄÅ ρ-ςȟȱ ÉÔ ÃÏÕÌÄ ÂÅ ÁÎ ÏÐÔÉÏÎ ÔÏ ÕÓÅ ȰÅØÃÌÕÄÅ ρ-σȱ ÏÒ 

ȰÅØÃÌÕÄÅ scaled1-τȱ ÉÆ ÁÎÙ ÏÆ ÔÈÅ ÐÏÔÅÎÔÉÁÌ ÍÅÔÈÏÄÓ ÆÏÒ ÓÔÁÂÉÌÉÚÁÔÉÏÎɂas addressed in (3) aboveɂ

are effective. 
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 Another possibility for future work is to conduct CG MD simulations for some of the 

analogues at different temperatures to test how well they reproduce experimental values (density, 

heat of vaporization, and surface tension) at the same temperatures.  Depending on how well the 

models were able to reproduce the experimental values, re-parameterization could be considered 

to try to obtain a better fit across a temperature range if desired.  Another option would be to define 

particular parameters for particular temperatures for overall accuracy for a wide range of 

conditions. 

With such efforts directed towards improving the amino acid models, the work described in 

this manuscript has the potential to result in CG models ideal for studying PA self-assembly that, in 

combination with the hydrocarbon47 and water33 models previously developed by the group, may 

lead to more physically accurate simulations than other protein models currently available.  

Already, this work has shown great promise in this respect.  And because of the potential for PAs to 

be useful in especially biomedical applications, such efforts may be quite rewarding. 
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Appendix  A: Mapping Schemes 

Table A.1:  Amino Acid Mapping Schemes 

Name Structure  Bead Name Bead Type 

Alanine 

 

1) ANT   
 
(AB within 
backbone) 

1) NCC1 
 
(NCC2 within 
backbone) 

Arginine 

 

1) RS1                        
2) RS2                        
3) RS3 

1) RS1                        
2) RS2                          
3) RS3 

Asparagine 

 

1) NS 1) CON2 

Aspartic Acid 

 

1) DS 1) COO2 

Cysteine 

 

1) CS 1) SC 

Glutamic Acid 

 

1) ES2                           
2) ES1 

1) COO1                       
2) C2M 

Glutamine 

 

1) QS2                          
2) QS1 

1) CON1                       
2) C2M 
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Table A.1, continued:  Amino Acid Mapping Schemes 

Glycine 

 

1) GNT 
 
(GNC within 
backbone) 

1) GNT 
 
(GNC within 
backbone) 

Histidine 

 

1) HS1                           
2) HS2                          
3) HS3 

1) CCR1                        
2) NCR1                       
3) NCR2 

Isoleucine 

 

1) IS2                            
2) IS1 

1) C2E                          
2) C2E2 

Leucine 

 

1) LS 1) C41 

Lysine 

 

1) KS2                           
2) KS1 

1) NC2                          
2) C3M 

Methionine 

 

1) MS2                          
2) MS1 

1) CS                             
2) C2M 

Phenylalanine 

 

1) FS1                           
2) FS21                           
3) FS22 

1) TL2F                        
2) BZF1                                
3) BZF2 

Proline 

 

1) PS                             
2) PN 

1) PS                          
2) PNC 
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Table A.1, continued:  Amino Acid Mapping Schemes 

Serine 

 

1) SS 1) COH1 

Threonine 

 

1) TS 1) CCOH 

Tryptophan 

 

1) WS1                         
2) WS2                           
3) WS3 

1) TL2W                       
2) PL1                           
3) TOL4 

Tyrosine 

 

1) YS1                           
2) YS2                            
3) YS3 

1) TL2Y                        
2) BZY                               
3) COH3 

Valine 

 

1) VS 1) C3E2 

Backbone 

 

1) BCO                         
2) BNC 

1) CO                            
2) NC 

Termini  

 

1) NT                             
2) CT 

1) NCT                          
2) COO1 
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Table A.2:  Analogue Mapping Schemes 

Amino Acid  Name Structure  Bead Type 

alanine n-butylamine 

 

1) NCC1                    
2) C2E 

asparagine acetamide 

 

1) CON2 

aspartic acid acetic acid 

 

1) COO2 

cysteine methanethiol 

 

1) SC 

glutamic acid propionic acid 

 

1) COO1                       
2) C2E 

glutamine propionamide 

 

1) CON1                       
2) C2M 

glycine butylamine 

 

1) NC2                          
2) C3M 

histidine pyridine  

 

1) NCR2                       
2) BZ 

 

 



78 
 

Table A.2, continued:  Analogue Mapping Schemes 

histidine pyrrole  

 

1) NCR1                        
2) PL3 

histidine toluene 

 

1) CCR1            
2) BZ                              
3) TOL3 

isoleucine 3,4-dimethylhexane 

 

1) C2E                            
2) C2E2 

leucine 2,5-dimethylhexane 

 

1) C41 

lysine butylamine 

 

1) NC2                          
2) C3E 

methionine ethyl methyl sulfide 

 

1) CS                              
2) C2M 

phenylalanine toluene 

 

1) TL2F                         
2) BZ (BZF1 
and BZF2) 

serine methanol 

 

1) COH1 
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Table A.2, continued:  Analogue Mapping Schemes 

threonine ethanol 

 

1) CCOH 

tryptophan pyrrole  

 

1) PL1                            
2) PL2 

tryptophan toluene 

 

1) TOL4                         
2) TOL2 

tyrosine m-cresol 

 

1) COH3                       
2) BZY                              
3) TL2Y 

valine 2,3-dimethylbutane 

 

1) C3E2 

backbone methylacetamide 

 

1) NC                            
2) CCO 

backbone diethylketone 

 

1) CC                           
2) CO 
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Table A.2, continued:  Analogue Mapping Schemes 

N-terminus butylamine 

 

1) NCT                           
2) C3E 

C-terminus propionic acid 

 

1) COO1                       
2) C2E 
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Appendix B :  CG Analogue Parameter Development Results  

Table B.1: Comparison of experimental and CG model densities 

Amino 
Acid 

Analogue 
Experimental 

Density 
(g/cm 3)a 

Model 
Average 
(g/cm 3) 

% Error  
Standard 
Deviation  

Ala N-butylamine 0.741 0.728 1.78 7.93E-05 

Asn acetamide 0.999 1.002 0.27 9.01E-05 

Asp acetic acid 1.043 1.042 0.11 1.20E-04 

Cys methanethiol 0.892 0.887 0.56 5.70E-05 

Gln propionamide 0.96 0.964 0.43 3.36E-05 

His pyridine  0.979 0.967 1.20 5.64E-05 

His pyrrole  0.965 0.944 2.22 7.97E-05 

His toluene 0.865 0.856 1.07 5.94E-05 

Ile 3,4-dimethylhexane 0.716 0.703 1.81 4.02E-05 

Leu 2,5-dimethylhexane 0.694 0.687 0.96 4.49E-05 

Lys N-butylamine 0.741 0.731 1.40 3.10E-05 

Met ethyl methyl sulfide 0.832 0.834 0.28 4.74E-05 

Phe toluene 0.865 0.862 0.40 3.36E-05 

Ser methanol 0.787 0.786 0.07 1.27E-04 

Thr ethanol 0.787 0.789 0.25 1.30E-04 

Trp pyrrole  0.965 0.957 0.83 3.86E-05 

Trp toluene 0.865 0.864 0.14 8.75E-05 

Tyr m-cresol 1.03 1.036 0.53 5.59E-05 

Val 2,3-dimethylbutane 0.658 0.652 0.85 4.17E-05 

Backbone N-methylacetamide 0.9405 0.94152 0.11 5.73E-05 

Backbone diethylketone 0.8089 0.7843 3.04 6.50E-05 
a Experimental data from refs 63ɀ67 

 

Table B.2: Comparison of experimental and CG model heats of vaporization 

Amino 
Acid 

Analogue 
Experimental 

Hvap 
(kcal/mol) a 

Model 
Average 

(kcal/mol)  
% Error  

Standard 
Deviation  

Ala N-butylamine 8.537 7.398 13.34 2.98E-03 

Asn acetamide NA -- -- -- 

Asp acetic acid 5.583 5.481 1.83 7.60E-04 

Cys methanethiol 5.872 5.544 5.59 4.75E-04 

Gln propionamide NA -- -- -- 

His pyridine  9.61 8.72 9.28 4.58E-03 

His pyrrole  10.78 8.89 17.55 2.95E-03 
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Table B.2, continued: Comparison of experimental and CG model heats of vaporization 

His toluene 9.0846 8.5631 5.74 5.84E-03 

Ile 3,4-dimethylhexane 9.314 9.570 2.75 6.41E-03 

Leu 2,5-dimethylhexane 9.046 8.398 7.16 2.41E-03 

Lys N-butylamine 8.537 7.092 16.93 3.33E-03 

Met ethyl methyl sulfide 7.6123 7.0342 7.59 1.46E-03 

Phe toluene 9.0846 8.4578 6.90 4.59E-03 

Ser methanol 8.946 4.312 51.80 4.68E-04 

Thr ethanol 10.115 4.900 51.56 9.41E-04 

Trp pyrrole  10.78 9.31 13.60 1.95E-03 

Trp toluene 9.0846 7.9952 11.99 1.77E-03 

Tyr m-cresol 14.749 10.417 29.37 3.13E-03 

Val 2,3-dimethylbutane 6.96 6.47 7.05 2.04E-03 

Backbone N-methylacetamide NA -- -- -- 

Backbone diethylketone 9.2065 8.4050 8.71 4.73E-03 
a Experimental data from refs 63,65,68 
 

Table B.3: Comparison of experimental and CG model surface tensions 

Amino 
Acid 

Analogue 

Experimental 
Surface 
Tension 
(mN/m) a 

Model 
Average 
(mN/m)  

% Error  
Standard 
Deviation  

Ala N-butylamine 23.44 23.787 1.48 0.159 

Asn acetamide 38.96 38.963 0.01 0.157 

Asp acetic acid 27.1 28.172 3.96 0.223 

Cys methanethiol 31 31.510 1.65 0.133 

Gln propionamide 31.31 31.259 0.16 0.150 

His pyridine  36.72 37.502 2.13 0.223 

His pyrrole  36.32 38.040 4.74 0.143 

His toluene 27.93 28.043 0.40 0.064 

Ile 3,4-dimethylhexane 21.21 22.578 6.45 0.104 

Leu 2,5-dimethylhexane 19.28 20.420 5.91 0.220 

Lys N-butylamine 23.44 23.720 1.20 0.092 

Met ethyl methyl sulfide 24.42 25.651 5.04 0.114 

Phe toluene 27.93 29.197 4.54 0.177 

Ser methanol 22.07 22.655 2.65 0.121 

Thr ethanol 21.97 22.833 3.93 0.037 

Trp pyrrole  36.32 35.902 1.15 0.147 

Trp toluene 27.93 28.335 1.45 0.062 

Tyr m-cresol 35.76 37.381 4.53 0.226 

Val 2,3-dimethylbutane 16.87 17.073 1.20 0.113 
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Table B.3, continued: Comparison of experimental and CG model surface tensions 

Backbone N-methylacetamide 32.53 32.933 1.24 0.160 

Backbone diethylketone 24.74 26.565 7.38 0.160 
a Experimental data from refs 63ɀ66,68,69 
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Appendix C: Peptides and Analogues, Distributions and RDFs  

C1: Alanine  

Ala-Ala-Ala Tripeptide  

 
Figure C1.1: All-atom Alanine tripeptide with atom numbering 

 

Figure C1.2: CG model of Alanine tripeptide showing bead types 

 
Figure C1.3: Distributions of the bonds (a) NCC1-CO, (b) CO-NCC2, and (c) NCC2-COO1 
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Figure C1.4: Distributions of angles (a) NCC1-CO-NCC2, (b) CO-NCC2-CO, (c) NCC2-CO-NCC2, and 
(d) CO-NCC2-COO1 

 
Figure C1.5: Distributions of dihedrals (a) NCC1-CO-NCC2-CO (b) CO-NCC2-CO-NCC2, and (c) NCC2-

CO-NCC2-COO1 
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Figure C1.6: RDFs of (a) NCC1 and (b) NCC2 

Analogue: N-butylamine  

 
Figure C1.7: All-atom N-butylamine with atom numbering 

 
Figure C1.8: CG model of N-butylamine showing bead types 

      
Figure C1.9: Distribution of bond NCC1-C2E 
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Figure C1.10: RDFs of (a) NCC1 and (b) C2E 
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C2: Arginine  

Table C2.1: Arginine side chain atom charges. 
Hydrogens HB3 and HH22 are not in the neutral side 
chain; NA signifies ñNot Availableò in consequence.  

Atom names are CHARMM atom names. 

 Charges 

Atom 
Name 

CHARMM  Gaussian Assigned 

CB -0.18 -0.518 -0.380 

HB1 0.09 0.137 0.137 

HB2 0.09 0.139 0.137 

HB3 NA 0.136 NA 

CG -0.18 -0.091 -0.091 

HG1 0.09 0.143 0.130 

HG2 0.09 0.116 0.130 

CD 0.20 -0.317 -0.317 

HD1 0.09 0.162 0.151 

HD2 0.09 0.140 0.151 

NE -0.70 -0.177 -0.177 

HE 0.44 0.221 0.221 

CZ 0.64 0.099 0.099 

NH1 -0.80 -0.445 -0.445 

HH11 0.46 0.186 0.186 

HH22 0.46 NA NA 

NH2 -0.80 -0.380 -0.380 

HH21 0.46 0.228 0.224 

HH22 0.46 0.220 0.224 

Total  1 -0.001 0 
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Ala-Arg Dipeptide  

 
Figure C2.1: All-atom Alanyl-Arginine dipeptide with atom numbering 

 

Figure C2.2: CG model of Alanyl-Arginine dipeptide showing bead types 


































































































































































































































