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random classification and that most of these classifications
were significantly different from the other classifications.
Results of the model selection procedure indicated that
destriping and resampling and any interaction between the
two were important or significant in explaining these
differences between the scene classifications. The
significance of these differences 1s from a statistical
standpoint and not a practical standpoint, however. From a
practical standpoint, these differences are not likely to be

very important.

The classification results are based on the assumption
that the vegetation map used for accuracy assessment was
one-hundred percent accurate. Even if this assumption is
not correct, the generalized classification framework that
was used would have allowed for minor imaccuracies without
degrading the reliability of the accuracy results. It is
therefore felt that the classification results obtained here
are reliable indications of the effects of the

preprocessing.

Another consideration that must be kept in mind when
interpreting these results is that they apply to a
particular set of circumstances. These circumstances

include (1) the use of a supervised classification schene,



(2) the use of IDIMS specific functions or algorithams, (3)

the use of a particular pixel size for the reference data

tly more than

set {each pixel of the reference data was s!

one-half the size of each pixel of the skewed Landsat data),

ly narrow range and

{4) spectral data that had a relati
‘variability relative to most other Lamdsat data sets, and
(5) it is probable that th study area considered here was
much more spectrally and spatially diverse than most other

forested wetlands of this size.  These circumstances limit

the applicability of these results to other Landsat based

classifications. However, it is felt that the circumstances

under which this study was conducted were eft
identifying the major effects of the preprocessing on

classification accuracy and that these effects will

generally apply in many other situations.

)sion to be inferred

Perhaps the wmost important con

from this research is that more careful comsideration should

be used before applying preprocessing. In mamny cases,

operations such as desti ng are performed because that is

the way it has been done in the past. Consideration of

whether or not to use preprocessing or what type of

preprocessing to use, may become more important in the

fature if Thematic Mapper (TM) data is still b

collected.  Each band of a TM scene contains appr
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four times the pumber of pixels that a band of MSS data
contains. Furthermore, there are seven bands of TM data
compared to four bands of MSS data. It should be apparent
that the use of nmore 1intensive types of preprocessing over
less intensive types {e.g., resaspling before classification
versus resampling after classification) can 1involve
considerable increases in computer time and expense when
using TM data. For a possible modest increase in
classification accuracy and visual image guality, this
additional time and expense may not be Justified in many

instances.

Extensions of this research could concentrate on using
an unsupervised classification scheme to study effects of
preprocessing on classification accuracye. In order to do
this, technigues must be developed to eliminate the
subjectivity involved in assigning meaningful cover class
identities to spectral c¢lasses that are generated by
unsupervised classification. Different destriping and
resampiing algorithms could also be tested. Another
recommendation is that the effects of different resampling
schemes on c¢lassification accuracy should be examined in
greater detail for specific areas on a Landsat scene. An
example would be transition areas between particular cover
types that would be of interest or of value to resource

fanagers.
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Summary of Training Site Statistics.

Scene
Version 1

1

1

7.81
7.82
751
7.34
7.81
7.81
7.78
7.51

.

e s .

GO~ Oy UL B DN e
L2

8.17
8.18
7492
7+65
8.00
8.00
7.99
7.69

. & @

@~ U BN
e e

®

8.36
8.37
8.04
7.83
8.17
8.18
8.11
7.78

. . * e e @ (3

Q0 =~ oy BN

See Figure 4,

1'

2

7.49
7.50
7.08

6.99

7.02
7.02
6.88
6.66

2.

8.33
8.32
7.95
7.87
7+85
7.85
772
7.46

Coniferous Evergreen-Deciduous Mix Class

Coniferous Evergreen Class

3

12.87
12,84
12.37
12.34
1275
12.74
12,55
12.40

Mean By Spectral Band

&

12,95
1292
12,49
12.43
12.42
12,39
12,15
11.95

Variance By Spectral Band

1

+50
49
<47
+35
.16
.16
.19
+35

Broadleaved Evergreen Class

12.47
12,50
12,02
12,03
12.85
12,85
12.65
12,49

12,19
12,20
11.78
11.70
12,03
12.04
11.79
11..59

.28
229
+15
.36
.00
.00
<01
022

2

1.10
1.08
.83
1.08
+73
o1
<76
.96

«33
+D2
+30
«21
«19
.19
24
42

8.80
8.80
8.36
8.31
8.23
8:23
8.14
7.84

11.40
11:39
10.93
10.89
12.02
12,02
11.74
11,55

10.88
10.86
10.44
10.37
11.09
11.08
10.85
10.64

W41
W42
<17
46
.14
.15
- 10
« 37

.64
«65
40
.61
+30
+ 30
.26
+53

3

5.71
5.69

5,15

5.44
2.49
2.47
2:77
2.98

2.83
2.84
2.18
2.53

.98

.98
1.04
125

1.52
1.47
.96
1.31
«79
.78
+67
.94

e £ - £
|

N DN MNP oYU OO
.

Ul U B 0 WO W
ES i S w SN o J0 o 8 R G B

5.40
5.48
4.47
5.08
2,00
1.96
1.70
2.00

259
2.53
1.51
2.16
.87
.86
o715
1.00
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Summary of Training Site Statistics (cont.)

4, Deciduous Class

Mean By Spectral Band Variance By Spectral Band

Scenel ,

Version i1z 3 & 12 3 4
1. 8.61 9.15 9.93 8.49 .56 .73 1.48 3.47
2. 8.61 9.15 9.93 8.46 .56 «73 1.50 3.44
3. 8.24 8.73 9.46 8.05 25 «57 1.11 2.71
4, 8.08 8.66 9.41 7.94 .56 .75 1.35 313
54 8.45 8.63 10.42 8.78 «25 42 1:37 2.45
6. 8.46 8.63 10.41 8.75 «25 42 1.39 2.44
T 8.38 8.54 10.16 8.53 24 .36 1.28 2,40
8. 8.14 8.30 9.93 8.33 «35 64 1.51 2.57

5. Agriculture and Other Class
ls 10.88 13.57 13.79 11.79 78 2.52 5.76 7.87
2. 10.85 13.58 13.70 11.70 76 2,44 5.55 7.67
3. 10.45 13.11 13,21 11.24 .63 2.04 4,68 6.40
4y 10.38 13.05 13.16 11.21 .76 2.34 5.22 7.17
5 9.10 11.46 13,50 11,52 09 1,71 2.13 3.19
6. 9.11 11.44 13.43 11.46 L10 1,73 2.05 e 1L
T 9.05 11.24 13,19 11.21 .05 1.32 1.72 3:17
8. 8.88 11,11 13,01 11.02 «21 1.63 2.13 3.49
6. Water Class
i 7.13 6.44 4,01 .34 52 55 1.04 .58
2. 7.16 6.43 4,05 .32 «50 .56 1.03 «35
3 6.71 6.01 L) 17 .23 .35 A
4, 6.63 5.95 3.55 21 43 +55 .78 .26
5. 7.02 5.93 4,53 .15 .03 .26 +57. 21
6. 7.02 5.96 - 4.55 .15 .03 .25 * .58 .21
7. 6.99 5.81 4,28 .06 .02 .23 JAh .08
8. 6.93 5.68 4,03 +07 07 b4 .78 .09

1 see Figure 4.
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ENE VERSION ONE =
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SCENE VERSION TWO = STRIPED, RESAMPLED(NN)

ORIGINAL ERROR MATRIX

CLASSIFICATION RESULTS

1 2 3 4 9 6
1 : 23351 11829 10111 4713 701 34 :
& { 3746 3630 3630 875 8l 0 {
REFERENCE 3 I 9168 9570 13747 7934 6h2 2 {
DATA L } 13342 13843 29904 59244 78 331 I
5 : 175 b7 699 286 2409 0 :
6 i e 31 92 211 10 L4789 i

SUM OF DIAGONAL ELEMENTS = 107170
TOTAL NUMBER OF PIXELS = 231071
STANDARD ACCURACY = 107170/231071 = 0.4638

NORMALIZED ERROR MATRIX

CLASSIFICATION RESULTS

0.4122 0.2530 0.17%0 0.1092 0.0470 0.0033

| I

| |

2 ! 0.2842 ©.3338 0.2701 0.0872 0.0243 0.0002 }

REFERENCE 3 } 0.1946 0.2461 0.2860 0.2210 0.0517 0.0003 ;
DATA E} ; 0.0922 0.1160 0.2027 ©0.5377 0.0388 0.0125 {

5 : 0.0161 0.0496 0.0628 0.0344 0.8367 0.0002 %

6 i 0.0007 0.0014 0.0034 0.0105 0.0015 0.9835 i

SUM OF DIAGONAL ELEMENTS = 3.3899
TOTAL NUMBER OF CLASSES = 6
NORMALIZED ACCURACY = 3.3899/ 6 = 0.5%650
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SCENE VERSION THREE = STRIPED, RESAMPLED(BI)

ORIGINAL ERROR MATRIX

CLASSIFICATION RESULTS

1 2 3 4 5 6
1 : 28566 9003 9515 2953 875 21 }
2 I 4626 3412 3179 671 90 (0] !
REFERENCE 3 { 11891 9198 13805 5626 698 0 ;
DATA ly I 22687 10906 28798 54271 1431 305 i
5 { 287 358 i 203 2853 0 :
6 i 47 33 77 207 9 u777 ;

SUM OF DIAGONAL ELEMENTS = 107684
TOTAL NUMBER OF PIXELS = 232119
STANDARD ACCURACY = 107684/232119 = 0.4639

NORMALIZED ERROR MATRIX

CLASSIFICATION RESULTS

0.4156 0.2377 0.1902 0.0969 0.0567 0.0028
0.2704  0.3618 0.2553 0.0885 0.023% 0.0003

REFERENCE 3 0.1877 0.2634 0.2994 0.2002 0.0491 0.0001

DATA 4 0.1063 0.0927 0.1853 0.5731 0.0299 0.0126
5 0.0190 0.0430 0.0673 0.0303 0.8398 0.0003
6 0.0011 0.0014 0.0025 0.0109 0.0010 0.9840

SUM OF DIAGONAL ELEMENTS = 3.4738
TOTAL NUMBER OF CLASSES = 6
NORMALIZED ACCURACY = 3.4738/ 6 = 0.5790
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SCENE VERSION SEVEN - DESTRIPED, RESAMPLED(BI)

ORIGINAL ERROR MATRIX

CLASSIFICATION RESULTS

1 2 3 4 5 6
1 } 24948 12091 10328 2308 8U6 17 :
2 ; 3495 Hh63 3374 438 104 0 }
REFERENCE 3 : 9297 8508 17183 5114 871 0 :
DATA y { 16959 7087 31349 58802 3478 268 :
5 ; 15 264 667 228 2451 0 }
6 i 8h 5 76 282 11 4689 E

SUM OF DIAGONAL ELEMENTS = 112536
TOTAL NUMBER OF PIXELS = 230100
STANDARD ACCURACY = 112536/230100 = 0.4891

NORMALIZED ERROR MATRIX

CLASSIFICATION RESULTS

0.4417 0.2677 0.1726 0.0736 0.0415 0.0026
2 0.2619 0.4181 0.2386 0.0592 0.0217 0.0003
REFERENCE 3 0.1945 0.2226 0.3393 0.1928 0.0505 0.0001
DATA 4 0.0979 0.0511 0.1707 0.6114 0.0556 0.0130

0.0019 0.0404 0.0769 0.0503 0.8298 0.0005

197

0.0021 0.0002 0.0018 0.0127 0.0008 0.9834

SUM OF DIAGONAL ELEMENTS = 3.6238
TOTAL NUMBER OF CLASSES = 6
NORMALIZED ACCURACY = 3.6238/ 6 = 0.6040
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SCENE VERSION EIGHT - DESTRIPED, RESAMPLED(CC)

ORIGINAL ERROR MATRIX

CLASSIFICATION RESULTS

1 2 3 4 5 6
1 ; 24526 13781 8636 3056 882 22 {
2 { 3762 4638 2872 604 93 0 }
REFERENCE 3 { 10511 10963 13134 5781 798 0 :
DATA 4y { 22420 11312 23846  58uU6hL 2035 271 }
5 { w3 455 556 438 2806 (0] }
6 i 59 38 75 285 9 Le8h g

- - - - . - - - - -

SUM OF DIAGONAL ELEMENTS = 108252
TOTAL NUMBER OF PIXELS = 231955
STANDARD ACCURACY = 108252/231955 = 0.4667

NORMAL IZED ERROR MATRIX

CLASSIFICATION RESULTS

1 2 3 4 5 6
1| 0.4038 0.2653 0.1855 0.0886 0.0534 0.0032 |
2 I 0.2622 0.3780 0.2611 0.0742 0.0239 0.0003 }
REFERENCE 3 i 0.1961 0.2392 0.3197 0.1899 0.0547 0.0001 ;
DATA L ! 0.1249 0.0737 0.1732 0.5733 0.04717 0.0131 i
5 ; 0.0115 0.0426 0.0581 0.0618 O.§25U— 0.0003 {
6 i 0.0014 0.0011 0.0024 0.0122 0.0008 0.9830 i

SUM OF DIAGONAL ELEMENTS = 3.u4833
TOTAL NUMBER OF CLASSES = 6
NORMALIZED ACCURACY = 3.4833/ 6 = 0.5805
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The Effect of Selected Preprocessing Procedures

Upon the Accuracy of a Landsat Derived

Classification of a Forested Wetland

illiam M. Kovalick Jr.

Destriping and resampling are commonly applied to

distortions and to increase the utility of the scene.  This

research sought to determine if these preprocessing

operations had an effect on classifi

forested wetland in North Car

types of resampling and one dest g algorithm were

examined.

Destriping by itself produced the

lowest accuracy, based on two out of three accuracy

However, differences in accuracy due to

preprocessing were not very large from a practical




These results imply that the higher classification
accuracies associated with more intensive types of
preprocessing may not be worth the increased computer
processing time and expemse relative to less intensive types
of preprocessing. It is therefore suggested that more
consideration be given to the less intensive types of
preprocessing. An example is resampling after
classification rather than before classification since the

number of bands of data is reduced.



