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ABSTRACT

New technologies such as the Internet of Things are providing newer insights into the health, performance, and utilization of mining equipment through the collection of real-time data with sensors. In this study, data is utilized from multiple quarries and a surface coal mine collected through the software CAT Productivity and CAT MineStar Edge to analyze the performance of loaders and haul trucks. This data consists of performance metrics such as truck and loader cycle time, payload per loader bucket, total truck payload, truck plan distance, and loader dipper count. This study uses data analysis and machine learning techniques to analyze the performance of loaders and haul trucks in the mining operations used in the scope of this study. Data analysis of cycle time and payload show promising results such that there is an optimum cycle time for multiple loaders between 30-40 seconds that show a high average production. Furthermore, the distribution of production variables is analyzed across each set of loaders to compare the performance. The Caterpillar 992K machine in the rock quarries data set seemed to be the highest-yielding machine while the two Caterpillar 993K machines performed similarly in the surface coal mine data set. The Neural Network algorithm created a model that predicted the loader from the performance metrics with 90.26% accuracy using the CAT Productivity data set, while the Random Forest algorithm achieved a 79.82% accuracy using the CAT MineStar Edge data set. Furthermore, the use of preventative maintenance is investigated in the process of replacing Ground Engaging Tools on loader buckets to determine if maintenance was effective. Additionally, data analysis
is applied to Ground Engagement Tools maintenance to identify key preventative maintenance schedules to minimize production impact from equipment downtime and unnecessary maintenance. Production efficiency is compared before and after maintenance on Ground Engaging Tools and concluded that there was no material change in the average production of the mine based on that analysis. The insights gained from this study can inform future research and decision-making and improve operational efficiency.
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GENERAL AUDIENCE ABSTRACT

New technologies are helping us better understand the performance of mining equipment. This is done by using special sensors to collect real-time data on information such as how long it takes for trucks and loaders to perform their job, how much weight in the material they can carry, and how far they have to travel. Through the use of data analysis techniques and machine learning models, the data are analyzed to investigate optimum performance metrics. An optimum time of around 30-40 seconds is discovered for the loaders to output their best performance. We also discovered that through a comparison of normal distributions, some machines in similar working conditions perform much better. In the case of this study, it was found that the Caterpillar 992K loader machine outperformed all the other machines. Using machine learning models, we could accurately predict the loader unit from its data with about 80-90% accuracy. Maintenance practices are analyzed on loader bucket parts that assist in digging to prevent unnecessary maintenance or loss of production. Through analysis of maintenance records and production, it was found that there were no big changes after maintenance was performed. This information can help fuel future research as well as show where improvements can be made.
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Chapter 1

Introduction

1.1 Motivation

The development of new technologies has opened a broader view into machines and sensors through the expanded collection of big data. The Internet of Things (IoT) has taken hold in the mining industry, allowing connections between equipment and software to produce real-time data on numerous parts of the operation; hazard analysis, fleet management, condition monitoring, alarm systems, and even process optimization \cite{1, 2, 3}. The IoT is a system of objects, sensors connected to these objects, and computers that allow for signals to be sent as information or received to control devices as well as to monitor them \cite{4, 5}. IoT is a system that has countless uses and is frequently being used in networks such as the medical field and even in home automation \cite{6, 7, 8}. As technology continues to develop with more sensors being integrated into machines and network connectivity gets faster IoT will become more powerful and useful in numerous applications \cite{9}. In the mining industry IoT is a newer system that allows for easier data monitoring, such as performance or machine health, from machines across the operation and for automation that fully requires machines to communicate with the network to perform activities \cite{4, 5, 10}. Machine companies that design machines for mining purposes, such as Caterpillar, are now fitting newer generations of machines with hardware to allow big data collection and monitoring \cite{11, 12}. The new hardware connects sensors across the machine to user interfaces and maintains records of all
metrics. The new sensor-user interface connection then uses the structured data to output analyses of performance metrics, efficiency, and overall machine health [13].

Although these technological improvements exist, they are not always being fully utilized by companies in the mining industry. Mining is a mature industry that is accustomed to how things have been done in the past because it is cheaper than adopting new technologies in an ever-growing industry [1, 14]. Technology can benefit the mining industry by providing predictive analyses so that they can be proactive and not reactive to hazards such as mine disasters or machines breaking down which delay operations. Being proactive can help predict poor working conditions to improve the health of the workers, predict the failure of machines due to parts breaking or fluid leaks causing structural damage, or even prevent deaths such as the predicted landslide at the Bingham Mine in 2013 [15, 16]. The new technology can also help by determining the optimal performance of machines, providing operators with a production goal allowing the operation to achieve its full potential to keep up with demand. Identifying the optimal performance is important because once this is done then companies can acknowledge areas of their operation that are lacking. Once these areas are found they can start to improve them which could be done with more operator training as well as setting goals for operators to hit. In my experience, mining companies have created reward systems, such as gift cards or food, based on goal performance metrics for their operators to help improve productivity and this is helpful over time to increase production.

The purpose of this exploratory study is to investigate the benefits of big data collection and to facilitate the identification of key performance metrics using two Caterpillar software tools, CAT Productivity and CAT MineStar Edge [17, 18]. The two pieces of software are newer to the industry and are slowly being utilized by companies to monitor their production fleet. A thorough analysis of the data output from the machines would be beneficial in
1.1. **Motivation**

determining the optimal production metrics as well as visualizing maintenance benefits. In this study, the data will be used to examine loader-hauler interactions to identify optimal performance metrics with the ultimate goal to increase yearly production. A loader, also known as a front-wheel loader, is a variable-sized machine with a bucket attachment on the front that is utilized in mining to move solid material from the production area [19]. Hauler units, also known as haul trucks, are used in mining for the transport of material between areas of the mine such as from the mining face to the processing facility [20]. The loader-hauler interaction is the process in mining by which the loading units fill haul trucks with material from the working face [21]. The material from the working face is first freed in the exploitation stage of mining in which explosives are used to break apart the rock. Once this is complete then the loading and hauling stages are conducted with the loader and hauler units to move the material [22, 23]. Both loaders and haulers have sensors on them that with the help of the IoT transfer data to dashboards so that users are able to monitor the speed of production. The production rate is frequently dictated by the speed of the loader-hauler interaction because if these machines are not up to optimal speed then downstream the operation will not have material to put through the production mill [24].

One hypothesis tested was if there was an optimum point at lower cycle times, ideally in the 30 seconds to 45 seconds range, in which the average payload will have a higher yield thus setting a production goal for operators [25]. Another hypothesis was evaluating whether the maintenance activity on GET loader buckets is appropriate as operators currently determine the frequency of replacement. The last hypothesis states that the use of machine learning will yield a predictive model of loader type and production values associated with that loader and regression models can be used to find additional variable relationships not already highlighted.
1.2 Outline

This thesis analyzes machines from two different types of mines, a surface coal mine and rock quarries. Chapter 2 reviews background information that is related to this topic as well as previous studies conducted that provide support for the motivation of this work. Optimization studies without the use of IoT technology are discussed with literature that displays the methods and results of these studies. Studies conducted using technology about predictive maintenance and predictive models to increase productivity and performance are then discussed. Additionally, research using machine learning algorithms is detailed to provide an introduction to the use of big data in these algorithms. Chapter 3 presents the methods chosen to analyze the data. In this research data analysis, statistical analysis, and machine learning methods were utilized to gather results. Chapter 4 provides the results of the experiment as well as a detailed analysis of these results and the implications to the operations as a whole. Chapter 6 presents the conclusions of this research conducted and the possibility for future work.

1.3 Summary of Contributions

The goal of this thesis is to investigate the uses of big data collection in the mining industry and to identify key performance metrics using Caterpillar software tools, CAT Productivity and CAT MineStar Edge. To this effort, the following was achieved:

- Conducted an extensive literature review on the uses of data analysis, predictive maintenance tools, and machine learning applications in the mining industry.

- Utilized data analysis techniques to identify key performance metrics for nine loaders between the two software.
1.3. Summary of Contributions

- Performed statistical analysis on the nine loaders in order to identify the distribution of data and compare the variability of data between loaders in similar production conditions.

- Produced linear and polynomial regression machine learning models to investigate the relationship between production metrics. As well as utilizing machine learning prediction models to determine which was best for predicting production metrics given the type of loader.

- Measured production changes before and after maintenance was conducted on the Ground Engaging Tools of a loader to examine if this maintenance was beneficial.
Chapter 2

Previous Work Related to Recovery Optimization

Previous studies explored the optimization of fleet interactions without the use of technology that highly relies on equations that provide a number based on variables gathered from visual guesses as well as manual measurements. Matsimbe (2020) performed data analysis on shovel-truck interactions in a quarry in Malawi, to determine if they could optimize fleet size using different numbers of haul trucks for one shovel [26]. Using a stopwatch for cycle time as well as numerous equations for payload size that rely on the user’s judgment of how full the shovel bucket is, they were able to determine increased fleet size with the current size shovel resulting in the queuing time of the haul trucks to go up by 6.40 minutes [26]. Nday et al. performed similar work in a mine in the Democratic Republic of Congo, with hand calculations that considered conditions of haul roads and the equipment as well as operator experience to lower cycle times by about 8% [27]. Finally, Samatemba et. al recently employed equations to discover the utilization rate, production rate, equipment availability, efficiency, and performance rate for haul trucks, loaders, and drill rigs in a Chibuluma South Mine in Zambia [28]. With simple analysis, these researchers were able to determine that all their machines were working with less than a 50% effectiveness rate translating to a large loss of revenue [28]. In the future, technology access will become more cost-effective and readily available for developing countries thus yielding a potential evolution of adoption over
time. In neither of the previous analyses, the machines were not connected with sensors to software that could accurately measure the payload, cycle times of the loader and hauler units, and queuing time of the trucks. If the technology was available, without having to use equations that take user opinion, therefore leading to potential user error, they would be able to provide a more accurate representation of how their fleet interacts with different size shovels and different fleet sizes. This accurate representation could lead to higher machine efficiencies, leading to higher production, and allowing the company to increase its revenue over time.

The inclusion of sensors and data in machines allows predictive maintenance strategies to be used more frequently. In the past, without access to technology to give performance metrics and machine health, maintenance would occur when machines broke down or when operators used visual or auditory cues to determine that damage had already occurred [29]. This lack of technology allows for the incorporation of human error. The operator may not know the signs to look for that there is a problem with the machine which could lead to more extensive damage creating a longer downtime for maintenance of the machine as well as a costlier repair. The addition of sensors and algorithms to machines can help circumvent this reactive maintenance planning. Equipment is more reliable, meaning less downtime when parts break, and there is a noticeable cost reduction since less is being repaired [30]. Algorithms such as those in machine learning can be utilized to create predictive models from past data to forecast and schedule maintenance for machines. Basri et al. reviewed this and found that through the computer-based approach to predicting machine failures, companies achieved better performance and productivity over time compared to reactive maintenance practices [31]. Due to current supply chain disruptions, it is vital for operations to predict when machines need parts instead of waiting until failure and potentially losing a machine for multiple months while waiting on replacement parts.
Machine learning has been a popular topic in numerous research fields and recent developments in technology allow for easy access and adoption. Supervised learning is a machine learning method in which the model is given a portion of the full data that is completely detailed and is used as a training data set [32, 33]. This training data is used to teach the model so that when the rest of the data, also known as the test data, is input into it, without any labels, it will be able to learn from the training data and predict the classification of the test data. For example, a group of researchers, Khan et. al., used supervised learning to classify unstructured text documents from the internet into reports, emails, views, and news in order to extract their highlights [34]. Unsupervised learning on the other hand is machine learning models that intake data that has no structure or labels and analyze them to produce clusters based on the model’s own prediction [35, 36]. For example, Lopez et. al., utilized an unsupervised machine learning method in which they input human genome data without any labels and the machine learning method was capable of clustering multiple sclerosis patients accurately without having any input parameters to learn from [37]. Researchers in the mining industry have focused on this trend and are producing ever-growing experiments to see the capabilities of these algorithms alongside the collection of big data. Nobahar et. al. used five algorithms: linear regression, decision tree, K-Nearest Neighbor, random forest, and gradient boosting to simulate operations to optimize fleet selection [38]. The research found the Gradient Boosting Regressor algorithm was accurately able to predict the best fleet selection given performance metrics, weather conditions, and haul road routes with an 85% accuracy rate. Baek et. al. utilized a deep neural network algorithm to predict the ore production of a mine in the Republic of Korea based on performance metrics of the fleet of haul trucks [39]. The results were promising as their mean absolute percentage error for morning productions was 11.40% and for afternoon productions was 8.87% [39]. A mean absolute percentage error of less than 10 is excellent while between 10 to 25 is low but acceptable [40]. Machine learning algorithms and results should continue to improve over
time, and with the addition of big data collection in the mining industry, will expectantly be used for predicting performance metrics and required maintenance.
Chapter 3

Recovery Optimization Methodology

3.1 Data Collection

This study used data from two different software packages CAT Productivity and CAT MineStar Edge. These software are proprietary to Caterpillar and require individual companies to pay a subscription to have their machines connected to the network to access the data collected by sensors on the machine. These machines are connected to the network using a 4G signal transferred through what is called the Product Link box. This Product Link box allows for the health, utilization, production insights, and hours/location to be transferred to the software dashboards for use by the customer or owner of the software [41, 42, 43]. In this study, all machines used in this study have a Product Link box of generation PLE641 which allows for the advanced production metrics to be gathered. CAT Productivity had multiple loaders, aside from the ones used in this study, that had PLE641 boxes but due to the fact that the customers had not subscribed to the software, these machines only presented utilization data as well as cycle time metrics. These two software are capable of presenting similar performance metrics, machine health, and utilization but there are a few key differences. CAT MineStar Edge allows for real-time data collection and playback recordings of work machines are doing and easily ties which hauler unit is being loaded by the front-end loader [44]. On the other hand, CAT Productivity does not provide real-time data collection and does not provide as in-depth insights as CAT MineStar Edge since it is a
cheaper subscription [45]. CAT Productivity did not have full data filled out for haul trucks at each of these sites. During the exploration of the data available, many of the haul trucks only displayed cycle times and utilization and did not correspond load events to specific loader units. Therefore, due to this it was not feasible to perform a study on machines with one or two variables available in their data set. This data is not publicly accessible and was provided by the company Carter Machinery Company Inc. for use in this study. All data collected in this exploratory study was scrubbed of any customer-identifying information as well as asset number to prevent insight into customer production information.

3.1.1 CAT Productivity Dataset

The first data collected from CAT Productivity consisted of variables for basic production information with a data set for each of the seven loaders. The first data group used eight months of data from April to December 2022. The loaders used in this study were in different quarries across Virginia with similar production conditions to each other. These rock quarries, across Virginia, are surface operations that produce limestone, sand, and gravel. The first group of data was collected using the software Cat Productivity. The Caterpillar loader machines were of slightly different sizes based on their generation. The seven Caterpillar loaders consisted of one 992K machine, two 990K machines, three 988K machines, and one 988K XE machine. These machines are variable in size but frequently are used for similar-size quarries based on company choice. The loader data was tied to each haul truck thus enabling the gathering of truck metrics as well. The data collected contain variables for Date and Time, Bucket Payload (tons), Truck Total Buckets, Truck Total Payload (tons), Cycle Time (seconds), and Truck Id. Bucket payload is just the tonnage of the material that is in the loader bucket before it is dumped into the haul truck. Truck Total Buckets is the total number of loader buckets full of material that it takes to fill up the truck.
### Chapter 3. Recovery Optimization Methodology

<table>
<thead>
<tr>
<th>Date</th>
<th>Bucket Payload (tons)</th>
<th>Truck Total Buckets</th>
<th>Truck Total Payload (tons)</th>
<th>Cycle Time (Seconds)</th>
<th>Truck ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>06/18/2022</td>
<td>16.94</td>
<td>4</td>
<td>68.93</td>
<td>45</td>
<td>1</td>
</tr>
<tr>
<td>07/02/2022</td>
<td>14.56</td>
<td>5</td>
<td>87.64</td>
<td>73</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.1: Sample Cat Productivity Production Data for Loaders from Rock Quarries

before it departs the loading area. Truck Total Payload is the total tonnage of the material that the truck departs the loading area with after being filled by the loader. The cycle time is in regards to the loader and it is measured in the total time of the following four phases: picking up material from the working face to fill the loader bucket, swinging toward the haul truck, dumping the material in the haul truck bed, and finally swinging back toward the working face [46]. Truck Id is simply a way for the companies to distinguish which truck is being loaded by the loader. Table 3.1 shows a sample of the data collected.

#### 3.1.2 CAT MineStar Edge Dataset

The second data set consisting of the two loaders from Cat MineStar Edge had numerous variables but only a few can be utilized for performance metrics analysis. This is because the majority of the information in this data set is made up of sensitive information to the company such as load and dump location in X, Y, and Z as well as latitude and longitude coordinates, haul routes with distinguishing information, machine serial numbers. Alongside the sensitive information, there was miscellaneous that was omitted due to it not being related to any performance metrics. For example, the variable cycle type was omitted because every data point had the same value which was “HAUL” as well as other variables like haul operator which was not filled out for any data point. The second group consisted of two loader machines of the generation Caterpillar 993K. This second data set also consisted of eight months of data from a large-scale surface coal mine located in West Virginia. These
Table 3.2: Sample CAT MineStar Edge Production Data for Loaders from Surface Coal Mine

<table>
<thead>
<tr>
<th>Date</th>
<th>Load Duration (seconds)</th>
<th>Truck Cycle Time (minutes)</th>
<th>Plan Distance (m)</th>
<th>Loader Dipper Count</th>
<th>Payload (tons)</th>
</tr>
</thead>
<tbody>
<tr>
<td>04/16/2022</td>
<td>253</td>
<td>16.94</td>
<td>2150</td>
<td>6</td>
<td>157.3</td>
</tr>
<tr>
<td>05/12/22</td>
<td>341</td>
<td>14.56</td>
<td>1896</td>
<td>7</td>
<td>143.2</td>
</tr>
</tbody>
</table>

Caterpillar 993K are large pieces of machinery that are capable of large production operations such as the surface coal mine this study was conducted on. The most useful variables in the data set were Date, Load Duration, Truck Cycle Time (seconds), Plan Distance Full (m), Loader Dipper Count, and Resolved Payload (tons). Load duration is the length of time it took for these loaders to fill the haul trucks with the material. Truck Cycle Time is the total time that the haul truck goes through the phases of the start of loading, hauling to the dump site, dumping, hauling back to the loading site, and then pulling up next to the loader again [47]. Plan distance full is the total horizontal distance that the haul truck travels in order to reach the dump site from the loading site. Loader Dipper Count is the number of loader buckets it takes to fill the bed of the haul truck before it departs for the dump site [48]. Resolved payload is another name for Total Truck Payload. Table 3.2 shows a sample of the data.

There were limitations in the data collection. There was no possibility with the data from CAT Productivity to identify which haul truck was associated with each loader cycle. The Truck ID variable mentioned in Section 3.1.1 was never filled out with the distinguishable truck ID numbers. This means that the companies did not set up the system with a specific identifier for each haul truck. Due to this haul truck performances were not able to be identified. Therefore, this variable was deleted from the data sets. In a search through the CAT Productivity software, there were some haul trucks that were tied to each load cycle but then it was discovered that these loaders did not have upgraded subscriptions. This
lack of subscription means the only production metric shown for these loaders was cycle time. Comparing loader cycle time to haul truck cycle time did not seem reasonable for the scope of this research so these machines were not included in the analysis. Many of the loaders used in this research did not have accurate Truck Total Bucket variables. The way this information is stored in the system is it will keep adding one to the count of the total number of buckets per truck until the operator clicks a button that stores the number of buckets and resets the count. This button is usually tied to the horn on the machine as the loader operators honk the horn in order to indicate to the haul truck operators that loading is complete but this button is often never configured by the companies. Therefore, the data shows the count going up to 50 and then resetting frequently. For the loaders that did have this button configured, there were multiple occurrences where the count would be too high for a reasonable amount of buckets which means there was a human error in which the operator forgot to press the button.

Ideally, the haul truck metrics would be available alongside the loader metrics to compare and see if there are connections between the variables. With the machines included in this study, it was not possible. CAT MineStar Edge did have some limitations as well. One instance is the lack of individual loader bucket payload values. The software only gives the total payload per truck in the data sets which does not allow for the cycle time of the loader to be compared to the average payload per bucket. This lack of data means the analysis for the CAT MineStar Edge data was slightly different than that of the CAT Productivity analysis.
3.2 Data Preprocessing

Each data set downloaded from every loader was normalized for data analysis to be conducted input into the models. This process included identifying the range of cycle times for each loader to remove any large outliers, deleting missing data referred to in Section 3.1.2, and filtering out unnecessary variables that would not indicate production metrics and were sensitive information to the company.

For the first data set from Cat Productivity, numerous data points needed to be deleted. Given the lack of filled-out data, some variables were deleted from the data sets because of inconsistencies in subsequent data collection across each loader. These variables included Bucket Payload Sequence, Truck Total Buckets, Truck Total Payload, and Hauling Unit. All the loaders had the Product Link 641 boxes which allowed the setup of identifying how many bucket cycles it took to load the haul truck, the overall tonnage of the haul truck when full, and the haul truck associated with that cycle.

For the Cat MineStar Edge data set, the variables that were deleted were associated with sensitive information to the company. Each loader had its cycle time analyzed in a distribution to determine the frequency of task achievement creating low and high bounds for a cutoff time. Loader operators may perform multiple tasks while waiting for haul trucks to position themselves next to the loader at the mining face. On the low end, they may be cleaning the face or floor by picking up and dumping material repeatedly in a quick fashion. On the high end, they could be sitting with a bucket full of material waiting for a haul truck to pull up. Additionally, the fill factors for each data point were calculated in the CAT Productivity data sets which were done by taking the bucket payload and dividing it by the max bucket payload for each machine. Table 3.3 displays the number of samples in each data set before and after preprocessing.
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<table>
<thead>
<tr>
<th></th>
<th>Number of Samples Before Preprocessing</th>
<th>Number of Samples After Preprocessing</th>
</tr>
</thead>
<tbody>
<tr>
<td>993K</td>
<td>5557</td>
<td>3900</td>
</tr>
<tr>
<td>993K</td>
<td>7521</td>
<td>4365</td>
</tr>
<tr>
<td>992K</td>
<td>36633</td>
<td>32695</td>
</tr>
<tr>
<td>990K</td>
<td>72837</td>
<td>61155</td>
</tr>
<tr>
<td>990K</td>
<td>38727</td>
<td>31987</td>
</tr>
<tr>
<td>988K</td>
<td>37573</td>
<td>31724</td>
</tr>
<tr>
<td>988K</td>
<td>25961</td>
<td>20763</td>
</tr>
<tr>
<td>988K XE</td>
<td>66912</td>
<td>65894</td>
</tr>
<tr>
<td>988K XE</td>
<td>60652</td>
<td>57944</td>
</tr>
</tbody>
</table>

Table 3.3: Number of Samples in each Data Set Before and After Preprocessing

3.3 Data Analysis Methods

Once the data sets for the eight months were gathered from CAT Productivity and CAT MineStar Edge, data cleaning was the first step in this study. Microsoft Excel was used to clean and prepare the data sets to verify the accuracy and reliability of the data. The data cleaning process involved removing sensitive information from the companies and variables that consistently had a lack of information. Following the removal of data, the fill factor for the CAT Productivity set of loaders was calculated which was conducted by dividing each bucket payload by the maximum payload possible for that machine. Due to a lack of individual cycle bucket payloads in the CAT MineStar Edge data set, the fill factor was not able to be calculated for the two loaders in the surface coal mine. Following the data cleaning process, the PivotTable function within Microsoft Excel was used to calculate the average payload for each cycle time. The frequency that each cycle time that appeared in the data set are calculated to determine the most common cycle times for each loader. This analysis provided us with insights into the payload distribution and helped to identify any patterns or trends shown in the data.
Next, the average payload for each cycle time and frequency of the cycle times was imported into the software Google Colab. This software allowed us to use Python code for data visualization purposes. Google Colab was chosen because it allowed us to run Python code on a web browser that synced to Google Drive so there was access to the code from any computer [49]. The figures were created using a combination of the Matplotlib, Pandas, and Numpy libraries. Scatter plots are created to display the distribution of data for average payload vs. cycle time, and histograms to visualize the frequency of cycle time for each of the loaders. These figures allowed us to gain insight into the relationships between the variables and to identify any outliers in the data. Finally, each of the figures was saved from the code to the hard drive of the host computer.

3.4 Statistical Analysis Methods

Google Colab was used to perform statistical analysis, calculations, and data visualization. The first step in this process was the calculate the measures of central tendency for the major production metrics chosen for each set of loaders. These measures of central tendency included the mean, standard deviation, and first and third quartile. For the CAT Productivity loaders, the seven loader units in this set are compared based on the variables loader cycle time, fill factor, and bucket payload. For the CAT MineStar Edge loaders, the two loader units in this data set are compared based on the variables total truck payload, loader cycle time, and truck cycle time. By calculating these measures of central tendency, a visualization of the distribution of the data as well as any trends or patterns that may appear were obtained. These measures of central tendency calculations provided insights into the performance of each loader compared to each other as well as to show any areas for improvement.
In order to visualize the distribution of data, the probability density function (PDF) is calculated using the measures of central tendency. The PDF is a way to display the normal distribution of a variable in a given data set and provides a comparison of different data sets when analyzing them [50]. The PDF was then calculated for each of the variables chosen for the sets of loaders. Through visualization of the PDF, any significant differences between the performance of the loaders in each set is identified to gain a better understanding of the underlying data. Limitations in the data occur with the lack of variables to compare between the loaders. So a necessary judgment are made as to which variables to focus on for the comparison of performance metrics.

### 3.5 Machine Learning Methods

The machine learning setup and analysis were also conducted using Google Colab because of the access to the machine learning libraries within Python. For the machine learning analysis, all of the individual loader data sets were put together but were distinguished from each other with a loader ID of 1 through 7 for the CAT Productivity data set and loader ID of 1 and 2 for the CAT MineStar Edge data set. The result was two separate files, one with all the data from CAT Productivity and one with all the data from CAT MineStar Edge. In the first step, a linear regression model, as well as a polynomial regression model, was built to explore the relationship between the target variable, the loader units, and the other features. From these models, R-squared values were calculated for the evaluation of the performance of the models. The R-squared value tells how much of the variance of the target variable is explained by the predictor variables which in this case is all the production metrics aside from the loader units [51]. After the linear and polynomial regression models were created for both data sets, an additional visual was created to identify the correlation
between each of the variables in the data set. We used this to investigate to see if there were hidden correlations between variables. These were shown by using heat maps which display on a grid the correlation between each of the variables.

In the next step, various classification models were built to predict the target variables. A random 20% of the data was chosen to be used as testing sets with the loader identifier being used as a parameter. The other 80% was used as the training data sets. Next, the two data sets were run through five different predictive models, K-Nearest-Neighbor, Random Forest, Decision Tree, Logistic Regression, and Neural Network. Clear results were obtained through this. The choice of each of the predictive models is discussed in Sections 3.5.1 to 3.5.5. These models produced accuracy scores capable of evaluating the performance of the models. The best accuracy score determined the best-performing model.

3.5.1 K-Nearest-Neighbor

The K-Nearest-Neighbor algorithm was chosen as one of the predictive models because it is versatile in being able to classify data but also to be able to predict based on the information input into its model [52]. This model works by taking given unlabeled data, in this case, the data not identified by its loader ID, and it attempts to accurately classify it by similar characteristics to the labeled data [53]. This was a great model for this research because it could be used either to predict what type of loader it is or use the type of loader to predict the production metrics.

3.5.2 Random Forest

The Random Forest method was chosen because of the use of randomization of the features it selects to split by the nodes [54, 55]. This algorithm is capable of splitting up into multiple
different sample groups, in what is called bootstrapping, and then it runs the algorithm on each group individually and finally brings them together at the end for classification \[56\]. This randomization hopefully helps accurately predict the classifications in the data sets.

### 3.5.3 Decision Tree Classifier

Decision Tree Classifiers splits information up on a map in which there are branches that split based on the difference in value in the data so if you followed the tree all the way down then you would ideally find the classification that is correct for that data point \[57, 58\]. These classifiers are typically great for discrete data which means quantitative data that is capable of only taking specific values which is the case for cycle time in this study since for the rock quarries it can only be between 0 seconds to 100 seconds \[59\].

### 3.5.4 Logistic Regression

The logistic regression model was chosen due to the poor performance of the linear and polynomial regression models that were initially used in the machine learning analysis. The logistic model was also chosen because it allows for expert analysis in determining the relationship between multiple independent variables and a dependent variable \[60\]. This was important in our consideration it this model works especially well for prediction problems or analysis.

### 3.5.5 Neural Network

The neural network model was chosen because of its complex nature of the model. The model created in this study was a simplistic version but it was capable of producing the
desired results using the neural network method. Neural networks are ultimately great at taking training examples, such as a subset of data, and analyzing it to gather information and then ultimately perform a given task based on what it has learned [61]. Neural networks are interesting as they are modeled after the human brain with nodes, which are decision points, that communicate to the other nodes through connections and transfer what they learn through this [62].
Chapter 4

Recovery Optimization Results

4.1 Data Analysis

Through data analysis of each loader’s data set, a distribution of the average payload for each cycle time was obtained. Each loader was analyzed individually to determine if the results produced an optimum low cycle time in which the average payload per bucket is high. This optimum point would ultimately yield higher production down the line so this would be a goal for operators to strive for. The frequency of each cycle time was also included to determine the spread of the data. This spread could be tied to the average production to see how often the operators are achieving the optimum cycle time to give an indication of the speed of production. The loaders were analyzed between cycle times of 0 seconds to 100 seconds. Low cycle times would typically indicate the loader operators are performing non-production activities such as cleaning up the floor around the mine face for loose rock. The CAT Productivity software may distinguish this as a load event because it registers the payload and action of the loader picking up and dumping rock. Any cycle time above 100 seconds was not counted because these were infrequent and indicated the loader waiting for a haul truck to pull into the loading area. Figures 4.1 to 4.7 show the scatter plots of the average bucket payload vs. cycle time for all seven of these loaders from the rock quarries.
4.1. Data Analysis

Figure 4.1: Distribution of Scatter plot of Average Payload per Bucket and Cycle Time for 992K Loader

Figure 4.2: Distribution of Scatter plot of Average Payload per Bucket and Cycle Time for 990K Loader
Figure 4.3: Distribution of Scatter plot of Average Payload per Bucket and Cycle Time for 990K Loader

Figure 4.4: Distribution of Scatter plot of Average Payload per Bucket and Cycle Time for 988K Loader
4.1. Data Analysis

Figure 4.5: Distribution of Scatter plot of Average Payload per Bucket and Cycle Time for 988K Loader

Figure 4.6: Distribution of Scatter plot of Average Payload per Bucket and Cycle Time for 988K Loader
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Additionally, Figures 4.8 to 4.14 show histograms showing the distribution of the frequency of each cycle time.

Figure 4.7: Distribution of Scatter plot of Average Payload per Bucket and Cycle Time for 988K XE Loader

Figure 4.8: Histogram Showing the Frequency of each Cycle Time Occurring in the 992K Loader Data set
4.1. Data Analysis

Figure 4.9: Histogram Showing the Frequency of each Cycle Time Occurring in the First 990K Loader Data set

Figure 4.10: Histogram Showing the Frequency of each Cycle Time Occurring in the Second 990K Loader Data set
Figure 4.11: Histogram Showing the Frequency of each Cycle Time Occurring in the First 988K Loader Data set

Figure 4.12: Histogram Showing the Frequency of each Cycle Time Occurring in the Second 988K Loader Data set
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Figure 4.13: Histogram Showing the Frequency of each Cycle Time Occurring in the Third 988K Loader Data set

Figure 4.14: Histogram Showing the Frequency of each Cycle Time Occurring in the 988K XE Loader Data set

Of the data that was collected and displayed for the seven loaders in the rock quarries, three of them show promising results and the other four are inconclusive concerning cycle times and yields. The scatter plots of Figures 4.5 to 4.7 show the promising results. These figures indicate an optimum point around a cycle time of 32 seconds for Figure 4.5, 37 seconds for Figure 4.6, and 40 seconds for Figure 4.7 in which payload results in a higher yield. These results are promising because they fall in the range of an ideal cycle time which should be
between 30 seconds to 45 seconds. The lower range of this ideal cycle time, 30 seconds, is reasonable with an adequate operator but when the cycle times start pushing reaching 45 seconds then that is an area for improvement [25]. With machines of the size used in this study, it has been found that this range of cycle times is adequate for the operator to fill up the bucket a reasonable amount as well as to dump it into the haul truck. The scatter plots of Figures 4.1 to 4.4 show the inconclusive results. These plots are inconclusive because although there appears to be an optimum point for a cycle time that averages a high payload yield, it appears to level out after this point and only has slight changes to the average payload at each cycle time. The optimum point for these figures also appears to be around 35 to 40 seconds. The trends of a few scatter plots illustrate an increase in payload yield as they approach the higher bound of the cycle time range, 100 seconds. The increase in the payload is theorized that in a longer cycle time, operators repeatedly shovel into the blasted rock piles to gain higher fill factors for their buckets. The higher payloads in these instances are not significant enough to be useful and they sacrifice time that can be used to increase production over the shift or could be used for more cycles. Ideally, it would be better to stay in lower cycle times for production goal purposes.

The histograms of the frequency of each cycle time for each loader mainly show a normal distribution around the cycle times that represent the optimum point for a high yield in the payload. A few of the histograms, namely in Figures 4.8 to 4.12 and 4.14, are skewed toward higher cycle times which could suggest the operators are multitasking rather than simply loading haul trucks. More data near the higher bound of the cycle time could suggest operators are taking unnecessary lengths of time to load a truck or clean the floor of the pit which could affect downstream production. The normal distribution in these graphs centered around ideal cycle low cycle times suggests that the operators of these loader units are performing exceptionally. The higher cycle time skew means that there are numerous
more frequent high payload data points at these cycle times which could inflate the data. Figure 4.13 show no normal distribution and instead show a nearly uniform distribution and a skew toward lower cycle times respectively. The lower cycle time skew goes against reasonable cycle times as they would be too fast at these points and would not reasonably be able to maintain a high payload yield and dump into the haul truck in the same minimum length of time. The nearly uniform distribution seems inconsistent with the other loaders used in this study as it has fewer data points which could suggest it was used for a variety of activities and not just loading haul trucks with the material. Figure 4.13 suggest either abnormalities or mistakes in the data and would need further study with a site visit to analyze operations.

The two loader units from the surface coal mine were analyzed similarly to the seven loaders from the rock quarries. These loader units, however, did not have individual cycle times for each bucket payload in their data set. As a result, Figures 4.15 and 4.16 show the scatter plots of the average truck payload vs. cycle time for both of the 993K loaders from the surface coal mine.

![Figure 4.15: Distribution of Scatter plot of Average Payload per Bucket and Cycle Time for the First 993K Loader](image)

Additionally, Figures 4.17 and 4.18 show histograms showing the distribution of the frequency
Figure 4.16: Distribution of Scatter plot of Average Payload per Bucket and Cycle Time for the Second 993K Loader of each cycle time.

In Figures 4.15 and 4.16 the two 993K loaders do not concretely contain an optimum point around a cycle time that shows high payload yields. Although the scatter plots do not show an optimum point, they do have a positive trend with some outliers. The positive trend confirms the hypothesis that as you increase cycle time you may have higher payload yields due to repeatedly shoveling into the blasted rock piles to achieve a higher fill factor.
4.1. Data Analysis

Although this is true, the longer loading strategy must be tempered because there could then be an unintended effect where loading one haul truck for larger amounts of time could back up the entire operation. The low production for the shift could be due to longer cycle times or a backup due to long queue times at the loading site.

Figures 4.17 and 4.18 displaying the histograms of the two 993K loaders at the surface coal mines primarily show a normal distribution centered around the cycle time of 250 seconds. This centered point could suggest that for these larger operations such as these surface coal mines ideally operate around these times since they are more frequently hitting them. The normal distribution with a wide range also suggests that these loading units are not just used for loading haul trucks. They could be used for floor cleanup as well as moving material from stockpiles into crushers to continue production down the line.
4.2 Statistical Analysis

Statistical analysis was conducted on certain variables in the data to visualize their distribution for comparison. Cycle time, fill factor, payload, truck payload, and truck cycle time, were determined to be the best for determining the production performance of the loader units in their respective operation. The data was again split into two sets in this analysis based on quarry type. One data set included the rock quarries consisting of the seven loader units discussed in the data collection section. The other data set included the two loader units in the surface coal mines also discussed in the data collection section. The variables for the first set that were analyzed were the cycle time, fill factor, and payload. The variables presented in Figures 4.19 to 4.21 were chosen because all their data points were filled out across the seven loaders in the data sets.

![Normal Distributions of Cycle Time for Loaders](image)

Figure 4.19: Normal Distribution of the Variable Cycle Time for the Seven Loaders in the Rock Quarries

In fig. 4.19 the normal distributions of the cycle times for the seven loaders were generally similar to each other. The distributions were centered around different values but multiple had similar size spreads. Multiple of the distributions was centered around a cycle time of approximately 50 seconds suggesting that this is in reality the average cycle time for rock
4.2. Statistical Analysis

Figure 4.20: Normal Distribution of the Variable Fill Factor for the Seven Loaders in the Rock Quarries

Quarries of this size. In Figure 4.20 the normal distributions of the fill factors for each of the loaders were considerably different. Multiple of them had low fill factors indicating the operators are not utilizing the size of their buckets to their fullest extent. One reason for the under utilization of buckets could be a lack of operator experience as well as loading units frequently being used for other purposes such as cleaning the face while registering these tasks as a loading cycle. Four loaders, 992K, one 990K, one 988K, and the 998K XE, showed optimal fill factors of about 80% or higher. The high fill factors are ideal because the operators are utilizing the machines to almost their full extent to fill the trucks resulting in fewer cycles per truck and lower truck cycle times. In Figure 4.21 the normal distributions for the bucket payload of each of the loading units vary considerably. Each generation of loading units is different sizes with different size buckets that allow for larger or smaller payload values. Although the distributions show their varying capacities, the quarries they operate in are nearly the same size with similar yearly production. Given the quarries’ similar profiles and different machine options, the 992K loader would be the most beneficial for this type of operation with the correct operator. The 992K generally was one of the best-performing loading units in each of the variables shown in these distributions. The
992K had a higher average cycle time than some of the other loaders but remained near the lower range of the ideal cycle time for loaders in this type of operation.

Total truck payload, loader cycle time, and truck cycle time were analyzed in the second data set of surface coal mines consisting of the two loader units. The surface coal mine data sets for the 993K truck had more data filled out allowing for the variables most related to production metrics to be analyzed. Figures 4.22 to 4.24 show the normal distributions of these two loaders. The variable bucket payload was not available for this data set because the software Cat MineStar Edge the total payload for each truck instead of each cycle’s payload.

The two 993K loading units are the same type and size machine but one of the units outperformed the other in two of the three variable distributions. Examining the total truck payload distributions in Figure 4.22, the 993K machine, represented by the blue line, had a higher total truck payload of approximately 15 tons. The 993K, depicted as the orange line in Figures 4.23 and 4.24, had lower loader and truck cycle times by a small margin. In the future, the 993K loader could show a higher production even though it lagged slightly
4.3 Machine Learning

Using Python, machine learning methods were used to analyze the data sets to initially determine correlations between the variables included. The first analysis was done on the data sets consisting of the seven loaders from the rock quarries. The first machine learning analysis used was to test linear regression as well as polynomial regression to see which fit better to the data. This regression method was used to primarily see the relationship between the variables in the data sets to predict the continuous target variables which were the loader units. Using the associated linear regression libraries within Python, the data was split into features and target variables. In the CAT Productivity model the features were Payload, Truck Payload, Cycle Time, and Fill Factor. In the CAT MineStar Edge model the
features were Load Duration, Total Truck Payload, Truck Cycle Time, Plan Distance and Loader Dipper Count. The target variable in this case was the loader. After the model was set up and trained and predictions were made on the training set, an R-squared value was obtained. For the linear regression model, this value was 0.098 which is a poor result. This means that 9.8% of the variance in the target variable, the loading unit, can be explained by the variables in the data sets. This essentially means that the linear regression model is poor at predicting the variation of loaders using the data. This is a surprising result as it was believed that there would be some form of linear relationship shown in the model.

The polynomial regression model showed better results but not great. The polynomial model was set up similarly to the linear regression model with just the addition of a higher degree to the function to account for the polynomial feature. Using the associated polynomial regression libraries within Python, the data was split into the features and the target variables which again were the loader units. After the model was set up and trained and predictions were made on the training set, an R-squared value of 0.366 was obtained. The polynomial regression R-squared value is better than the linear regression model but still is not a great result. The value of 0.366 means that only 36.6% of the variance in the target variable, the
Figure 4.24: Normal Distribution of the Variable Truck Cycle Time for each Loader in the Surface Coal Mine

loading units, can be explained by the given variables in the data sets.

The data from the two loaders from the surface coal mine also were used in the linear and polynomial regression models. This data did not show as promising results as the rock quarries data. The linear regression method resulted in an R-squared value of 0.080 and the polynomial regression method resulted in an R-squared value of 0.152. Both of these R-squared values are considerably low and tell that the variables in the CAT Productivity and MineStar Edge data sets are not adequate to explain the variance in the target variable. More analysis can be done on this as there were only two loaders in this data set. Some specific features can affect the R-squared values in the regression models. Thus, it is recommended to get the R-squared using each feature separately to eliminate the features that could be adding noise to the regression models. Table 4.1 shows the summary of the R-squared values across both data sets and both models.

Heat maps were obtained alongside the linear regression algorithm to display the correlation between each of the variables in the data sets. The heat map generated from the CAT Productivity data set is displayed in Figure 4.25. The heat map generated from the CAT
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Table 4.1: R-squared values Obtained from the Linear Regression and Polynomial Regression Machine Learning Methods

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>CAT Productivity</th>
<th>CAT MineStar Edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>0.098</td>
<td>0.080</td>
</tr>
<tr>
<td>Polynomial Regression</td>
<td>0.366</td>
<td>0.152</td>
</tr>
</tbody>
</table>

MineStar Edge data set is displayed in Figure 4.26. In the CAT Productivity heat map, it is surprising to see almost no correlation between any of the variables. The variables fill factor and payload have a high correlation but that is given since payload is used to calculate the fill factor. The CAT MineStar Edge heat map displayed similar results as there are high correlations between the variables in this data set. The highest found was between the payload match score and the loader dipper count which was 0.54. These two variables do not correlate in any way to each other in definition so this calculated correlation was thrown out. The highest aside from this was the loader dipper count and the load duration with a 0.40 correlation. This is also surprising because the number of buckets to fill up the truck should be indicative of the duration of the load event. The fact that it is only 0.40 indicates there might be faulty data. Further research and more data would help to investigate this.

The next machine learning technique attempted was prediction models. The goal of this prediction was to utilize production metrics as the predictor variables to identify the type of loader. This prediction method was used to investigate how different the loader’s production in similar mines was from each other. The benefit of these types of prediction models is that they can work backward. Future models should allow the user to input the type of loader and it should predict what the production metrics should be based on the mine they are working in. These future models however would require a larger spread of loader model types. This production prediction based on the loader model can be the basis for additional
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Figure 4.25: Heat Map Displaying Correlation Between Each Variable in the CAT Productivity Data Set

<table>
<thead>
<tr>
<th>Machine Learning Method</th>
<th>Accuracy of Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural Network</td>
<td>0.9026</td>
</tr>
<tr>
<td>K-Nearest Neighbor</td>
<td>0.8413</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.8104</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.8062</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.7694</td>
</tr>
</tbody>
</table>

Table 4.2: Accuracy scores of the five machine learning algorithms used on the CAT Productivity data set for predictions. Testing data was used to get model accuracies.

future research. The models utilized in this study were K-Nearest Neighbors, Decision Trees, Random Forests, Neural Networks, and Logistic Regression. The full data set from CAT Productivity was run through each of these machine learning classifier algorithms and output an accuracy score. This accuracy score identifies how well the algorithm can predict values based on the training data set initially used in the algorithm. Table 4.2 shows the accuracy scores of the five models from the greatest to the least.

Of the five algorithms used, the Neural Network was the most accurate followed closely by the rest of the models. All five of the model has accuracy scores greater than 75% which are great results. Generally, any model with an accuracy score greater than 70% is considered
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Figure 4.26: Heat Map Displaying Correlation Between Each Variable in the CAT MineStar Edge Data Set

to have great model performance. With a 90.26% accuracy, the Neural Network model was able to accurately estimate the target variable, the loading units. This also can go backward as the model could estimate the performance of any loader based on the full analysis of the performance metrics input. Future research and additional loaders’ data collected would allow for predicting a loader’s production metrics in an operation given the type of operation and the type of loader.

The same prediction models were used on the CAT MineStar Edge data set to predict the loading unit based on the data. The five models used in this analysis output accuracy scores and these can be seen in descending order in Table 4.3.

Of the five algorithms used for the analysis of the CAT MineStar Edge data set, the Random Forest model was the most accurate. The Random Forest model accurately estimated the target variable, the two loading units, with an accuracy score of 79.82%. The spread of accuracy scores for this data set was large. The neural network performed the worst for this
### Machine Learning Method Accuracy of Prediction

<table>
<thead>
<tr>
<th>Machine Learning Method</th>
<th>Accuracy of Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>0.7982</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.7485</td>
</tr>
<tr>
<td>K-Nearest Neighbors</td>
<td>0.7018</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.6220</td>
</tr>
<tr>
<td>Neural Network</td>
<td>0.5849</td>
</tr>
</tbody>
</table>

Table 4.3: Accuracy scores of the five machine learning algorithms used on the CAT MineStar Edge data set for predictions. Testing data was used to get model accuracy.

data set with a score of 58.49%. The models used for this data set are almost all lower than the models that the CAT Productivity data set was run through. A deeper analysis could be done on this as the MineStar Edge data set has more variables to use but also incorporates haul truck data while the Productivity data set only uses the loader data.
Chapter 5

GET Maintenance Application

5.1 Methodology

A thorough GET (Ground Engaging Tools) maintenance analysis is conducted using a combination of Microsoft Excel and Google Colab. Microsoft Excel is used to collect the average value of production and cost analysis, while Google Colab was primarily used for data visualization. To begin the analysis, the two data sets are combined which included the production metrics for the 988K loader that maintenance was recorded on and the data sets of the maintenance days GET replacement was conducted. This allowed us to compare the production average before and after maintenance, allowing us to better understand the impact of GET maintenance on production.

Using the PivotTable function in Excel, the average payload value for each day is first calculated. Then this data is matched with the days that maintenance was performed, creating a table of average production values before and after each day. For additional insight, several new variables are created by calculating the average value for payload for different periods of time before and after maintenance. This included five days, four days, three days, two days, one day, and the day of maintenance. Next, using the Matplotlib the distribution of these average payload values around maintenance is visualized. This allowed us to identify any patterns seen in the data based on how the GET maintenance impacted production.
5.2. GET Maintenance Results

Using the payload production values from Cat Productivity and the maintenance records of GET changes, an analysis was conducted on the change of production before and after maintenance. Only one maintenance record was obtained for a single 988K loading unit from one rock quarry. Unfortunately, many operations may not record when they perform maintenance or they may use paper records, which can easily be misplaced, to identify

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Price of Product ($/ton)</td>
<td>5</td>
</tr>
<tr>
<td>Maintenance Time (hour)</td>
<td>1</td>
</tr>
<tr>
<td>Daily Production Time (hours)</td>
<td>7.5</td>
</tr>
<tr>
<td>Number of Buckets Per Truck</td>
<td>7</td>
</tr>
<tr>
<td>Cycle Time (seconds)</td>
<td>50</td>
</tr>
<tr>
<td>Price of Teeth ($)</td>
<td>2181.76</td>
</tr>
</tbody>
</table>

Table 5.1: Assumed values for calculation of production value for each set of production days leading up to and after maintenance.

In order to conduct a cost analysis of the product of the production value during these periods, a few assumptions are made when calculating the cost. These assumptions can be found in Table 5.1. For example, a price of $5 per ton of product is assumed for a speculative analysis of limestone rock at the time. Through conducting this analysis, insights are gained into the economic impact of GET maintenance on production and were able to identify any areas for improvement.

Once the production values for each period before and after maintenance were calculated, a percent change was then calculated by comparing the before and after values of each maintenance day. The percent changes of production value and maintenance days were input into Google Colab and again with the matplotlib.pyplot library was plotted for data visualization.

5.2 GET Maintenance Results

Using the payload production values from Cat Productivity and the maintenance records of GET changes, an analysis was conducted on the change of production before and after maintenance. Only one maintenance record was obtained for a single 988K loading unit from one rock quarry. Unfortunately, many operations may not record when they perform maintenance or they may use paper records, which can easily be misplaced, to identify
when GET maintenance operations occurred. GET maintenance is quick, taking about 30 minutes to an hour, based on how many teeth need to be replaced so some operations may not consider this noteworthy to keep records of. Figure 5.1 shows the average production of each selection of days leading up to maintenance. So, -4 identifies the four days preceding maintenance, -2 identifies the two days preceding maintenance, 2 identifies the two days after maintenance, and so forth up to five days before and after maintenance. Figure 5.2 shows the percentage change in production value based on a cost analysis discussed in Section 5.1.

The maintenance date is based on the date of each change in GET conducted on the 998K machine. The average payload used in the production cost analysis was determined by taking the set of days from the previous maintenance day up to the day in question and then also taking the set of days from the next maintenance day to the previous day in question. The percent change was calculated based on these days.

Figure 5.1: Box Plot of Average Production for Each Set of Days Leading up to and After Maintenance on the GET of a 988K Loader

The production average leading up to and after maintenance presented in Figure 5.1 suggests there is no distinguishable material change in production once the GET were replaced on
5.2. GET Maintenance Results

The loader bucket. Two sets of production days, -4 and -5, have low average payloads, but when comparing the sets of -3 to -1 to the sets of 2 to 5 there is relatively no change in the average production. The production is increasing before the maintenance and on the day of maintenance is high compared to the other values. The high value could be due to maintenance being performed at the start of the shift but there is no other indicator besides the date in the records of the time when maintenance occurred. The set of one day after maintenance has the highest production average but has the potential to be considered an outlier when tied with the sets of days after maintenance. The distribution of data one day after maintenance is high as the box and whisker shows a large spread so this could indicate the outlier due to one day of high production.

Figure 5.2 illustrates the percentage change of production value around the day of maintenance and suggests there is no distinguishable material change in production due to maintenance. The percentage change spans an even split of values in negative and positive change. It is worth noting that the positive percentage change has a higher range going up to approximately 32% while the negative percent change goes down to only about -15%. Initially, it was speculated that if GET were changed on the bucket, it would benefit the operation and
production would increase. Based on the data and the results calculated from this data, the results are inconclusive as to whether the current process of GET maintenance is beneficial or if operators are changing the GET too frequently. GET maintenance is generally determined by the operator’s decision because they experience a harder time digging into the rock face or they visually notice too much wear. Therefore, for better results in the future, there should be a standard low measurement for the teeth that objectively indicates maintenance to be performed to change them out.
Chapter 6

Conclusions and Future Work

This thesis conducted an exploratory analysis of data for nine loading units using data analysis, statistical analysis, and machine learning techniques. Seven of the loading units’ data came from the software CAT Productivity and two of the loading units’ data came from the software CAT MineStar Edge. Multiple variables were used to identify key production parameters including bucket payload, loader cycle time per bucket, fill factor, truck cycle time, truck total payload, and loader cycle time per truck. In addition, an analysis of production values before and after GET maintenance was conducted to determine if the maintenance significantly impacted production values. Section 4.1 focused on data analysis to find the relationship between the average payload of each loader and their cycle times. This relationship was found to be inconclusive in determining an optimum point at which production can be increased down the line. The data across each loader varies between cycle time and the average payload. However, three loaders seem to indicate an optimum cycle time between 30 seconds to 40 seconds to yield a higher payload.

Statistical analysis was conducted in Section 4.2 to compare the distribution of production variables across the loaders performing in a similar work environment. The Caterpillar 992K and one of the 990K loading units were found to be the highest-yielding machines. In the analysis, one of the Caterpillar 993K loading units outperformed a similar 993K machine on all production variables for unknown reasons that will be the basis of future research. Influencing variables can include operator experience, location of operation within the same
mine, and type of material.

Machine learning was used in Section 4.3 to investigate correlations between variables in both data sets. Through a linear and polynomial regression model that each data set was put through, there were no significant correlations between any of the variables. Although there was a correlation between loader dipper count and the load duration in the CAT MineStar data set, these go hand in hand. Theoretically, the correlation should have been much higher. This indicates that future research should be done investigating why this correlation was not what it theoretically should be. For the CAT Productivity data set, the Neural Network algorithm created a model that was 90.26% accurate in estimating the loading unit based on the input variables. The K-Nearest Neighbor algorithm came in a close second with an accuracy of 84.13%. In future operations, this means that production variables can be predicted given the type of loader. For the CAT MineStar Edge data set, the Random Forest algorithm created a model with the highest accuracy of 79.82%. This is still a great accuracy score but surprising that the addition of more variables or the inclusion of haul truck data as well in the data sets may have caused this decrease. This can be an area for future investigation. The Decision Tree algorithm came in a close second with an accuracy of 74.85%.

After generating an average production comparison in Section 5.2 of before and after maintenance on the Ground Engaging Tools on loader buckets, there was no material change in the average production of the mine. This analysis still does not answer the question of whether they are replaced too frequently. The future analysis would attempt to create a prediction model for optimal maintenance intervals on the Ground Engaging Tools on loader buckets.

Data from CAT Productivity was found to be less detailed than data from CAT MineStar Edge and largely subject to human error. The task is repetitive because these cycles are short (less than one minute for the majority) and performed over an eight-hour shift. The
data reliability is low due to operator input. Future work could help improve these models described in the paper. Expanding to an additional year of research will provide more data to yield a more precise predictive model. The push for the digitization of machine information will also allow more machines to populate this software with data allowing for a wider variety of machine types to be considered and further refinement of predictive models. This would include haul truck units as well. Adding haul trucks and synchronizing the loader and haul trucks during the loading events would allow users to pinpoint where in the operation there is an opportunity for improvement and which units need improved training for their operators. As the popularity of remote monitoring increases, this will lead to more companies subscribing to these types of software and upgrading their machines to accommodate them. Site visits would help with future research to get an understanding of the operation and tasks required by loaders during their shifts. This insight could explain irregularities in the data but also allow for time studies to be conducted to figure out choke points in operation. Additional research should be done on ways to characterize a Ground Engaging Tool that needs to be replaced instead of relying on operator opinion, eliminating the potential for human error.
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